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PART I. THE CASE OF ANALYTIC FUNCTIONS

1. INTRODUCTION

In this first part I investigate some properties of the manifold $\mathcal{G}$ of all analytic functions $u+iv = w(z)$ defined in a bounded open connected domain $D$ of the $(z=x+iy)$-plane for which the integral

$$\int \int_D |w|^2 dx dy$$

is finite.†

First I establish the following inequality. There exists a positive constant $\theta < 1$ such that, for all functions $w(z)$ which satisfy the additional condition

$$\int \int_D wdxdy = 0,$$

the inequality

$$\left| \int \int_D w^2 dx dy \right| \leq \theta \int \int_D |w|^2 dx dy$$

is valid.

It will be seen that this inequality is equivalent to

$$\int \int_D u^2 dx dy \leq \Gamma \int \int_D v^2 dx dy$$

under the additional condition

$$\int \int_D udxdy = 0,$$

the constant $\Gamma = (1+\theta)/(1-\theta)$ being greater than 1.

---
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Secondly, I deal with the characteristic value problem for the quadratic form

$$\int\int_D w^2 dx\,dy$$

with respect to the unit-form

$$\int\int_D |w|^2 dx\,dy.$$ 

I prove the existence of a sequence of characteristic values $\mu_1, \mu_2, \mu_3, \cdots, \mu_n \downarrow 0$, and corresponding characteristic functions $w_1(z), w_2(z), \cdots$ satisfying the conditions

$$\int\int_D \overline{w_m(z)} w_n(z) dx\,dy = \begin{cases} 1, & n = m, \\ 0, & n \neq m, \end{cases}$$

and thus being orthonormal, such that each function $w(z)$ in $\mathcal{F}$ can be developed in a series

$$w(z) = c_1w_1(z) + c_2w_2(z) + c_3w_3(z) + \cdots$$

converging uniformly in every closed subdomain of $D$, while the expansions

$$\int\int_D |w|^2 dx\,dy = |c_1|^2 + |c_2|^2 + |c_3|^2 + \cdots$$

$$\int\int_D w^2 dx\,dy = \mu_1c_1^2 + \mu_2c_2^2 + \mu_3c_3^2 + \cdots$$

hold.

The largest characteristic value $\mu_1$ is equal to 1 and the corresponding characteristic function $w_1(z)$ is constant. The inequality stated above expresses nothing but the fact that the second characteristic value $\mu_2$ is less than 1.

The validity of these theorems depends essentially on the nature of the boundary of the domain $D$. My assumption is that this boundary $B$ consists of a finite number of closed curves having a continuous tangent except at a finite number of corners. Then the inequality holds; but the expansion theorem is valid if and only if there are no corners (except internal cusps). In the case of corners the extreme points of the limit spectrum can be determined.

Let each closed curve of the boundary be represented by a continuous
periodic function $z = z(s)$ of a parameter $s$. Except at a finite number of corners this function shall have a continuous derivative

$$\frac{dz}{ds} = \dot{z}(s),$$

which, at each corner, is continuous on both sides. We can assume

$$|\dot{z}| = \left|\frac{dz}{ds}\right| = 1,$$

so that $s$ is the arc length of the curve, and further that the normal $i\dot{z}$ is directed into the interior of $D$.

At a corner the argument of $\dot{z}$ has the jump $(1 - \omega)\pi$, where $\omega\pi$ is the inner angle of the corner.

We assume $0 < \omega \leq 2$. Thus we exclude external cusps ($\omega = 0$); in this case it can happen that not even the inequality holds as we shall show at the end of this part.

2. A BASIC LEMMA

We set

$$M = \max_{\omega} \left| \frac{\sin \omega \pi}{\omega \pi} \right|.$$

Since the case $\omega = 0$ has been excluded we have $M < 1$, and $M = 0$ if there are no corners (except internal cusps).

**Lemma 1.** Let $\epsilon$ be an arbitrary positive number. Then there exists a boundary strip $S$ in $D$, bounded by the exterior boundary $B$ and an interior boundary $B'$ which consists of a finite number of rectifiable closed curves, such that for every function $w(z) = u(z) + iv(z)$ in $\mathcal{G}$ the inequality

\begin{equation}
(2.1) \quad \left| \iint_{S} w^{2}dxdy \right| \leq (M + \epsilon) \iint_{S} |w|^{2}dxdy + \gamma \int_{B'} |w|^{2} |dz|,
\end{equation}

holds, $\gamma$ being a suitable positive constant depending on $\epsilon$. This inequality implies

\begin{equation}
(2.2) \quad (1 - M - \epsilon) \iint_{S} u^{2}dxdy \leq (1 + M + \epsilon) \iint_{S} v^{2}dxdy + \gamma \int_{B'} |w|^{2} |dz|.
\end{equation}

Without loss of generality we may confine ourselves to the case of a domain $D$ bounded by only one closed curve $B$.

First we discuss the case of no corners. We may assume $\epsilon < 1$. We choose a constant $\sigma$ in such a way that

\begin{equation}
(2.3) \quad \left| \frac{z(s') - z(s)}{s' - s} - \dot{z}(s) \right| \leq \frac{\epsilon}{4} \quad \text{as} \quad |s' - s| \leq \sigma.
\end{equation}
We set
\[ \Delta z(s) = \frac{z(s + \sigma) - z(s)}{\sigma}, \quad \Delta \dot{z}(s) = \frac{\dot{z}(s + \sigma) - z(s)}{\sigma}. \]

Then we have
\[ (2.3)' \quad \left| \Delta z(s) - \dot{z}(s) \right| \leq \frac{\epsilon}{4}, \]
\[ \frac{3}{4} \leq \left| \Delta z(s) \right| \leq \frac{5}{4}. \]

We choose a number \( \rho > 0 \) in such a way that
\[ \left| s' - s \right| \leq \sigma \quad \text{as} \quad \left| z(s') - z(s) \right| \leq \rho \]
and a number \( T > 0 \) in such a way that
\[ T \leq \frac{2}{5} \rho \]
and
\[ (2.4) \quad T \left| \frac{\Delta z(s') - \Delta z(s)}{s' - s} \right| \leq \frac{\epsilon}{40} \quad \text{as} \quad \left| s' - s \right| \leq \sigma. \]

Consequently we have
\[ (2.4)' \quad T \left| \Delta z \Delta \dot{z} \right| \leq \frac{\epsilon}{32}. \]

Now we introduce a new parameter \( t, 0 \leq t \leq T \), and set
\[ z = z(s) + it \Delta z(s). \]

The strip \( 0 < t < T \) corresponds in a one-to-one way to a certain boundary strip \( S \) in \( D \), bounded by the boundary \( B \) and an inner curve \( B' \) which correspond to \( t = 0 \) and \( t = T \) respectively. To show this we first prove the relation
\[ (2.5) \quad \left| z' - z - [(s' - s) + it'(s' - t)] \dot{z}(s) \right| \leq \frac{3}{8} \epsilon \left| (s' - s) + it'(s' - t) \right|, \]

as \( \left| s' - s \right| \leq \sigma. \)

In fact, in view of (2.3), (2.4), we have
\[ \left| z' - z - [(s' - s) + it'(s' - t)] \dot{z}(s) \right| = \left| [(s(s') - z(s) - (s' - s) \dot{z}(s)] + it'[\Delta z(s') - \Delta z(s)] \right| + i(t' - t)[\Delta z(s) - \dot{z}(s)]. \]
Now let $z' = z$. Then we have
\[
|z(s') - z(s)| = |t'\Delta z(s') - i\Delta z(s)|
\leq t' |\Delta z(s')| + t |\Delta z(s)|
\leq 2T \frac{5}{4} \leq \rho.
\]
Therefore $|s' - s| \leq \sigma$ and relation (2.5) leads to $|(s' - s) + i(t' - t)| (1 - \frac{3}{4}) \leq 0$. Hence $s' = s$, $t' = t$. Thus the one-to-one correspondence of $0 < t < T$ and $S$ is proved.

We calculate the Jacobian
\[
J = \frac{\partial(x, y)}{\partial(s, t)} = \mathfrak{R} \Delta z(\bar{z} + i\Delta \bar{z})
\]
from (2.3)', (2.4)' we find
\[
J \geq 1 - \frac{\epsilon}{4} - \frac{\epsilon}{32} \geq \frac{1}{2}.
\]
In the strip $S$ the parameters $s$ and $t$ can be expressed in terms of $x, y$, hence in terms of $z = x + iy, \bar{z} = x - iy$; and a simple calculation yields the relation
\[
2J \frac{\partial}{\partial z} = \Delta \frac{\partial}{\partial s} - i(\bar{z} + i\Delta \bar{z}) \frac{\partial}{\partial t}.
\]
We now introduce the function
\[
j(z, \bar{z}) = z(s) - i\Delta z(s)
\]
and find
\[
J \frac{\partial j}{\partial z} = i\Im(\bar{z}\Delta z) + t\Im(\Delta z\Delta \bar{z}).
\]
From (2.3)', (2.4)', (2.6) we get
\[
\left| \frac{\partial j}{\partial z} \right| \leq \epsilon.
\]
By a simple calculation, we obtain the identity
\[
\iint_{\tau < t < T} \left( 1 - \frac{\overline{\partial j}}{\partial z} \right) w^2 dxdy = \iint_{\tau < t < T} \frac{\partial}{\partial z} \left[ (\overline{z - j}) w^2 \right] dxdy
\]
\[
= \frac{i}{2} \int_{B'} (\overline{z - j}) w^2 dz
\]
\[
- \frac{i}{2} \int_{t_{<\tau}} (\overline{z - j}) w^2 dz
\]
for \(0 < \tau < T\). Since \(\int_{t_{<\tau}} |w|^2 d\tau \leq 2 \int_{S} |w|^2 dxdy\) is finite, there exists a sequence \(\tau \to 0\) for which \(\int_{t_{<\tau}} |w|^2 d\tau\) is bounded. If we let \(\tau\) tend to zero in this way, we have
\[
\left| \frac{i}{2} \int_{t_{<\tau}} (\overline{z - j}) w^2 dz \right| = \left| \int_{t_{<\tau}} i \Delta w^2 (\overline{z} + i \Delta z) ds \right|
\]
\[
\leq \tau \left( 1 + \frac{e}{2} \right) \int_{t_{<\tau}} |w|^2 ds \to 0
\]
and therefore the identity
\[
\iint_{S} \left( 1 - \frac{\overline{\partial j}}{\partial z} \right) w^2 dxdy = T \int_{B'} w^2 dz.
\]
It yields immediately the inequality
\[
\left| \iint_{S} w^2 dxdy \right| \leq \frac{5}{4} T \int_{B'} |w|^2 dz + \epsilon \iint_{S} |w|^2 dxdy.
\]

3. Case of corners

We now pass on to the case of boundary \(B\) having corners \(z_v\), with the angles \(\omega_v\pi (v = 1, \ldots, n)\). We map the domain \(D\) conformally on a domain \(D^*\) of the \(z^*\)-plane such that the boundary \(B^*\) of \(D^*\) has a continuous tangent. There exists such a mapping, regular in \(D + B\) except at the corners, which behaves at the corners as follows: there is an analytic function
\[
\lambda = \lambda(z) \quad \text{with} \quad \lambda(z_v) = 0, \quad \lambda'(z_v) \neq 0,
\]
regular in the neighborhood of \(z = z_v\), and an analytic function
\[
\lambda^* = \lambda^*(z^*) \quad \text{with} \quad \lambda^*(z_v^*) = 0, \quad \lambda^*(z_v^*) \neq 0
\]
(where \(z_v^*\) corresponds to the corner \(z_v\)), regular in the neighborhood of \(z^* = z_v^*\), such that
We shall make use of the fact that there is a constant $\chi > 0$ such that

$$(3.1) \quad |(z^* - z_{*r}) \frac{d}{dz^*} \log \frac{dz}{dz^*} + (1 - \omega_r) \leq \chi |z^* - z_{*r}| + \chi |z^* - z_{*r}|^{\omega_r}$$

in a certain neighborhood $U_r^*$ of $z_{*r}$. We see this by a simple calculation:

$$\frac{dz^*}{dz} = \frac{\lambda*^{1-\omega_r}}{\lambda'} \frac{\lambda'}{\lambda_{*r}} \frac{d}{dz}$$

$$\lambda* \frac{d}{d\lambda*} \log \frac{dz^*}{dz} = (1 - \omega_r) - \lambda* \frac{\lambda''}{(\lambda')^2} + \omega_r \frac{\lambda''}{(\lambda')^2}.$$ 

Since

$$\frac{z^* - z_{*r}}{\lambda*} \frac{dz^*}{d\lambda*} = 1 + (z^* - z_{*r}) \vartheta_*(z^*),$$

where $\vartheta_*(z^*)$ is bounded at $z^* = z_{*r}$, we get

$$(z^* - z_{*r}) \frac{d}{dz^*} \log \frac{dz}{dz^*} - (1 - \omega_r) = (1 - \omega_r)(z^* - z_{*r}) \vartheta_*(z^*) - (z^* - z_{*r}) \frac{\lambda''}{\lambda'}$$

$$+ \omega_r (z^* - z_{*r})^{\omega_r} \left( \frac{z^* - z_{*r}}{\lambda*} \right)^{\frac{\lambda''}{\lambda'}}.$$ 

Since $\lambda*/(z^* - z_{*r}) \to \lambda*'(0) \neq 0$ as $z^* \to z_{*r}$ and $\lambda'(0) \neq 0$, there is a number $\chi > 0$ and a neighborhood $U_r^*$ of $z_{*r}$, where

$$|1 - \omega_r| |\vartheta_*| + \left| \frac{\lambda''}{\lambda'} \right| \leq \chi, \quad \omega_r |z^* - z_{*r}|^{1-\omega_r} \left| \frac{\lambda''}{\lambda'} \right| \left| \frac{\lambda'}{\lambda'} \right| \leq \chi$$

and, thus, (3.1) holds in $U_r^*$. We introduce the function

$$\eta = \frac{dz}{dz^*} = \frac{dz^*}{dz^*} \quad \text{with} \quad |\eta| = 1.$$ 

† We can construct such a mapping, e.g., in the following way. We choose a number $a_1$ in the exterior of $D+B$ such that the function

$$z^{(1)} = \left( \frac{z - a_1}{z - z_{*r}} \right)$$

maps the domain $D+B$ in a one-to-one way on a domain $D^1+B^1$ of the $z^{(1)}$-plane; $D^1+B^1$ has no corner at the point $z^{(1)} = z_{*r}^{(1)}$. In the same way we choose $a_{2(1)}$ in the exterior of $D^1+B^1$ and form

$$z^{(2)} = \left( \frac{z^{(1)} - a_{2(1)}}{z^{(1)} - z_{*r}^{(1)}} \right)^{1/\omega_1},$$

and so on. Then we set

$$z^* = z^{(n)}$$

and take $\lambda = \lambda^{(n)}$ for the corner $z = z_{*r}$. 
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We observe that relation (3.1) is equivalent to

\[(z^* - z_r^*) \frac{\partial \eta}{\partial z^*} + (1 - \omega_r) \eta \leq \chi |z^* - z_r^*| + \chi |z^* - z_r^*| \omega_r,\]

where \( \eta \) is considered as a function of \( z^* \) and \( \overline{z^*} \). On setting

\[w^*(z^*) = w(z) \frac{dz}{dz^*},\]

we have

\[\int \int_D w |2dz| \gamma = \int \int_{D^*} |w^* |2dz^*| \gamma^*\]
\[\int \int_D w^2dz = \int \int_{D^*} (w*)^2 \eta dz^* \gamma^*.\]

4. Continuation

In what follows we omit the sign * and write \( z, z_r, D, B, S, U_r, w \) instead of \( z^*, z_r^*, D^*, B^*, S^*, U_r^*, w^* \).

Let the boundary \( B \) be represented by \( z = z(s) \), and let \( s_r \) be that value of \( s \) for which \( z(s_r) = z_r \); we set \( z(s_r) = z_r \). We introduce the parameters \( s \) and \( t \) in the boundary strip as before (§2) and define the function \( j(z, \overline{z}) \).

\[z = z(s) + it\Delta z(s); \quad j = z(s) - it\Delta z(s).\]

Let \( S_r \) and \( B_r \) be the domain of all points of \( S \) and \( B \) respectively for which \( |s - s_r| \leq \sigma \), except \( z = z_r \). We assume \( \epsilon < \frac{1}{3} \) and at the same time so small that \( B_r + S_r \) is contained within the neighborhood \( U_r \) of \( z = z_r \). From (3.2) we get

\[(4.1) \quad \left| (z - z_r) \frac{\partial \eta}{\partial z} + (1 - \omega_r) \eta \right| \leq \chi |z - z_r| + \chi |z - z_r| \omega_r \quad \text{in} \quad S_r + B_r.\]

We take note of the relations

\[(4.2) \quad \left| (z - z_r) - (s - s_r + it)\bar{z}_r \right| \leq \frac{3}{8} \epsilon |s - s_r + it|\]

which holds for \( |s - s_r| \leq \sigma \) and, therefore, in \( S_r + B_r \). They can be derived in the same way as relation (2.5).

We define the functions

\[K_r(z, \overline{z}) = - \frac{z - z_r, j - z_r}{\bar{z}_r, \bar{z}_r}.\]
in $S_+ + B$; we have

(i) $|H_s| = 1$,

(ii) $1 - \epsilon \leq |K_s| \leq 1 + \epsilon$,

(iii) $|H_s - K_s| \leq \epsilon$.

In view of (4.2) relation (iii) follows from

$$\frac{1}{\epsilon} \leq \frac{3}{4} \leq 1 - \frac{3}{8} \epsilon.$$

The relations (iii) and (i) lead to (ii).

The function $K_s$ has the value 1 on the lines $s = s_r, 0 < t < T$, and the value $-1$ on the boundary $t = 0, s \neq s_r$. Therefore $\log K_s$ is defined; we have

$$\log K_s = 0 \quad \text{on} \quad s = s_r, \quad 0 < t < T;$$

$$\log K_s = \mp i\pi \quad \text{on} \quad t = 0, \quad s \leq s_r.$$

In view of (4.2) we get

$$\frac{3}{4} \epsilon \leq \log K_s \leq \frac{3}{8} \epsilon + \pi.$$

We can define $\log H_s$ in such a way that $|\log H_s| \leq 3\epsilon/2$ on the line $s = s_r$ and we set

$$K_s^{\omega_r} = \exp \omega_r \log K_s, \quad H_s^{\omega_r} = \exp \log H_s.$$

From (iii) we obtain

(iv) $|K_s^{\omega_r} - H_s^{\omega_r}| \leq 3\epsilon$.

We consider the function

$$P_s(z, \bar{z}) = \frac{1}{\omega_r} K_s^{\omega_r} - \cos \omega_r \pi - \sin \omega_r \pi \log K_s,$$

defined in $S_+ + B$; it vanishes on the boundary $t = 0, s \neq s_r$, and it is bounded. Therefore we have

$$(z - z_r)P_s(z, \bar{z}) \to 0 \quad \text{as} \quad t \to 0$$

(4.3)
uniformly in \( s \). We calculate the derivative of \( P \), with respect to \( z \) and find

\[
(z - z') \frac{\partial P}{\partial z} = \left[ K \omega^\nu - \frac{\sin \omega \pi}{\omega \pi} \right] \left( 1 + K \frac{\partial^j}{\partial z^j} \right).
\]

According to (ii), (iv) and

\[
(4.4)
\left| \frac{\partial^j}{\partial z^j} \right| \leq \epsilon
\]

we get

\[
(4.5)
\left| (z - z') \frac{\partial P}{\partial z} - H^\nu \right| \leq \left| \frac{\sin \omega \pi}{\omega \pi} \right| + 6\epsilon.
\]

We choose non-negative functions \( \rho_s(s) \) which have continuous derivatives, which vanish outside of \( B_r \), which are equal to 1 for \( |s - s_0| \leq \sigma/2 \) and for which

\[
\sum_s \rho_s(s) \leq 1.
\]

Here the summation \( \sum_s \) is extended over all points \( z = z' \). We consider the function

\[
\Omega(z, z') = \sum_s \rho_s(s) H^\nu(z - z') \eta P + \left[ 1 - \sum_s \rho_s(s) \right] \eta(z - j).
\]

Since

\[
(4.6)
\rho_s(s)(z - z') P \to 0, \quad z - j \to 0 \quad \text{as} \quad t \to 0,
\]

we have

\[
\Omega(z, z') \to 0 \quad \text{as} \quad t \to 0.
\]

We investigate the derivative \( \partial \Omega/\partial z \). First we observe that \( \partial \rho_s/\partial z = \rho_s' \frac{\partial s}{\partial z} \) is bounded in \( S \) and that \( \partial \eta/\partial z \) is bounded in \( S - \sum_s S_s \). Further we calculate

\[
\frac{\partial}{\partial z} H^\nu(z - z_s) \eta = (1 - \omega_s) H^\nu \partial \eta + H^\nu(z - z_s) \frac{\partial \eta}{\partial z}.
\]

We now use relation (4.1); because of \( |H_s| = 1 \) we get

\[
\left| \frac{\partial}{\partial z} H^\nu(z - z_s) \eta \right| \leq \chi |z - z_s| + \chi |z - z_s|^\nu
\]

in \( S \). Thus, on account of (4.3) and (4.6) we find

\[
(4.7)
\sum_s P_s \frac{\partial}{\partial z} \rho_s H^\nu(z - z_s) \eta + (z - j) \frac{\partial}{\partial z} \left[ 1 - \sum_s \rho_s \right] \eta \to 0
\]

as \( t \to 0 \), uniformly in \( s \).
Consequently we can choose a positive number \( T_1 \leq T \) such that for \( 0 < t \leq T_1 \)
\[
\left| \frac{\partial \Omega}{\partial z} - \sum \rho_r H_r w(z - z_r) \eta \frac{\partial P_r}{\partial z} \right| \eta \left( 1 - \sum \rho_r \right) \eta \left( 1 - \frac{\partial j}{\partial z} \right) \leq \epsilon.
\]

According to (4.4) and (4.5) this relation leads to
\[
(4.8) \quad \left| \frac{\partial \Omega}{\partial z} - \eta \right| \leq \sum \rho_r \left| \frac{\sin \omega_r \pi}{\omega_r \pi} \right| \left( 1 + 7\epsilon \right) \leq M + \epsilon_1,
\]
where \( \epsilon_1 = 7\epsilon. \)

Let \( S_1 \) be the strip \( 0 < t < T_1 \) and \( B_1' \) the curve \( t = T_1; \) since \( \Omega \to 0 \) as \( t \to 0 \) we have the identity
\[
\int \int_{S_1} \frac{\partial \Omega}{\partial z} \overline{w} \, dx \, dy = \frac{i}{2} \int_{B_1'} w \overline{\Omega} \, dz.
\]

From this and relation (4.8) we deduce
\[
\int \int_{S_1} w^2 \overline{\Omega} \, dx \, dy \leq \gamma_1 \int_{B_1'} \left| \frac{\partial \Omega}{\partial z} \right| \overline{w} \, dz + \left( M + \epsilon_1 \right) \int \int_{S_1} |w|^2 \, dx \, dy
\]
where \( \gamma_1 = 2 \max |\Omega| \) on \( B_1'. \) Since \( \epsilon_1 \) is arbitrarily small we thus have proved Lemma 1 also for the case where the boundary has corners.

5. Additional lemmas

In proving our theorems we further make use of the following elementary lemmas.

**Lemma 2.** Let \( D' \) be a closed domain within \( D. \) Then for all functions \( w(z) \)
in \( \mathfrak{F} \) and all \( z' \) in \( D' \) we have
\[
(5.1) \quad |w(z')|^2 \leq C_0 \int \int_D |w|^2 \, dx \, dy
\]
\[
(5.2) \quad \left| \frac{dw(z')}{dz} \right|^2 \leq C_1 \int \int_D |w|^2 \, dx \, dy,
\]
where \( C_0, C_1 \) being positive constants depending on \( D'. \)

We omit the proof of this well known lemma, which is an immediate consequence of the mean-value theorem and the Schwarz inequality.

**Lemma 3.** Let \( D' \) be a closed subdomain within \( D \) and \( z_0 \) a point of \( D'. \) Then for all functions \( w(z) = u(z) + iv(z) \) for which
the inequality

\[ |w(z')|^2 \leq C' \int_D v^2 dx \, dy, \quad z' \text{ in } D', \]

is valid, \( C' \) being a positive constant depending on \( D' \) and \( z_0 \).

We choose a finite number of points \( z_0, z_1, z_2, \ldots, z_j, \ldots, z_k \) in \( D' \) and a positive number \( R \) such that \( |z_j - z_{j-1}| < R \), that every point \( z' \) of \( D' \) belongs to one of the circles \( |z - z_j| < R \) and that the circles \( |z - z_j| < 3R \) are in the interior of \( D \). Now we take the relation

\[
w(z') - u(z_j) = \frac{1}{2\pi} \int_{|z-z_j|=r} v(z) \frac{z + z' - 2z_j}{z - z'} \frac{dz}{z - z_j}
\]

which holds for \( |z' - z_j| < r \). We multiply by \( r dr \) and integrate with respect to \( r \) from \( r = 2R \) to \( r = 3R \) and apply the Schwarz inequality assuming \( |z' - z_j| < R \). Thus we obtain

\[
|w(z') - u(z_j)| \leq 4 \left( \frac{1}{5R^2} \int_{2R<|z-z_j|<3R} v^2 dx \, dy \right)^{1/2} \leq \frac{2}{R} \left( \int_D v^2 dx \, dy \right)^{1/2}
\]

Since \( u(z_0) = 0 \) and \( |z_j - z_{j-1}| < R \), we get for every point \( z' \) of \( D' \)

\[
|w(z')| \leq (k + 1) \frac{2}{R} \left( \int_D v^2 dx \, dy \right)^{1/2}
\]

Herewith we have proved Lemma 3.

6. Fundamental inequalities

We now are ready for the proof of

**Theorem 1.** There exists a positive number \( \Gamma \) such that the inequality

\[
\int_D \int_D u^2 dx \, dy \leq \Gamma \int_D \int_D v^2 dx \, dy
\]

holds for all functions \( w = u + iv \) in \( \mathbb{C} \) which satisfy the condition

\[
\int_D \int_D u dx \, dy = 0.
\]

We first observe that it is sufficient to prove the inequality for all functions \( w = u + iv \) in \( \mathbb{C} \) which vanish at a certain point \( z_0 \) in \( D \); this fact follows from the relation
\[ \int \int_D u^2(z) dxdy \leq \int \int_D [u(z) - u(z_0)]^2 dxdy, \]

which is an immediate consequence of \( \int \int_D u dxdy = 0 \). Now we choose a positive number \( \epsilon \) such that \( M + \epsilon < 1 \); this is possible since \( M < 1 \). By (2.2) of Lemma 1 we have

\[
(1 - M - \epsilon) \int \int_D u^2 dxdy \leq \int \int_{D-S} u^2 dxdy + (1 - M + \epsilon) \int \int_S v^2 dxdy + \gamma \int_{B'} |w|^2 |dz|.
\]

We choose a point \( z_0 \) of \( D-S \) and assume \( u(z_0) = 0 \). Then we apply Lemma 3 to the closed domain \( D' = D-S \) and get

\[
(1 - M - \epsilon) \int \int_D u^2 dxdy \\
\leq \left[ C' \int \int_{D-S} dxdy + (2 + \epsilon) + C' \int_{B'} |dz| \right] \int \int_D v^2 dxdy;
\]

thus Theorem 1 is proved.

The inequality of Theorem 1 is equivalent to

\[
(\Gamma + 1) \Re \int \int_D w^2 dxdy \leq (\Gamma - 1) \int \int_D |w|^2 dxdy,
\]

and the additional condition is the same as

\[ \Re \int \int_D w dxdy = 0. \]

Now let \( w \) be a function in \( g \) which satisfies the relation

\[ \int \int_D w dxdy = 0; \]

then we can choose a number \( \eta \) of absolute value 1 such that

\[ \Re \int \int_D (\eta w)^2 dxdy = \left| \int \int_D w^2 dxdy \right|; \]

since \( \Re \int_D \eta w dxdy = 0 \) we can apply Theorem 1 to \( \eta w \). On setting \( \theta = (\Gamma - 1)/(\Gamma + 1) \) we thus obtain
Theorem 2. There exists a constant $\theta < 1$ such that the inequality
\[
\left| \iint_D w^2 dx dy \right| \leq \theta \iint_D |w|^2 dx dy
\]
holds for all functions in $\mathcal{F}$ satisfying the condition
\[
\iint_D wdxdy = 0.
\]

7. Space $\mathcal{F}$ as a Hilbert space

To prove our expansion theorem we start with the observation that the manifold $\mathcal{F}$ of all functions $w(z)$ for which
\[
\iint_D |w|^2 dx dy
\]
is finite constitutes a linear metric space. This space is either complex or real depending on whether we allow multiplication by complex or real numbers and define an inner product either by
\[
(w_1, w_2) = \iint_D \bar{w}_1 w_2 dx dy
\]
or by
\[
(w_1, w_2) = \Re \iint_D \bar{w}_1 w_2 dx dy.
\]
In either case the modulus
\[
(w, w)^{1/2} = \left( \iint_D |w|^2 dx dy \right)^{1/2}
\]
has the same value. In order that
\[
\Re \iint_D w_1 w_2 dx dy
\]
become a symmetric bilinear form we choose the second definition of $(w_1, w_2)$ and thus assume $\mathcal{F}$ to be a real space. In this case, $iw$ belongs to the space $\mathcal{F}$ together with $w_1$; but this function $iw$ is orthogonal to $w$:
\[
(w, iw) = \Re \iint_D \bar{w}iwdxdy = \Re i \iint_D |w|^2 dx dy = 0.
\]
Now we establish

Lemma 4. The space $\mathcal{F}$ of functions $w(z)$ is a Hilbert space.
First we prove that $f$ is complete. Let $w^n(z)$ be a sequence in $f$ such that
\[(w^m - w^n, w^m - w^n) = \iint_D |w^m - w^n|^2 \, dxdy \to 0 \quad \text{as} \quad m, n \to \infty.\]

From the inequality (1) of Lemma 2 we deduce that $w^m(z) - w^n(z)$ converges to zero uniformly in every closed subdomain $D'$ of $D$. From this fact it follows by a well known procedure that (i) $\iint_D |w|^2 \, dxdy < \infty$ and therefore $w(z)$ belongs to the space $f$; and (ii)
\[\iint_D |w^n - w|^2 \, dxdy \to 0 \quad \text{as} \quad n \to \infty.\]

$f$ is a subspace of the linear space $f$ of all complex-valued functions $k(x, y)$, continuous in $D$, for which
\[(k | k) = \iint_D |k|^2 \, dxdy < \infty;\]
since, obviously, this space is separable $f$ has a like property. Therefore $f$ is a Hilbert space.

A sequence of functions $w^1(z), w^2(z), \cdots, w^n(z), \cdots$ in $f$ is called weakly convergent to a function $w(z)$ in $f$,
\[w^n(z) \rightharpoonup w(z),\]
if it has the following two properties:

(i) there is a constant $M_0 > 0$ such that
\[\iint_D |w^n|^2 \, dxdy \leq M_0;\]
(ii) \[\iint_D W(w^n - w) \, dxdy \to 0 \quad \text{as} \quad n \to \infty\]
for each function $W(z)$ in $f$.

We have the

**Lemma 5.** Let $w^1(z), w^2(z), \cdots, w^n(z)$ be a sequence of functions in $f$ for which
\[\iint_D |w^n|^2 \, dxdy \leq M_0\]
and which converges to a function $w_0(z)$ uniformly in the interior. Then $w_0(z)$ belongs to $f$ and $w^n(z)$ converges weakly to $w_0(z)$.

† Cf. Part II, §2.
1. From \( \int_{D'} |w^n|^2 \, dx \, dy \leq M_0 \) we get \( \int_{D'} |w_0|^2 \, dx \, dy \leq M_0 \) and therefore \( w_0(z) \) belongs to \( \mathcal{F} \).

2. Let \( W(z) \) be a function of \( \mathcal{F} \). Without loss of generality, we may assume \( w_0(z) = 0 \). To a given number \( \epsilon > 0 \) we choose a subdomain \( D' \) such that \( \int_{D - D'} |W|^2 \, dx \, dy \leq \epsilon^2 \) and a number \( n_\epsilon \) such that \( |w^n(z)| \leq \epsilon \) in \( D' \) for \( n \geq n_\epsilon \). Then we have for \( n \geq n_\epsilon \)

\[
\left| \int_D \overline{W} w^n \, dx \, dy \right| \leq \epsilon^2 \left[ \int_D \int_D dx \, dy \int_D |W|^2 \, dx \, dy + M \right]
\]

and therefore \( \int_D \overline{W} w^n \, dx \, dy \to 0 \) as \( n \to \infty \).

**Lemma 6.** A sequence \( \mathcal{S} \) of functions \( w^1(z), w^2(z), \ldots \) in \( \mathcal{F} \) which converges weakly to zero converges to zero uniformly in the interior of \( D \).

The sequence \( \mathcal{S} \) is equicontinuous in the interior of \( D \); this fact follows from (2) of Lemma 2 and \( \int_D |w^n|^2 \, dx \, dy \leq M_0 \). Therefore it is sufficient to show that the sequence \( \mathcal{S} \) converges to zero at every point of \( D \), the uniformity being a consequence of the equicontinuity.

Let \( z_0 \) be a point of \( D \); let \( \mathcal{S}' \) be a subsequence of \( \mathcal{S} \) which at \( z_0 \) converges to a certain value \( w \). Since \( \mathcal{S}' \) is also equicontinuous, it contains a subsequence \( \mathcal{S}'' \) which converges uniformly in the interior to a certain function \( w_0(z) \). According to Lemma 5, \( w_0(z) \) belongs to \( \mathcal{F} \) and \( \mathcal{S}'' \) converges weakly to \( w_0(z) \). As \( \mathcal{S}'' \) also converges weakly to zero, we have \( w_0(z) = 0 \). Therefore \( w = w_0(z_0) = 0 \). Thus \( \mathcal{S} \) converges to zero in every point of \( D \) and Lemma 6 is proved.

8. A characteristic value problem

In the present paragraph we discuss the form

\[ w_1 \mathcal{V} w_2 = \Re \int_D \int_D w_1 \overline{w}_2 \, dx \, dy \]

where \( w_1(z) \) and \( w_2(z) \) are functions in \( \mathcal{F} \); we observe that this form is

(i) symmetric,

\[ w_1 \mathcal{V} w_2 = \overline{w}_2 \mathcal{V} w_1; \]

(ii) bilinear,

\[ w \mathcal{V} (a_1 w_1 + a_2 w_2) = a_1 (w \mathcal{V} w_1) + a_2 (w \mathcal{V} w_2), \quad (a_1, a_2 \text{ real}); \]

(iii) bounded,

\[ |w \mathcal{V} w| \leq (w, w). \]
Such a form is called completely continuous, if, as \( n \to \infty \), \( w^nVw^n \to 0 \) for every sequence \( w^n(z) \) of functions in \( \mathfrak{F} \) which converges weakly to zero.

An immediate consequence of Lemmas 4 and 5 is

**Theorem 3.** The form \( \Re \int_D w^2 dx \, dy \) is completely continuous if the boundary has no corners except internal cusps \( (\omega = 2) \).

Let \( w^n(z) \) be a sequence which converges weakly to zero. To prove the theorem it is sufficient to show that for every number \( \epsilon > 0 \) we can determine a number \( n_* \) such that \( |\Re \int_D (w^n)^2 dx \, dy| \leq 3M_0 \epsilon \) for \( n \geq n_* \). To do this, we refer to Lemma 1 and the notation there used. Let \( S \) be the boundary strip of Lemma 1 corresponding to the given number \( \epsilon \), let \( B' \) be the inner boundary of \( S \). Then, according to Lemma 6, there is a number \( n_* \) such that

\[
\int_{D-S} |w^n|^2 dx \, dy \leq \epsilon M_0 \quad \text{and} \quad \gamma \int_{B'} |w^n|^2 \, dz \leq \epsilon M_0 \quad \text{for} \quad n \geq n_* .
\]

Now, if we note that \( M = 0 \), in (2.1) of Lemma 1, we have

\[
|\Re \int \int (w^n)^2 dx \, dy| \leq \left| \int \int_{D-S} (w^n)^2 dx \, dy \right| + \left| \int \int_{S} (w^n)^2 dx \, dy \right| \leq \epsilon M_0 + 2\epsilon M_0 = 3\epsilon M_0.
\]

Now we can apply the general theory of completely continuous forms in Hilbert spaces. This theory shows that there exist two sequences of characteristic values \( \mu_1 \geq \mu_2 \geq \mu_3 \geq \cdots \to 0 \) and \( \mu_{-1} \leq \mu_{-2} \leq \cdots \to 0 \) and of corresponding characteristic functions \( w_1(z), w_2(z), w_3(z), \cdots, w_{-1}(z), w_{-2}(z), \cdots \) satisfying the relations

\[
(w_m, w_n) = \begin{cases} 1, & m = n, \\ 0, & m \neq n, \end{cases}
\]

with the following properties: Let \( w(z) \) be an arbitrary function of \( \mathfrak{F} \). On setting

\[
a_n = (w_n, w), \quad n = \pm 1, \pm 2, \pm 3, \cdots
\]

we have the relation

\[
\mu_n a_n = (w_n Vw)
\]

and the developments

\[
(w, w) = a_1^2 + a_2^2 + \cdots + a_{-1}^2 + a_{-2}^2 + \cdots
\]

\[
(wVw) = \mu_1 a_1^2 + \mu_2 a_2^2 + \cdots + \mu_{-1} a_{-1}^2 + \mu_{-2} a_{-2}^2 + \cdots
\]

If for any value \( \mu_* \) a function \( w_*(z) = 0 \) in \( \mathfrak{F} \) satisfies the characteristic
relation \( \omega V \omega_\ast = \mu_\ast (\omega, \omega_\ast) \) for all \( \omega \) of \( \mathcal{F} \), then \( \mu_\ast \) is contained among the values \( \mu_\mathbf{n} \) and the function \( \omega_\ast (\omega) \) is a linear combination of the characteristic functions belonging to all \( \mu_\mathbf{n} = \mu_\ast \).

We observe that, simultaneously with \( \mu_\mathbf{n} \) and \( \omega_\mathbf{n}(\omega) \), \( -\mu_\mathbf{n} \) and \( i\omega_\mathbf{n}(\omega) \) also satisfy the characteristic relation. For that reason we can set

\[
\mu_{-\mathbf{n}} = -\mu_\mathbf{n} \quad \text{and} \quad \omega_{-\mathbf{n}}(\omega) = i\omega_\mathbf{n}(\omega).
\]

Then

\[
\iiint_D \overline{\omega_\mathbf{n}(\omega)} \omega_\mathbf{m}(\omega) dxdy = \begin{cases} 1, & n = m, \\ 0, & n \neq m, \end{cases}
\]

and, on setting

\[
c_\mathbf{n} = a_\mathbf{n} - i a_{-\mathbf{n}} = \iiint_D \overline{\omega_\mathbf{n}(\omega)} \omega(\omega) dxdy,
\]

we obtain

\[
\iiint_D |\omega|^2 dxdy = |c_1|^2 + |c_2|^2 + \cdots
\]

\[
\Re \iiint_D \omega^2 dxdy = \Re [\mu_1 c_1^2 + \mu_2 c_2^2 + \cdots].
\]

If we take \( e^{i\pi/4} \omega(\omega) \) instead of \( \omega(\omega) \), we get

\[
\Im \iiint_D \omega^2 dxdy = \Im [\mu_1 c_1^2 + \mu_2 c_2^2 + \cdots].
\]

We further observe the relation

\[
\iiint_D |\omega - c_1 \omega_1 - c_2 \omega_2 - \cdots - c_n \omega_n|^2 dxdy
\]

\[
= \iiint_D |\omega|^2 dxdy - |c_1|^2 - |c_2|^2 - \cdots - |c_n|^2 \to 0 \quad \text{and} \quad n \to \infty,
\]

and we deduce from it, according to Lemma 2, that \( c_1 \omega_1(\omega) + c_2 \omega_2(\omega) + \cdots \) converges to \( \omega(\omega) \) uniformly in the interior. We may record these results by formulating

**Theorem 4.** If the boundary \( B \) has no corners except internal cusps, then there is a sequence of non-negative characteristic values

\[
\mu_1 \geq \mu_2 \geq \mu_3 \geq \cdots \to 0
\]

and a sequence of characteristic functions in \( \mathcal{F} \).
orthonormal in the sense

\[ \int \int_D \bar{w}_n w_m dxdy = \begin{cases} 1, & n = m, \\ 0, & n \neq m, \end{cases} \]

which satisfy the characteristic relation

\[ \int \int_D w_n w dxdy = \mu_n \int \int_D \bar{w}_n w dxdy \]

for every function \( w(z) \) in \( \mathcal{F} \). For each function \( w(z) \) in \( \mathcal{F} \) we have an expansion

\[ w(z) = c_1 w_1(z) + c_2 w_2(z) + \cdots \]

converging uniformly in the interior of \( D \) and for the corresponding quadratic forms

\[ \int \int_D |w|^2 dxdy = |c_1|^2 + |c_2|^2 + |c_3|^2 + \cdots, \]

\[ \int \int_D w^2 dxdy = \mu_1 c_1^2 + \mu_2 c_2^2 + \mu_3 c_3^2 + \cdots, \]

where

\[ c_n = \int \int_D \bar{w}_n w dxdy. \]

Since

\[ \left| \int \int_D w^2 dxdy \right| \leq \int \int_D |w|^2 dxdy \]

and the equality

\[ \int \int_D w^2 dxdy = \int \int_D |w|^2 dxdy \]

actually holds if and only if \( w \) is a real constant, we may state

**Remark 1.** The first characteristic value \( \mu_1 = 1 \), and the first characteristic function \( w(z) \) is a real constant.

**Remark 2.** The second characteristic value is less than 1, \( \mu_2 < 1 \).

This inequality and the developments of \( \int \int_D |w|^2 dxdy \) and \( \int \int_D w^2 dxdy \) confirm Theorem 2, since relation \( \int \int_D w dxdy = 0 \) is equivalent to \( c_1 = 0 \) and \( \mu_n \leq \mu_2 = \theta \) for \( n = 2, 3, 4, \)

9. **Cases of circle and ellipse**

For the circle and the ellipse the characteristic values and functions can be given explicitly.
THEOREM 5. If $D$ is the circle $|z| < 1$, then $\mu_2 = \mu_3 = \cdots = 0$.

For every analytic function $W(z)$ which is regular in $|z| < 1$ the mean value theorem gives

$$\int \int_D W(z) \, dx \, dy = W(0).$$

Since together with $w(z)$ also $w^2(z)$ is analytic in $D$, we have

$$\int \int_D w \, dx \, dy = w(0),$$
$$\int \int_D w^2 \, dx \, dy = w^2(0).$$

Consequently $c_1 = 0$ is equivalent to $w(0) = 0$ and for all functions with $c_1 = 0$ we have

$$\int \int_D w^2 \, dx \, dy = 0.$$

THEOREM 6. Let $D$ be the ellipse

$$\frac{x^2}{\cosh^2 \sigma} + \frac{y^2}{\sinh^2 \sigma} < 1,$$

then

$$\mu_n = \frac{n \sinh 2\sigma}{\sinh 2n\sigma}, \quad n = 1, 2, 3, \ldots$$

and the characteristic functions are the derivatives of the Tchebycheff polynomials,

$$w_n(z) = \rho_n \frac{\sinh (n \arccosh z)}{\sinh (\arccosh z)} = \rho_n \frac{2^{n-1}}{n} T_n'(z),$$

where

$$\rho_n = \left( \frac{2n}{\pi \sinh 2n\sigma} \right)^{1/2}.$$

These functions $w_1(z), w_2(z), w_3(z), \cdots$ are polynomials of degrees $0, 1, 2, \cdots$. The set of such polynomials is complete in the sense that every function $w(z)$ in $\mathcal{G}$ can be approximated by a polynomial

$$p_n(z) = c_1^p w_1(z) + c_2^p w_2(z) + \cdots + c_n^p w_n(z),$$

so that
becomes arbitrarily small.† It remains to prove the orthogonality relation and the characteristic relation. To simplify the calculations we transform the ellipse \( D \) into a rectangular domain \( \Delta \) of the \((\xi = \xi + i\eta)\)-plane. We set \( z = \cosh \xi \) and \( \Delta: 0 \leq \xi < \sigma, -\pi < \eta < \pi \). Then we have

\[
\int\int_D |w(z) - p_n(z)|^2 \, dx \, dy = \rho_n \rho_m \int\int_\Delta \cosh n\xi \cosh m\xi \, d\xi \, d\eta = 0,
\]

if \( n \neq m \). Also

\[
\int\int_D |w_n|^2 \, dx \, dy = \rho_n^2 \int\int_\Delta |\cosh n\xi|^2 \, d\xi \, d\eta \\
= \rho_n^2 \frac{\pi}{2} \sinh 2n\sigma = 1,
\]

\[
\int\int_D w_n w_m \, dx \, dy = \rho_n \rho_m \int\int_\Delta \frac{\sinh n\xi \sinh m\xi}{\sinh \xi} \cosh \xi \, d\xi \, d\eta \\
= \sum_{\alpha} \int\int_\Delta \sinh \alpha \xi \sinh \xi \, d\xi \, d\eta,
\]

where \( \alpha \) runs through

\[
\alpha = m - n + 1, m - n + 3, \ldots, m + n - 1, \text{ if } m \geq n.
\]

The integral \( \int\int_\Delta \sinh \alpha \xi \sinh \xi \, d\xi \, d\eta \) vanishes except when \( \alpha = 1 \), in which case its value is \( \rho_1^{-2} \); this case occurs only, if \( m = n \); therefore we have

\[
\int\int_D w_n w_m \, dx \, dy = \begin{cases} 
0, & n \neq m, \\
\rho_n^2 \rho_1^2 = \mu_n, & n = m.
\end{cases}
\]

10. General case of boundary with corners

Since the form \( \mathfrak{R} \int_D \omega^2 \, dx \, dy \) is symmetric and bounded, the general theory of spectra‡ is applicable also when this form is not completely continuous,


For a more detailed reference, see J. L. Walsh, Approximation by Polynomials in the Complex Domain, Mémorial des Sciences Mathématiques, No. 73, 1935, p. 61.

in which case it has a continuous spectrum. We use the notion of limit spectrum (Häufungsspektrum) in the sense of Weyl; this closed set of values \( \mu \) consists of all points of the continuous spectrum, of the limit points of the characteristic values and of all characteristic values of infinite order. In every closed interval outside of the limit spectrum there are only a finite number of characteristic values and these have a finite order. The limit spectrum consists of the single point \( \mu = 0 \) if and only if the form is completely continuous. Now we can prove

**Theorem 7.** The l.u.b. \( \overline{\mu} \) and the g.l.b. \( \underline{\mu} \) of the limit spectrum of the form \( \Re \int_D w^2 \, dx \, dy \) are precisely \( M \) and \( -M \) respectively. Therefore Theorem 4 is valid, if and only if \( M = 0 \); that is to say, if the boundary has no corner except interior cusps.

First we show that the limit spectrum is contained in the interval 
\[-M \leq \mu \leq M.\]
From Lemma 1 we derive the inequality
\[
\Re \int_D \int_D w^2 \, dx \, dy - \int_D \int_{D-S} |w|^2 \, dx \, dy - \gamma \int_{B'} |w|^2 \, dz | 
\leq (M + \epsilon) \int_D \int_D |w|^2 \, dx \, dy
\]
which shows that the l.u.b. of the whole spectrum and therefore also the l.u.b. of the limit spectrum of the form of the left-hand member is not greater than \( M + \epsilon \). Now we refer to the fundamental theorem of Weyl\( ^\dagger \) to the effect that the limit spectrum of a form remains unaltered whenever the form is changed by adding a completely continuous form. Now, according to Lemma 6, the forms \( \int_D \int_{D-S} |w|^2 \, dx \, dy \) and \( \gamma \int_{B'} |w|^2 \, dz | \) are completely continuous and therefore the l.u.b. of the limit spectrum of \( \Re \int_D w^2 \, dx \, dy \) is not greater than \( M \), since \( \epsilon \) is arbitrarily small. The same reasoning shows that the g.l.b. is not less than \( -M \). Thus we have proved that \(-M \leq \mu \leq M\).

We now prove that \( \mu \geq M \). According to a remark of H. Weyl\( ^\dagger \) this value has the following property: Whenever there is a sequence of functions \( w(z) \)
in \( \mathfrak{G} \) weakly convergent to zero for which
\[
\Re \int_D \int_D w^2 \, dx \, dy; \quad \int_D \int_D |w|^2 \, dx \, dy \to \mu,
\]
then
\[
\mu \leq \overline{\mu}.
\]

\( ^\dagger \) H. Weyl, Über beschränkte quadratische Formen, deren Differenz vollstetig ist, Rendiconti del Circolo Matematico di Palermo, vol. 27 (1909), pp. 373–392.

\( ^\dagger \) Loc. cit.
Let $z=0$ be a corner of the boundary $B$ with an angle $\omega$ and with $|\sin \omega \pi / \omega \pi| = M$. We set $z = r e^{i \vartheta}$. We represent the two branches of $B$ in the neighborhood of $z=0$ by $\vartheta = \vartheta_+(r)$ and $\vartheta = \vartheta_-(r)$ and choose a number $R > 0$ such that the domain

$$D_R: \quad \vartheta_-(r) < \vartheta < \vartheta_+(r), \quad 0 < r < R,$$

is contained in $D$.

We may assume $\vartheta_+(0) = \omega \pi / 2$, $\vartheta_-(0) = -\omega \pi / 2$. Then we set $\eta = 1$ if $\sin \omega \pi > 0$, $\eta = i$ if $\sin \omega \pi < 0$ and choose the sequence

$$w_\alpha(z) = \eta(2\alpha)^{1/2} e^{i \alpha - 1}, \quad \alpha \to 0.$$

We calculate $\int_D |w_\alpha|^2 dx dy$ and $\int_D w_\alpha^* dx dy$. On setting

$$\vartheta_+(r) - \vartheta_-(r) = \omega \pi + r \theta(r),$$

$$\int_{\vartheta_+(r)}^{\vartheta_-(r)} e^{(2\alpha - 2)i \theta} d\theta = \sin \omega \pi + r \phi(r),$$

we find that $|\theta(r)|$ and $|\phi(r)|$ are bounded for $0 < r < R$. Hence, as $\alpha \to 0$, we have

$$\int_D \int_D |w_\alpha|^2 dx dy = \omega \pi R^{2\alpha} + 2\alpha \int_0^R r^{2\alpha} \theta(r) dr + 2\alpha \int_{D-D_R} r^{2\alpha - 2} dx dy \to \omega \pi,$$

$$\int_D \int_D w_\alpha^* dx dy = |\sin \omega \pi| R^{2\alpha} + 2\alpha \int_0^R r^{2\alpha} \phi(r) dr + 2\alpha \int_{D-D_R} z^{2\alpha - 2} dx dy \to |\sin \omega \pi|,$$

and therefore

$$\int_D \int_D w_\alpha^* dx dy: \int_D \int_D |w_\alpha|^2 dx dy \to \left| \frac{\sin \omega \pi}{\omega \pi} \right| = M.$$
\[ \vartheta_+ (r) = \frac{\kappa}{2} r + r^2 \vartheta_+(r), \quad \vartheta_- (r) = -\frac{\kappa}{2} r + r^2 \vartheta_- (r), \]

where \( \kappa \neq 0 \) and \( \vartheta_+, \vartheta_- \) are bounded for \( 0 < r < R \). Then we choose the sequence

\[ w_\alpha (z) = (2\alpha)^{1/2} z^{\alpha - 3/2}. \]

On setting

\[ \vartheta_+ (r) - \vartheta_- (r) = \kappa r + r^2 \phi (r), \]

\[ \int_{\vartheta_- (r)} \vartheta_+ (r) e^{(2\alpha - 3)i \theta} d\theta = \kappa r + r^2 \phi (r), \]

we find that \( \vartheta (r) \) and \( \phi (r) \) are bounded for \( 0 < r < R \). Hence, as \( \alpha \to 0 \), we have

\[ \int \int_D \left| w_\alpha \right|^2 dx \, dy = \kappa R^{2\alpha} + 2\alpha \int_0^R r^{2\alpha} \vartheta (r) dr + 2\alpha \int \int_{D-D_R} r^{2\alpha - 3} dx \, dy \to \kappa, \]

\[ \int \int_D \left| w \right|^2 dx \, dy = \kappa R^2 + 2\alpha \int_0^R r^{2\alpha} \phi (r) dr + 2\alpha \int \int_{D-D_R} r^{2\alpha - 3} dx \, dy \to \kappa, \]

and, therefore,

\[ \int \int_D w_\alpha^2 dx \, dy : \int \int_D \left| w_\alpha \right|^2 dx \, dy \to 1. \]

Since \( w_\alpha \) tends weakly to zero this relation yields \( \beta = 1 \).

**Part II. The case of two functions of two variables**

This second part is concerned with complex-valued functions \( k(x, y) \) of two variables \( x, y \), defined in an open domain \( D \). The manifold of all such functions \( k(x, y) \) for which the integral

\[ \left( k \left| k \right) \right) = \frac{1}{2} \int \int_D \left\{ \left| \frac{\partial k}{\partial x} \right|^2 + \left| \frac{\partial k}{\partial y} \right|^2 \right\} dx \, dy \]

is finite forms a Hilbert space \( \mathcal{F} \).

I consider several subspaces of \( \mathcal{F} \) and investigate their relations. By means of the projectors of these subspaces I can represent the operator which corresponds to the quadratic form treated in Part I.

The inequality and the expansion theorem which I have established for this form can be employed here. Under the same assumption regarding the boundary, I obtain an inequality and expansions for the functions \( k \) of the space \( \mathcal{F} \). This inequality statement is that there exists a positive number \( \sigma = \sigma_D \) such that
\[ \sigma(k \mid k) \leq \iint_D \left( \mathcal{R} \frac{\partial k}{\partial z} \right)^2 dxdy + \iint_D \left| \frac{\partial k}{\partial z} \right|^2 dxdy \]

for all functions \( k \) in \( \mathcal{R} \) which satisfy the relation \( \iint_D (\partial k / \partial z) dxdy = 0 \). Finally I show that this inequality\(^\dagger\) plays a decisive part in the theory of equilibrium and vibration of an elastic plate.

1. The relative spectrum of two subspaces

1.1. The smallest angle between two spaces. At first we make some remarks on the relative spectrum of two subspaces of a Hilbert space which we will apply to our question in functional spaces.

Let \( \mathcal{H} \) be a real Hilbert space of elements \( h \) with the inner product \((h_1, h_2)\). Let \( \mathcal{G} \) and \( \mathcal{D} \) be two closed (linear) subspaces of \( \mathcal{H} \) with the projectors \( F \) and \( Q \); the spaces of all elements in \( \mathcal{H} \) which are orthogonal to \( \mathcal{G} \) and \( \mathcal{D} \) respectively are denoted by \( \mathcal{G}^\perp \) and \( \mathcal{D}^\perp \) with projectors \( G \) and \( P \). So we have

\[ F + G = 1, \quad FG = 0, \quad P + Q = 1, \quad PQ = 0. \]

We denote by \( \mathcal{G}' \), \( \mathcal{D}' \), \( \mathcal{G}'' \), \( \mathcal{D}'' \) the subspaces of \( \mathcal{G} \), \( \mathcal{D} \), \( \mathcal{G}^\perp \), \( \mathcal{D}^\perp \) which are orthogonal to the four section spaces \( \mathcal{G}^\perp \mathcal{D} \), \( \mathcal{G}^\perp \mathcal{G} \), \( \mathcal{D}^\perp \mathcal{D} \), \( \mathcal{G}^\perp \mathcal{G}^\perp \); so we have

\[ \mathcal{G}' = \mathcal{D}' = \mathcal{G}' \oplus \mathcal{D}', \quad \mathcal{G}'' = \mathcal{D}'' = \mathcal{G}'' \oplus \mathcal{D}'' \oplus \mathcal{G}^\perp \oplus \mathcal{D}^\perp. \]

We introduce the largest non-negative number \( \tau_0 \leq \pi / 2 \) such that for all elements \( f \) in \( \mathcal{G} \), \( q \) in \( \mathcal{D} \) which both are orthogonal to the section \( \mathcal{G}^\perp \mathcal{D} \) the relation

\[ (f, q)^2 \leq \cos^2 \tau_0 (f, q) \]

is valid, and we call it the "smallest angle between the spaces \( \mathcal{G} \) and \( \mathcal{D} \)."

The inequality (1.1) is equivalent to each of the following four inequalities:

\[ (1.2)_q \quad (Qf, Qf) \leq \cos^2 \tau_0 (f, f); \]
\[ (1.2)_P \quad (Pf, Pf) \geq \sin^2 \tau_0 (f, f); \]
\[ (1.2)_F \quad (Fq, Fq) \leq \cos^2 \tau_0 (q, q); \]
\[ (1.2)_G \quad (Gq, Gq) \geq \sin^2 \tau_0 (q, q). \]

We show this for \((1.2)_q\): from (1.1) we get

\[ (Qf, Qf)^2 = (f, Qf)^2 \leq \cos^2 \tau_0 (f, f) (Qf, Qf) \]

and thus \((1.2)_q\); and from \((1.2)_q\) we get

\(\dagger\) It is the analogue of the inequality of A. Korn for functions of three variables. The expansion theorem is related to those of E. and F. Cosserat.

and thus (1.1).

Remark. Every subspace of finite dimension has a positive smallest angle with respect to every other space in which it is not contained.

We have the following

**Theorem 1.1.** If the smallest angle $\tau_0$ between the spaces $\mathcal{Q}$ and $\mathfrak{F}$ is positive, then there is a constant $\rho$ such that

$$\rho(h, h) \leq (h, Ph) + (h, Gh)$$

for all elements $h$ in $\mathfrak{F}$ which are orthogonal to $\mathcal{Q}\mathfrak{F}$.

For every such element $h$ can be written in the form

$$h = f + q + j,$$

where the elements $f$ in $\mathfrak{F}$, $q$ in $\mathcal{Q}$, $j$ in $\mathcal{Q}\mathfrak{F}$ are orthogonal to $\mathcal{Q}\mathfrak{F}$. Then we have

$$(h, h) = (f, f) + 2(f, q) + (q, q) + (j, j)$$

$$\leq (f, f) + 2 \cos \tau_0 [(f, f)(q, q)]^{1/2} + (q, q) + (j, j)$$

$$\leq 1 + \cos \tau_0 [(f, f) + (q, q)] + (j, j)$$

and

$$(h, Ph) + (h, Gh) = (f, Pf) + (q, Gq) + 2(j, j)$$

$$\leq \sin^2 \tau_0 [(f, f) + (q, q)] + 2(j, j).$$

Thus Theorem 1.1 is true with $\rho = 1 - \cos \tau_0$.

1.2. The spectrum of the operator $FQF$. Now we discuss the symmetric operator $FQF$. It transforms every element $f$ in $\mathfrak{F}$ into an element $FQFf$ in $\mathfrak{F}$ and we have

$$0 \leq (f, FQFf) \leq (f, f).$$

The operator $FQF$, considered an operator in $\mathfrak{F}$, has a spectral resolution. For the sake of simplicity we assume that the spectrum is a pure point spectrum. A characteristic value $\kappa$ is a real number to which there are elements $f_\kappa \neq 0$ in $\mathfrak{F}$ such that

$$FQFf_\kappa = \kappa f_\kappa.$$ 

The space of all such characteristic elements $f_\kappa$ may be designated by $\{f_\kappa\}$; the characteristic spaces $\{f_\kappa\}$ for different values $\kappa$ are orthogonal and all these spaces span the whole space $\mathfrak{F}$: $\sum_{\kappa} f_\kappa = \mathfrak{F}$. The characteristic values $\kappa$
satisfy the relation $0 \leq \kappa \leq 1$. The characteristic spaces of $\kappa = 1$ and $\kappa = 0$ are
the sections of $\mathcal{O}$ and $\mathfrak{P}$ respectively with $\mathfrak{F}$:

$$\{f_1\} = \mathcal{O}\mathfrak{F}, \quad \{f_0\} = \mathfrak{P}\mathfrak{F}.$$ 

If we wish to exclude the values $\kappa = 0$ and $\kappa = 1$ we write $\sum' \text{ instead of } \sum$. So we have $\sum'\{f_\kappa\} = \mathfrak{F}'. \text{ Let } f_\kappa \text{ be such a characteristic element. Then the element } q_\kappa = Qf_\kappa \text{ has the properties}

$$(q_\kappa, q_\kappa) = (q_\kappa, f_\kappa) = k(f_\kappa, f_\kappa).$$ 

Therefore, if $\tau$ is the angle between $q_\kappa$ and $f_\kappa$ we have

$$\kappa = \cos^2 \tau.$$ 

The g.l.b. of all such numbers $\tau \neq 0$ is the smallest angle $\tau_0$ between the spaces $\mathcal{O}$ and $\mathfrak{F}$ and if $\tau_0$ is the l.u.b. of all such numbers $\tau \neq \pi/2$, then $\pi/2 - \tau_0$ is smallest angle between the spaces $\mathfrak{P}$ and $\mathfrak{F}$. The manifold which is spanned by the characteristic elements $f_\kappa$ and by $q_\kappa = Qf_\kappa$, provided that $\kappa \neq 0$ and $\kappa \neq 1$, may be denoted by $\{f_\kappa, q_\kappa\}$. The dimension of $\{f_\kappa, q_\kappa\}$ is twice the multiplicity of $\{f_\kappa\}$. The subspaces $\{f_\kappa, q_\kappa\}$ for different values $\kappa$ are orthogonal to each other, to $\mathfrak{P}\mathfrak{F}$, and to $\mathcal{O}\mathfrak{F}$. This fact follows from

$$\kappa'(f_\kappa, f_\kappa') = (f_\kappa, q_\kappa') = (q_\kappa, q_\kappa') = (q_\kappa, f_\kappa') = \kappa(f_\kappa, f_\kappa').$$

These spaces are also orthogonal to the sections $\mathcal{O}\mathfrak{G}$ and $\mathfrak{P}\mathfrak{G}$; and we have

**Theorem 1.2.** The spaces $\{f_\kappa, q_\kappa\}$ belonging to all characteristic values $\kappa \neq 0$, $\kappa \neq 1$ of the operator $FQF$ in $\mathfrak{F}$ span the whole space $\mathfrak{F}'$: $\mathfrak{F}' = \sum'\{f_\kappa, q_\kappa\}$. 

Let $h$ be an element of $\mathfrak{F}'$ which is orthogonal to all manifolds $\{f_\kappa, q_\kappa\}$, $(\kappa \neq 0, \kappa \neq 1)$. Then $h$ is orthogonal to all $\{f_\kappa\}$. Since these elements $f_\kappa$ span the whole space $\mathfrak{F}$, the element $h$ is orthogonal to $\mathfrak{F}$; that means $h$ belongs to $\mathfrak{G}'$. Further, the element $h$ is orthogonal to all elements $q_\kappa = Qf_\kappa$ and, consequently, the element $Qh$ of $\mathcal{O}'$ is orthogonal to $\mathfrak{F}'$; that means: $Qh$ belongs to $\mathfrak{G}'$ and, since $\mathcal{O}'\mathfrak{G}' = 0$ we have $Qh = 0$. Therefore $h$ belongs to $\mathfrak{G}'$; but, since $\mathfrak{P}'\mathfrak{G}' = 0$, we have $h = 0$. Thus Theorem 1.2 is proved.

1.3. The spectrum of the operator $aP + bG$. We investigate the operator

$$aP + bG,$$

where $a \neq 0$ and $b \neq 0$ are given numbers. Since this operator is symmetric and bounded it has a spectral resolution. We can express the characteristic values $\lambda$ of this operator by the characteristic values $\kappa = \cos^2 \tau$ of the operator $FQF$ in $\mathfrak{F}$. To every such value we determine the solutions $\lambda_\kappa$ of the quadratic equation
\[(\lambda_x - a)(\lambda_x - b) = ab\kappa,\]

namely,

\[\lambda^\pm_x = \frac{a + b}{2} \pm \left[\frac{(a - b)^2}{2} + ab\kappa\right]^{1/2} = \frac{a + b}{2} \pm \left[\frac{(a + b)^2}{2} - ab\sin^2 \tau\right]^{1/2}\]

If \(\kappa = 0\) we have \(\lambda^+_0 = \max(a, b), \lambda^-_0 = \min(a, b)\); if \(\kappa = 1\), \(\lambda^+_1 = \max(a+b, 0), \lambda^-_1 = \min(a+b, 0)\). We have the

**Theorem 1.3.** The values \(\lambda = \lambda^\pm_x\), for every \(\kappa \neq 0, \neq 1\), are characteristic values of the operator \(aP + bG\); their characteristic functions are

\[h_\pm = (\lambda^\pm_x - b)f_x - aq_x.\]

The characteristic spaces of the values \(\lambda = a\) and \(\lambda = b\) are \(\mathcal{P}_{a}\) and \(\mathcal{Q}_{a}\) respectively and the characteristic spaces of the values \(\lambda = a+b\) and \(\lambda = 0\) are \(\mathcal{P}_{a+b}\) and \(\mathcal{Q}_{a+b}\) respectively. The other characteristic functions span the whole space \(\mathcal{S}'\):

\[(1.3) \quad \mathcal{S}' = \sum'\{h^+_x\} + \sum'\{h^-_x\}.\]

A simple calculation shows that the elements \(h^\pm_x\) and the four section spaces are characteristic. Since

\[\lambda^+_x - \lambda^-_x \neq 0 \text{ if } \kappa \neq 0, \neq 1, \text{ we have }\]

\[f_x = \frac{h^+ - h^-}{\lambda^+_x - \lambda^-_x}, \quad q_x = \frac{1}{a} \left(\lambda^+_x - b\right)h^+_x - \left(\lambda^-_x - b\right)h^-_x\]

and

\[\{h^+_x\} \oplus \{h^-_x\} = \{f_x, q_x\}, \quad \kappa \neq 0 \neq 1.\]

Therefore relation (1.3) follows from Theorem 1.2 and Theorem 1.3 is proved.

We remark that the spectrum is contained within the two closed intervals \([\lambda^-_0, \lambda^+_1]\) and \([\lambda^-_1, \lambda^+_0]\), which have a common point only if \(a+b = 0\) or \(a = b\). Every limit point \(\kappa_\infty\) of the \(\kappa\)-spectrum corresponds to two limit points \(\lambda^\pm_\infty\) and \(\lambda^-_\infty\) of the \(\lambda\)-spectrum (except when \(a = b, \kappa_\infty = 0\) or \(a+b = 0, \kappa_\infty = 1\)).

If the spaces \(\mathcal{Q}\) and \(\mathcal{F}\) have a positive smallest angle \(\tau_0 > 0\), then there is a constant \(\rho > 0\) such that \(\rho(h, k) \leq a(h, Ph) + b(h, Qh)\), if \(a > 0, b > 0\) for all \(h \perp \mathcal{QF}\). (The largest possible number \(\rho\) is exactly

\[\rho_0 = \frac{a + b}{2} - \left[\frac{(a - b)^2}{2} + ab\cos^2 \tau_0\right]^{1/2}\]
\[
\frac{ab \sin^2 \tau_0}{a + b} + \left[ \frac{(a - b)^2}{2} + ab \cos^2 \tau_0 \right]^{1/2}.
\]

Cf. Theorem 1.1 where \(a = b = 1, \rho_0 = 1 - \cos \tau_0\).

In the same way we can treat the spectral problem of the operator \(aP + bG\) with respect to a different unit-form, for example,

\[
\alpha(h_1, Fh_2) + \beta(h_1, Gh_2), \quad \alpha \geq 0, \quad \beta \geq 0.
\]

In this case also every \(\kappa\) corresponds to two characteristic values \(\lambda\), the solutions of the quadratic equation

\[
(\lambda\alpha - a)(\lambda\beta - b) + (\lambda(\beta - \alpha) - b)\alpha\kappa = 0,
\]

and the characteristic elements

\[
h_\kappa = (\lambda\beta - b)f_\kappa - aq_\kappa.
\]

The section spaces \(\mathcal{S} \mathcal{F}, \mathcal{Q} \mathcal{S}, \mathcal{S} \mathcal{F}, \mathcal{Q} \mathcal{F}\) belong to the characteristic values

\[
\frac{a}{\alpha}, \quad \frac{b}{\beta}; \quad \frac{a + b}{\beta}, \quad 0.
\]

### 2. The space \(\mathcal{R}\)

#### 2.1. The space \(\mathcal{R}\) in general

Let \(D\) be an open domain in the \(z\)-plane. Let \(k = k_x + ik_y\) be a complex-valued function of \(x\) and \(y\) defined in \(D\) and having
derivatives

\[
\frac{\partial k}{\partial x}, \quad \frac{\partial k}{\partial y}
\]

with respect to \(x\) and \(y\) which are \(L^2\)-integrable over any subdomain \(D^*\) of \(D\)

\[
(k|k)_{D^*} = \frac{1}{2} \int \int_{D^*} \left\{ \left| \frac{\partial k}{\partial x} \right|^2 + \left| \frac{\partial k}{\partial y} \right|^2 \right\} dxdy < \infty.
\]

Considering \(k\) as a function of \(z = x + iy\) and \(\bar{z} = x - iy\) we have the relation

\[
(k|k)_{D^*} = \int \int_{D^*} \left\{ \left| \frac{\partial k}{\partial z} \right|^2 + \left| \frac{\partial k}{\partial \bar{z}} \right|^2 \right\} dxdy,
\]

because of

\[
2 \frac{\partial}{\partial z} = \frac{\partial}{\partial x} - i \frac{\partial}{\partial y}, \quad 2 \frac{\partial}{\partial \bar{z}} = \frac{\partial}{\partial x} + i \frac{\partial}{\partial y}.
\]
In case of a multiply-connected domain $D$ we admit many-valued functions provided that they have singled-valued derivatives $\partial k/\partial x$, $\partial k/\partial y$.

We denote by $\mathcal{R}$ the manifold of all functions $k(x, y)$ of this kind for which the integral

$$
(k | k) = \int \int_D \left\{ \frac{\partial k_1}{\partial z} \frac{\partial k_2}{\partial \bar{z}} + \frac{\partial k_1}{\partial \bar{z}} \frac{\partial k_2}{\partial z} \right\} dx dy
$$

is finite; $\mathcal{R}$ is a linear space. Two functions $k$, $k^*$ of $\mathcal{R}$ are "equivalent" if $(k^* - k) (k^* - k) = 0$. The manifold of all functions of $\mathcal{R}$ which are equivalent to each other corresponds to one element of the space $\mathcal{R}$. So, e.g., the function $k(x, y) = \text{const.}$ corresponds to the element zero.

In the space $\mathcal{R}$ we define the inner product

$$(k_1 | k_2) = \mathcal{R} \int \int_D \left\{ \frac{\partial k_1}{\partial z} \frac{\partial k_2}{\partial \bar{z}} + \frac{\partial k_1}{\partial \bar{z}} \frac{\partial k_2}{\partial z} \right\} dx dy.
$$

With respect to this metric the space $\mathcal{R}$ is a real one; but to every element $k = k_x + ik_y$ of $\mathcal{R}$ the operations $\mathcal{R}k = k_z$, $\mathcal{R}^*k = k_y$, $ik = k_x - ik_y$, $k = k_x - ik_y$ are feasible. Corresponding to Fischer's form of the theorem of F. Riesz and E. Fischer we have the important fact:

**Theorem 2.1.** The space $\mathcal{R}$ is complete.‡

**2.2. The subspace $\mathcal{F}$.** We introduce the subspace $\mathcal{F}$ of all elements $f$ in $\mathcal{R}$ for which $\int \int_D |\partial f/\partial z|^2 dx dy = 0$; to these elements there correspond functions $f$ with continuous derivatives for which $\partial f/\partial \bar{z} = 0$, that is to say, which are analytic functions of $z$. In the following we assume the function $f$ in $\mathcal{F}$ to be analytic. Every function $f$ of this space $\mathcal{F}$ can also be represented by the derivative $w = df/dz$ and we have

$$(f_1 | f_2) = \mathcal{R} \int \int_D \bar{w}_1 w_2 dx dy.
$$

Therefore the space $\mathcal{F}$ can be identified with the space of analytic functions $w(z)$ dealt with in Part I. As we proved there, we have

---

‡ For further application we need the obvious

**Lemma 2.1.** Two functions $k$, $k^*$ are equivalent if

$$
\int \int_D |k^* - k|^2 dx dy = 0.
$$

Theorem 2.2. The space \( \mathfrak{H} \) is complete.

The space \( \mathfrak{H} \) of all functions \( \tilde{f} \) in \( \mathfrak{H} \) for which
\[
\frac{\partial \tilde{f}}{\partial z} = 0
\]
consists of the conjugates of all functions \( f \) in \( \mathfrak{H} \). We have
\[
(\tilde{f}_1 | \tilde{f}_2) = \Re \iint_D \frac{df_1}{dz} \frac{df_2}{dz} \, dx \, dy.
\]

From Theorem 2.2 we get:

Theorem 2.3. The space \( \overline{\mathfrak{H}} \) is complete.\(^\dagger\)

Since for every function \( f_1 \) in \( \mathfrak{H} \), \( f_2 \) in \( \overline{\mathfrak{H}} \)
\[
(f_1 | f_2) = 0,
\]
we have

Theorem 2.4. The spaces \( \mathfrak{H} \) and \( \overline{\mathfrak{H}} \) are orthogonal to each other.

A function \( k(x, y) \) is called a potential function if it has continuous second
derivatives satisfying the relation \( \partial^2 k / \partial z \partial \bar{z} = 0 \). Such a function \( k(x, y) \) can
be written in the form \( k(x, y) = f(z) + \overline{f^*(z)} \), where \( f(z), f^*(z) \) are analytic in \( z \);
together with \( k \) also \( f \) and \( f^* \) belong to \( \mathfrak{H} \). Thus we get

Theorem 2.5. The space \( \mathfrak{H} \oplus \overline{\mathfrak{H}} \) consists of the potential functions in \( \mathfrak{K} \).

2.3. The subspace \( \mathcal{G} \). We introduce the subspace \( \mathcal{G} \) of elements \( g \) in \( \mathfrak{K} \)
which are equivalent to functions \( g \) in \( \mathfrak{K} \) which vanish identically in a bound-
dary strip. We denote by \( \mathcal{G} \) the closure of \( \mathcal{G} \). That is to say, \( \mathcal{G} \) consists of all
functions \( g \) in \( \mathfrak{K} \) for which there are functions \( \tilde{g} \) in \( \mathcal{G} \) such that \( (\tilde{g} - g | \tilde{g} - g) \) is
arbitrarily small.\(^\ddagger\) This definition contains the

Theorem 2.6. The space \( \mathcal{G} \) is complete.

We establish the following basic identity:
\[
(2.3) \quad (k | g) = 2\Re \iint_D \frac{\overline{\partial k}}{\partial z} \frac{\partial g}{\partial z} \, dx \, dy = 2\Re \iint_D \frac{\overline{\partial k}}{\partial z} \frac{\partial g}{\partial \bar{z}} \, dx \, dy
\]
for all \( k \) in \( \mathfrak{K} \), \( g \) in \( \mathcal{G} \).


\(^\ddagger\) Under simple assumptions regarding the boundary it would be possible to give a direct definition of \( \mathcal{G} \) by a boundary condition.
To prove it let \( \hat{g} \) be a function of \( \mathfrak{A} \) which vanishes in a boundary strip \( S \). In \( D \) we take a subdomain \( D^* \) with rectifiable boundary \( B^* \) contained in \( S \). If \( k \) is in \( \mathfrak{A} \), there exists a function \( k^*(x, y) \) which is defined in \( D^* + B^* \), has continuous second derivatives, and approximates \( k \) in the sense that \( (k^* - k | k^* - k)_{D^*} \) is small. The equations

\[
\int \int_{D^*} \frac{\partial k^*}{\partial z} \frac{\partial \hat{g}}{\partial z} \, dxdy - \int \int_{D^*} \frac{\partial k^*}{\partial z} \frac{\partial \hat{g}}{\partial \bar{z}} \, dxdy = \frac{i}{2} \int_{B^*} \frac{\partial k^*}{\partial \bar{z}} \, \hat{g} \, d\bar{z} + \frac{i}{2} \int_{B^*} \frac{\partial k^*}{\partial z} \, \hat{g} \, d\bar{z} = 0
\]

imply that, for all functions \( k \) in \( \mathfrak{A} \),

\[
\int \int_{D} \frac{\partial k}{\partial z} \frac{\partial \hat{g}}{\partial z} \, dxdy - \int \int_{D} \frac{\partial k}{\partial z} \frac{\partial \hat{g}}{\partial \bar{z}} \, dxdy = \int \int_{D} \frac{\partial k}{\partial z} \frac{\partial \hat{g}}{\partial \bar{z}} \, dxdy - \int \int_{D} \frac{\partial k}{\partial z} \frac{\partial \hat{g}}{\partial \bar{z}} \, dxdy = 0.
\]

Since \( \mathfrak{A} \) is dense in \( \mathfrak{A} \) we conclude that (2.3) also holds.

From this identity we immediately get

**Theorem 2.7.** *The space \( \mathfrak{A} \) is orthogonal to \( \mathfrak{B} \) and to \( \mathfrak{C} \): \( \mathfrak{A} \perp \mathfrak{B} \), \( \mathfrak{A} \perp \mathfrak{C} \).*

Further we prove the decisive

**Theorem 2.8.** *The spaces \( \mathfrak{F}, \mathfrak{B}, \mathfrak{C} \) span the whole space \( \mathfrak{A} \): \( \mathfrak{A} = \mathfrak{F} \oplus \mathfrak{B} \oplus \mathfrak{C} \).*

We construct† the following function \( \hat{g} \) in \( \mathfrak{A} \):

Let \( |z - z_0| \leq R \) be a circle within \( D \), \( z' \) a point within this circle and \( |z - z'| \leq r \) a circle in the interior of \( |z - z_0| \leq R \). Then we put

\[
g(x, y) = \begin{cases} 
0 & \text{for } |z - z_0| \geq R; \\
\frac{1}{\pi} \log \left| \frac{R(z - z')}{R^2 - (z' - z_0)(z - z_0)} \right| & \text{for } |z - z_0| \leq R, \text{ but } |z - z'| \geq r; \\
\frac{1}{\pi} \log \left| \frac{Rr}{R^2 - (z' - z_0)(z - z_0)} \right| & \text{for } |z - z'| \leq r.
\end{cases}
\]

Let \( k \) be a function orthogonal to \( \mathfrak{C} \). Then from \( (\hat{g} | k) = 0 \) and \( (g | k) = 0 \) we

have \( \iint_D (dk/dz)(dg/d\bar{z}) \, dx \, dy = 0 \), according to (2.3). Hence we obtain by integration by parts

\[
\frac{1}{2\pi i} \int_{|z-z'|=r} k(x, y) \, \frac{dz}{z-z'} = \frac{1}{2\pi i} \int_{|z-z|=R} k(x, y) \frac{R^2 - |z'-z_0|^2}{|z-z'|^2} \frac{dz}{z-z_0}.
\]

Consequently the mean value at the left-hand side is independent of \( r \) and is a potential function \( k(x', y') \) in \( x', y' \). The function \( k^*(x, y) - k(x, y) \) has the property that

\[
\frac{1}{2\pi i} \int_{|z-z'|=r} (k^* - k) \frac{dz}{z-z'} = 0
\]

and, consequently,

\[
\iint_{|z-z'|\leq r} (k^* - k) \, dx \, dy = 0.
\]

Therefore \( \iint_D |k^* - k|^2 \, dx \, dy = 0 \) and \( k \) is equivalent to the potential function \( k^* \) (cf. Lemma 2.1). According to Theorem 2.5 the element \( k \) belongs to \( \mathcal{F} \oplus \overline{\mathcal{F}} \). Thus \( \mathcal{F} = \mathcal{F} \oplus \overline{\mathcal{F}} \oplus \mathcal{G} \) as we wished to prove.

We denote by \( F, \overline{F}, G \) the orthogonal projectors which belong to the closed subspaces \( \mathcal{F}, \overline{\mathcal{F}}, \mathcal{G} \); the projections of a function \( k \) of \( \mathcal{F} \) on these spaces are \( Fk, \overline{F}k, Gk \) respectively. Theorem 2.8 gives the relation

\[
F + \overline{F} + G = 1.
\]

3. The space \( \mathcal{S} \)

3.1. The metric \( (\cdot, \cdot) \). In this section we deal with the space

\[
\mathcal{S} = \mathcal{F} + \mathcal{G}
\]

consisting of all elements \( h \) of \( \mathcal{F} \) which are orthogonal to \( \overline{\mathcal{F}} \). We employ the abbreviation

\[
(k_1, k_2) = \mathcal{F} \int_D \int_D \frac{\partial k_1}{\partial z} \frac{\partial k_2}{\partial \bar{z}} \, dx \, dy
\]

\[
(k_1, k_2) = \mathcal{F} \int_D \int_D \frac{\partial \bar{k_1}}{\partial \bar{z}} \frac{\partial k_2}{\partial z} \, dx \, dy
\]

for all \( k \) in \( \mathcal{F} \), so that

\[\text{We make use of the Lemma 2.2. Whenever an } L^2\text{-integrable function } \phi(x, y) \text{ has the property that}
\]

\[
\frac{1}{r\pi} \int_{|z-z'|=r} \phi(x', y') \, dx' \, dy' = 0
\]

for every circle \( |z-z'| \leq r \) within \( D \), then \( \iint_D \phi \, |z| \, dx \, dy = 0 \).
The inner product \((h_1, h_2)\) defines a new metric \((,\) in the space \(\mathfrak{H}\), since the form \((h, h)\) is positive definite and vanishes for \(h\) in \(\mathfrak{H}\) only if \(h = 0\). An immediate consequence of identities (2.1) and (2.3) is

**Theorem 3.1.** The spaces \(\mathfrak{F}\) and \(\mathfrak{G}\) are orthogonal with respect to the metric \((,\).**

Further we use

**Lemma 3.1.** For elements \(h\) in \(\mathfrak{H}\) the inequality

\[
\frac{1}{2} (h \mid h) \leq (h, h) \leq (h \mid h)
\]

is valid.

From the identities (2.2) and (2.3), on writing \(h = Fh + Gh = f + g\), we get in fact the relation

\[
\frac{1}{2} (h \mid h) = \frac{1}{2} (f \mid f) + \frac{1}{2} (g \mid g) = \frac{1}{2} (f, f) + (g, g)
\]

\[
\leq (f, f) + (g, g) = (h, h) \leq (h, h) + (h; h) = (h \mid h).
\]

From this inequality we deduce

**Lemma 3.2.** A subspace of \(\mathfrak{H}\) is complete with respect to the metric \((\mid)\) if and only if it is complete with respect to the metric \((,\).**

Thus we obtain

**Theorem 3.2.** The spaces \(\mathfrak{F}\) and \(\mathfrak{G}\) are closed with respect to \((,\).**

In the following part of \(\S 3\) the terms "orthogonal" and "closed" refer to the metric \((,\) only.

The projectors \(F\) and \(G\) for the spaces \(\mathfrak{F}\) and \(\mathfrak{G}\) satisfy the relation

\[
F + G = 1 \quad \text{in} \quad \mathfrak{H}.
\]

They belong to the form \((,\) - \((;\) and \((;\) in the sense that

\[
(h^*, Fh) = (h^*, h) - (h^*; h), \quad (h^*, Gh) = (h^*; h)
\]

for \(h^*, h\) in \(\mathfrak{H}\), in accordance with (2.3).

3.2. The spaces \(\mathfrak{F}\) and \(\mathfrak{G}\). We introduce the symmetric forms

\[
h_1Fh_2 = \frac{1}{4} \int \int_D \left( \frac{\partial h_1}{\partial z} + \frac{\partial h_1}{\partial \bar{z}} \right) \left( \frac{\partial h_2}{\partial z} + \frac{\partial h_2}{\partial \bar{z}} \right) dxdy = \int \int_D \Re \frac{\partial h_1}{\partial z} \Re \frac{\partial h_2}{\partial z} dxdy
\]
\[ h_1 Q h_2 = \frac{1}{4} \int \int_D \left( \frac{\partial h_1}{\partial z} - \frac{\partial h_1}{\partial x} \right) \left( \frac{\partial h_2}{\partial z} - \frac{\partial h_2}{\partial x} \right) dxdy = \int \int_D \Re \frac{\partial h_1}{\partial z} \Im \frac{\partial h_2}{\partial z} dxdy \]

defined for \( h_1, h_2 \) in \( \mathcal{S} \). We have
\[
0 \leq hPh \leq (h, h), \quad 0 \leq hQ h \leq (h, h)
\]
and
\[
P + Q = (,).
\]

The forms \( P \) and \( Q \) correspond to bounded symmetric operators \( P, Q \) such that
\[
h^* P h = (h^*, Ph); \quad h^* Q h = (h^*, Qh)
\]
for \( h^*, h \) in \( \mathcal{S} \). \( P \) and \( Q \) satisfy the relation
\[
P + Q = 1.
\]
By \( \mathcal{B} \) and \( \mathcal{Q} \) we denote the subspaces of all the elements \( p \) and \( q \) in \( \mathcal{S} \) for which
\[
Qp = 0 \quad \text{and} \quad Pq = 0,
\]
respectively.

The functions
\[
p = p_x + ip_y \quad \text{in } \mathcal{B} \quad \text{and} \quad q = q_x + iq_y \quad \text{in } \mathcal{Q}
\]
can be characterized as well by
\[
pQp = \int \int_D \Re \frac{\partial p}{\partial z}^2 dxdy = \frac{1}{4} \int \int_D \left( \frac{\partial p_y}{\partial x} - \frac{\partial p_x}{\partial y} \right)^2 dxdy = 0
\]
and
\[
qPq = \int \int_D \Re \frac{\partial q}{\partial z}^2 dxdy = \frac{1}{4} \int \int_D \left( \frac{\partial q_x}{\partial x} + \frac{\partial q_y}{\partial y} \right)^2 dxdy = 0
\]
respectively. We have

**Theorem 3.3.** The spaces \( \mathcal{B} \) and \( \mathcal{Q} \) are closed.

Since \( p \) in \( \mathcal{B} \), \( q \) in \( \mathcal{Q} \)
\[
(p, q) = pPq + pQq = (p, Pq) + (Qp, q) = 0
\]
we have

**Theorem 3.4.** The spaces \( \mathcal{B} \) and \( \mathcal{Q} \) are orthogonal: \( \mathcal{B} \perp \mathcal{Q} \).

We now prove the basic

**Theorem 3.5.** The spaces \( \mathcal{B} \) and \( \mathcal{Q} \) span the whole space \( \mathcal{S} \): \( \mathcal{B} \oplus \mathcal{Q} = \mathcal{S} \).
Let \( h \) be a function in \( \mathfrak{H} \) which is orthogonal to \( \mathfrak{B} \). Then we have
\[
(3.1) \quad pPh = pPh + pQh = (p, h) = 0.
\]
We take the function
\[
k(x, y) = \begin{cases} 
  (z - z_0) & \text{in } |z - z_0| \leq R, \\
  R^2 & \text{in } |z - z_0| \geq R,
\end{cases}
\]
which belongs to \( \mathfrak{H} \) and has the property
\[
\frac{\partial k}{\partial z} = 1 \quad \text{in } |z - z_0| < R, \quad = 0 \quad \text{in } |z - z_0| > R.
\]
The projection of this function on the space \( \mathfrak{H} \): \( p = k - \bar{F}k \) also has the property
\[
\frac{\partial p}{\partial z} = 1 \quad \text{in } |z - z_0| < R, \quad = 0 \quad \text{in } |z - z_0| > R
\]
and, therefore, belongs to \( \mathfrak{B} \). By inserting this function \( p \) into the relation \((3.1)\) we get
\[
\mathfrak{R} \int \int_{|z-z_0|<R} \frac{\partial h}{\partial z} dxdy = 0.
\]
Since the circle \( |z-z_0| < R \) was arbitrary within \( D \), we deduce (cf. Lemma 2.2)
\[
\int \int_{D} \left( \mathfrak{R} \frac{\partial k}{\partial z} \right)^2 dxdy = 0.
\]
Hence \( h \) belongs to \( \mathfrak{Q} \) and consequently \( \mathfrak{B} \oplus \mathfrak{Q} = \mathfrak{H} \).

From Theorem 3.5 we see that the elements \( Qh \) belong to \( \mathfrak{Q} \) because they are orthogonal to \( \mathfrak{B} \): \( (p, Qh) = (Qp, h) = 0 \). Thus we have \( PQ=0 \) or \( Q^2=Q \); in the same way we find \( P^2=P \). Therefore we have

**Theorem 3.6.** The operators \( P \) and \( Q \) are the projectors of the spaces \( \mathfrak{B} \) and \( \mathfrak{Q} \) respectively.

Hence we see that the theory of §1 is applicable.

### 3.3. The section spaces
Before going into detail we investigate the section spaces \( \mathfrak{B}_{\mathfrak{B}}, \mathfrak{Q}_{\mathfrak{B}}, \mathfrak{B}_{\mathfrak{Q}}, \mathfrak{Q}_{\mathfrak{Q}} \).

We have
\[
\mathfrak{B}_{\mathfrak{B}} = \{z\}, \quad \mathfrak{Q}_{\mathfrak{B}} = \{iz\},
\]
for \( f = z + \text{const.} \) and \( f = iz + \text{const.} \) are the only functions of \( \mathfrak{F} \) for which \( df/dz \) is real and imaginary respectively. The spaces \( \mathfrak{F} \mathcal{G} \) and \( \mathcal{Q} \mathcal{G} \) consist of all functions of \( \mathfrak{F} \) and \( \mathcal{Q} \), respectively, which are constant at the boundary in the approximate sense of the definition of \( \mathcal{G} \) (cf. §2). Let \( \mathfrak{F}' \), \( \mathcal{G}' \), \( \mathfrak{P}' \), \( \mathcal{Q}' \) be the subspaces of all functions in \( \mathfrak{F} \), \( \mathcal{G} \), \( \mathfrak{P} \), \( \mathcal{Q} \) which are orthogonal to the section spaces; then we have \( \mathfrak{F}' = \mathfrak{F}' \oplus \mathcal{G}' = \mathfrak{P}' \oplus \mathcal{Q}' \). We establish the following theorem, but we shall not make use of it.

**Theorem 3.7.** The elements \( h \) of \( \mathfrak{F}' \) are equivalent to functions of the form

\[
 h = z\phi_1(z) + \phi_2(z) + \phi_0(z),
\]

where \( \phi_1(z) \), \( \phi_2(z) \), and \( \phi_0(z) \) are analytic in \( z \).

To prove this we take a circle \( |z - z_0| \leq 2R \) in \( D \); we choose a real function \( \phi(x, y) \) which is four times continuously differentiable and which is \( = 1 \) in \( |z - z_0| \leq R \), \( = 0 \) in \( |z - z_0| \geq 2R \). Then we choose a number \( r < R \) and a point \( z' \) of \( |z' - z_0| < R - r \) and set

\[
 h^0 = \begin{cases} 
 \frac{z - z'}{r^2} & \text{in } |z - z'| \leq r, \\
 \frac{\partial}{\partial z} \phi \log |z - z'|^2 & \text{in } |z - z'| \geq r.
\end{cases}
\]

This function \( h^0 \) belongs to \( \mathfrak{F} \mathcal{G} \) and \( ih^0 \) belongs to \( \mathcal{Q} \mathcal{G} \). Therefore \( (h^0, h) = (ih^0, h) = 0 \). This implies

\[
 \frac{1}{r^2\pi} \iint_{|z - z'| \leq r} \frac{\partial h}{\partial z} \, dx \, dy = - \frac{1}{\pi} \iint_{R \leq |z - z'| \leq 2R} \frac{\partial^2}{\partial z \partial z} \phi \log |z - z'|^2 \frac{\partial h}{\partial z} \, dx \, dy.
\]

The integral on the right is a potential function in \( x', y' \) which is independent of \( r \) and can be written in the form \( \phi_1(z') + \phi_2(z') \), where \( \phi_1(z) \) and \( \phi_2(z) \) are analytic in \( z \). On setting

\[
 \phi^* = z\phi_1(z) + \phi_2(z)
\]

we get

\[
 \iint_{|z - z'| \leq r} \frac{\partial}{\partial z} (h - \phi^*) \, dx \, dy = 0
\]

and (cf. Lemma 2.2)

\[
 \iint_D \left| \frac{\partial (h - \phi^*)}{\partial z} \right|^2 \, dx \, dy = 0.
\]
Therefore $h - \phi^*$ is equivalent to an analytic function $\phi_0(z)$, and $h$ itself is equivalent to $z\phi_1(z) + \phi_2(z) + \phi_0(z)$.

3.4. The operator $M$. In §1 we investigated the operator $FQF$ in $\mathcal{F}$. In its place, we now consider the bounded symmetric operator

$$M = F(P - Q)F = F - 2FQF,$$

which takes every element $f$ of $\mathcal{F}$ into the element $Mf$ in $\mathcal{F}$. This operator $M$ in $\mathcal{F}$ belongs to the form

$$f_1Mf_2 = f_1 Pf_2 - f_1 Qf_2 = \Re \int \int_D \frac{df_1}{dz} \frac{df_2}{dz} \, dxdy,$$

in the sense that

$$f_1Mf_2 = (f_1, Mf_2).$$

Now, this form $M$ is exactly the form dealt with in Part I if $w = \frac{df}{dz}$; and thus we obtain a very simple representation of the operator of this form. On the other hand we can use the properties of this form established in Part I to investigate the new forms $P$ and $Q$.

4. The form $E$

4.1. The inequality. In this section we assume, as in Part I, that the boundary $B$ of the domain $D$ consists of a finite number of curves $z = z(s)$ with continuous tangent $z(s)$ except at a finite number of corners where $z(s)$ is continuous on each side and arc $z(s)$ jumps by less than $\pi$. Then we get (in the sense of §1)

Theorem 4.1. The spaces $\mathcal{F}$ and $\mathcal{Q}$ (or $\mathcal{B}$) have a positive smallest angle.

Under our assumption on the boundary we can deduce from Theorem 1, Part I that there is a constant $\theta < 1$ such that for all functions $f$ in $\mathcal{F}$ satisfying the relation

$$\Re \int \int_D \frac{df}{dz} \, dxdy = 0$$

the inequality

$$\iota Mf = \Re \int \int_D \left( \frac{df}{dz} \right)^2 dxdy \leq \theta \int \int_D \left| \frac{df}{dz} \right|^2 dxdy$$

is valid. Since the form $M$ at the left-hand side belongs to the operator $M = 1 - 2FQF$ in $\mathcal{F}$ we get, on setting $if$ instead of $f$, the inequality

$$- (f, f) + 2(f, Qf) \leq \theta (f, f)$$
or
for all functions $f$ in $\mathfrak{F}$ which satisfy the relation

$$(iz, f) = 0$$

and which are therefore orthogonal to $\mathfrak{F} = \{iz\}$. (In the same way we get $(f, Pf) \leq (1 + \theta)/2 (f, f)$ under $(z, f) = 0$.) Therefore $\cos^2 \tau_0 \leq (1 + \theta)/2 < 1$ and the smallest angle $\tau_0 < \pi/2$ is positive as we stated in Theorem 4.1.

We introduce the form

$$h_1Eh_2 = a(h_1, Ph_2) + b(h_1, Gh_2) = a(h_1Ph_2) + b(h_1; h_2)$$

$$= a \int \int_D \Re \frac{\partial h_1}{\partial z} \Re \frac{\partial h_2}{\partial \bar{z}} \ dxdy + bR \int \int_D \frac{\partial h_1}{\partial \bar{z}} \frac{\partial h_2}{\partial \bar{z}} \ dxdy$$

for $h$ in $\mathfrak{H}$. We assume $a$ and $b$ to be positive. Applying Theorem 1.1 of §1 we deduce immediately from Theorem 4.1 the

**Theorem 4.2.** There is a positive constant $\rho$ such that

$$\rho(h, h) \leq (hEh)$$

or

$$\rho \int \int_D \left| \frac{\partial h}{\partial z} \right|^2 \ dxdy \leq a \int \int_D \left| \Re \frac{\partial h}{\partial z} \right|^2 \ dxdy + b \int \int_D \left| \frac{\partial h}{\partial \bar{z}} \right|^2 \ dxdy$$

for all functions $h$ in $\mathfrak{R}$ which satisfy the condition

$$(iz, h) = \Re \int \int_D \frac{\partial h}{\partial z} \ dxdy = 0.$$
Theorem 4.3. There is a positive constant $\sigma$ such that

$$\sigma(k | k) \leq (kE k),$$

or

$$\sigma \int \int_D \left| \frac{\partial k}{\partial z} \right|^2 dxdy + \sigma \int \int_D \left| \frac{\partial k}{\partial \bar{z}} \right|^2 dxdy \leq a \int \int_D \left( \Re \frac{\partial k}{\partial z} \right)^2 + b \int \int_D \left| \frac{\partial k}{\partial \bar{z}} \right|^2 dxdy,$$

for all functions $k$ in $\mathcal{R}$ which satisfy the condition

$$(iz | k) = \Im \int \int_D \frac{\partial k}{\partial z} dxdy = 0.$$

4.2. The spectral resolution. It is very simple to give the spectral resolution of the form $E$ with respect to the unit-form $(,)$ or $(|)$ if we assume that the boundary $B$ has no corners.

First we remark that, according to Theorem 4 of Part I, the operator $M = 1 - 2F Q F$ in $\mathcal{F}$ has a pure point spectrum of values

$$\mu_1 = 1 > \mu_2 \geq \mu_3 \geq \cdots \to 0; \quad \mu_{-n} = - \mu_n.$$

Therefore the operator $F Q F$ in $\mathcal{F}$ also has a pure point spectrum of values

$$\kappa_n = \frac{1 - \mu_n}{2} \to \frac{1}{2}, \quad n = \pm 1, \pm 2, \pm 3, \cdots.$$

The characteristic functions of $F Q F$ and $M$ are the same $f_n(z); f_{-n}(z) = i f_n(z).$

$$f_1(z) = az, f_{-1}(z) = iaz; \quad a = \text{real constant}.$$

We now observe that the form $E$ in $\mathcal{F}$ belongs to the operator $aP + bG$ with respect to the unit-form $(,).$ Therefore we can apply Theorem 1.3 of §1. We find that this operator has a pure point spectrum of values $\lambda_n^+, \lambda_n^-, n = \pm 1, \pm 2, \cdots,$ which are the solutions of the quadratic equation

$$(\lambda_n - a)(\lambda_n - b) = ab \frac{1 - \mu_n}{2}.$$

For $n = \pm 1$ we get the characteristic values $\lambda = 0, a, b, a+b;$ their characteristic spaces are

$$\mathcal{Q} \mathcal{F} = \{iz\}, \quad \mathcal{P} \mathcal{F} = \{z\}, \quad \mathcal{Q} \Omega, \quad \mathcal{P} \Omega.$$

The characteristic functions of $\lambda_n$ for $n = \pm 2, \pm 3, \cdots$ are

$$h_n = (\lambda_n - b)f_n - aQf_n.$$

They belong to the space $\mathcal{F}'$ and span it.
The set of the characteristic values \( \lambda_n^+, \lambda_n^- \) has the two limit points
\[
\lambda_n^+ = \frac{a + b}{2} + \frac{1}{2} [a^2 + b^2]^{1/2}, \quad \lambda_n^- = \frac{a + b}{2} - \frac{1}{2} [a^2 + b^2]^{1/2}.
\]

To give the spectral resolution of the form \( k_1 E k_2 \) with respect to the uniform \( (|) \) we observe the relations
\[
k_1 E k_2 = h_1 E h_2 + b(\bar{f}_1 \mid \bar{f}_2),
\]
\[
(k_1 \mid k_2) = (h_1, F h_2) + 2(h_1, G h_2) + (\bar{f}_1 \mid \bar{f}_2).
\]

Therefore the space \( \mathfrak{F} \) is characteristic with value \( b \). The other characteristic functions belong to \( \mathfrak{S} \); to find them we apply the remarks at the end of §1 and get the following:

The values \( \lambda = 0, a, b/2, (a+b)/2, b \) are characteristic with spaces
\( \mathcal{Q}_n = \{iz\}, \mathcal{P}_n = \{z\}, \mathcal{S}_n, \mathcal{G}_n, \mathfrak{F} \). The other characteristic values \( \lambda_n^+, \lambda_n^- \), \( n = \pm 2, \pm 3, \ldots \), are the solutions of the equation
\[
(\lambda_n - a)(2\lambda_n - b) + (\lambda_n - b)a \frac{1 - \mu_n}{2} = 0.
\]

Their characteristic functions belong to the space \( \mathfrak{F}' \) and span it.

5. Application to the theory of the elastic plate

Finally we outline the application of the inequality of Theorem 4.2 to the theory of an elastic plate. Let us imagine an elastic plate spread out over the domain \( D \). We assume that the boundary \( B \) of \( D \) consists of a finite number of curves with a continuous tangent except at a finite number of corners as in §4. Let \( k(x, y) \) be the displacement transforming every point \( z \) of \( D \) into the point \( z + k \). Then the potential energy arising from this deformation† is

† The theory of transversal displacements also depends on the form \( k E k \) provided that \( k \) is the gradient \( \frac{\partial j}{\partial z} \) of a real function \( j(x, y) \). The equilibrium problem has been treated several times with the help of variational methods. For the first time by G. Fubini, loc. cit., and by W. Ritz, Journal für die reine und angewandte Mathematik, vol. 135 (1909). For the vibrations see W. Ritz, Annalen der Physik (1909). For both see K. Friedrichs, Mathematische Annalen, vol. 98 (1927), pp. 206–247. For these problems, where \( k = \frac{\partial j}{\partial z} \) belongs to \( \mathfrak{H} + \mathfrak{F} \), our inequality (Theorem 4.2) need not be used if \( b \neq 0 \).
\[ kE_k = a \iint_D \left( \Re \frac{\partial k}{\partial z} \right)^2 dxdy + b \iint_D \left| \frac{\partial k}{\partial z} \right|^2 dxdy, \]

where \( a \) and \( b \) are positive constants.†

We restrict \( k \) to the subspace \( \mathcal{R}_0 \) of one-valued functions in \( \mathcal{R} \). In \( \mathcal{R}_0 \) we introduce the form

\[ k_1Hk_2 = \mathcal{R} \iint_D \bar{k}_1 k_2 dxdy. \]

Then the kinetic energy arising from the vibration \( ke^{i\omega t} \) is proportional to

\[ kHk = \iint_D |k|^2 dxdy. \]

Let the complex-valued function \( \phi(x, y) \) be the density of a force applied over the interior of \( D \); the potential energy of this force is

\[ -kH\phi = -\mathcal{R} \iint_D \bar{k}\phi dxdy. \]

There are different cases according as the displacement \( k \) has to satisfy boundary conditions or not.

First we take the case (1) of no displacement at the boundary \( B \). Then the displacement \( g \) belongs to the subspace \( \mathcal{G} \).

The problem of equilibrium (1) is: to find a displacement \( g \) in \( \mathcal{G} \) such that

\[ 2g'Eg - g'Hg = 0 \]

for all \( g' \) in \( \mathcal{G} \).

The theory of vibrations (1) requires the simultaneous spectral resolution of the forms \( gEg \) and \( gHg \).

Now, for \( g \) in \( \mathcal{G} \) we have the relation

\[ gEg \geq b \iint_D \left| \frac{\partial g}{\partial z} \right|^2 dxdy = \frac{b}{2} (g \mid g). \]

Since the form \( H \) in \( \mathcal{G} \) is bounded and completely continuous with respect to \( (\mid) \), it has like properties with respect to \( E \). Therefore no difficulty arises in solving the two problems.

In case (2) there is no boundary condition for the displacement (and no force working at the boundary).

† It is

\[ a = \frac{m + 1}{m - 1} G = \frac{2m}{m - 1} E, \quad b = G = \frac{2m}{m - 1} E \]

where \( E, G, m \) are the moduls of elasticity.
The question of equilibrium (2) is: to find a displacement $\bar{k}$ in $\mathcal{R}_0$ such that

$$2k'\bar{E}_k - k'\bar{H}\phi = 0$$

for all $k'$ in $\mathcal{R}'$. Here we must assume $1\bar{H}\phi = 0$, $i\bar{H}\phi = 0$, that is, $\int_D \phi dx = 0$ and $iz\bar{H}\phi = 3\int_D \bar{\phi} dxdy = 0$ as we shall see.

The theory of vibrations (2) requires the simultaneous spectral resolution of the forms $k\bar{E}_k$ and $k\bar{H}_k$ for $k$ in $\mathcal{R}_0$.

In the case (2) the energy $k\bar{E}_k$ vanishes for a pure translation $k = \text{const.}$ and a pure rotation $k = iz$. To exclude this we take the accessory conditions

(5.1) \[ 1\bar{H}k = 0, \quad i\bar{H}k = 0 \quad \text{or} \quad \int_D \bar{k} dxdy = 0 \]

(5.2) \[ iz\bar{H}k = 0 \quad \text{or} \quad 3\int_D \bar{z}kdxdy = 0. \]

By $\mathcal{R}_1$ or $\mathcal{R}_2$ we denote the space of all functions $k$ in $\mathcal{R}_0$ satisfying (5.1) or (5.1) and (5.2) respectively. In $\mathcal{R}_1$ and $\mathcal{R}_2$ we use the unit-form ($|\cdot|$).

We employ the inequality of Poincaré:

There is a positive constant $\pi$ such that for all $k$ in $\mathcal{R}_1$

$$k\bar{H}k \leq \pi(k|k).$$

So the form $\bar{H}$ is bounded in $\mathcal{R}_1$. Therefore the spaces $\mathcal{R}_1$ and $\mathcal{R}_2$ are closed with respect to ($|\cdot|$).

Further we note

The form $\bar{H}$ is completely continuous in $\mathcal{R}_1$, with respect to ($|\cdot|$).

Now we prove

THEOREM 5.1. There is a positive constant $\epsilon$ such that for all functions $k$ in $\mathcal{R}_2$

$$\epsilon(k|k) \leq (k\bar{E}_k).$$

Since the space $\{iz\}$ has the dimension 1 it has a positive smallest angle $\tau_0 \leq \pi/2$ with respect to the space $\mathcal{R}_2$ and the section $\{iz\} \mathcal{R}_2$. Let $aiz$ be the projection of $k$ into $\{iz\}$; then we have (cf. (1.2)F) for $k$ in $\mathcal{R}_2$

$$(k - aiz| k - aiz) \geq \sin^2 \tau_0 (k|k).$$

Now, $k - aiz$ being orthogonal to $\{iz\}$, Theorem 4.3 gives a constant $\sigma > 0$ such that

\[ \tau_0 \leq \pi/2, \quad \sigma > 0. \]

\[ \text{Cf. e.g. K. Friedrichs, } \text{Spektraltheorie halbbeschränkter Operatoren und Anwendung auf die spektral Zerlegung von Differentialoperatoren. II. Mathematische Annalen, vol. 109 (1934), pp. 705–707.} \]
\[ \sigma(k - aiz | k - aiz) \leq (k - aiz) \mathcal{E}(k - aiz). \]

But we have
\[ (k - aiz) \mathcal{E}(k - aiz) = (k \mathcal{E} k). \]

Thus Theorem 5.1 is proved.

In consequence of Theorem 5.1 we can take \( \mathcal{E} \) as unit-form in the space \( \mathfrak{S}_2 \), and we are sure that every subspace of \( \mathfrak{S}_2 \) which is complete with respect to \( (\cdot \cdot) \) is complete with respect to \( \mathcal{E} \); especially \( \mathfrak{S}_2 \) itself is closed as to \( (\cdot \cdot) \); further that every form in \( \mathfrak{S}_2 \) which is bounded or completely continuous with respect to \( (\cdot \cdot) \) has a like property with respect to \( \mathcal{E} \).

Now, since \( k \mathcal{H} \phi \) is a bounded linear form, it is a well known fact that there is a function \( k \) in \( \mathfrak{S}_2 \) such that
\[ 2k' \mathcal{E} k - k' \mathcal{H} \phi = 0 \]
for all \( k' \) in \( \mathfrak{S}_2 \); but since we have assumed \( (a+ib) \mathcal{H} \phi = 0, iz \mathcal{H} \phi = 0 \), this relation holds for all \( k \) in \( \mathfrak{S}_0 \). This function \( k \) is the solution of the equilibrium problem (2).

The form \( \mathcal{H} \) is completely continuous with respect to \( \mathcal{E} \). From this we get the solution of the vibration problem (2):

There is a sequence of values \( \eta_1 \leq \eta_2 \leq \eta_3 \leq \cdots \to \infty \) and of functions \( k_1, k_2, k_3, \cdots \) in \( \mathfrak{S}_2 \) orthogonal with respect to \( \mathcal{H} \) and \( \mathcal{E} \) such that every function \( k \) in \( \mathfrak{S}_2 \) can be developed into a series
\[ k = a_1 k_1 + a_2 k_2 + a_3 k_3 + \cdots \]
by real coefficients \( a_1, a_2, a_3, \cdots \) in the sense that
\[ k \mathcal{H} k = a_1^2 + a_2^2 + a_3^2 + \cdots \]
\[ k \mathcal{E} k = \eta_1 a_1^2 + \eta_2 a_2^2 + \eta_3 a_3^2 + \cdots. \]

It is beyond our purpose to discuss the nature of the function \( k \) and of these characteristic functions in detail.
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