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BY
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1. Introduction. The Fourier coefficients of modular forms $F(\tau)$ of positive dimension have been determined‡ for the case in which $F(\tau)$ belongs to the full modular group. It is the purpose of this paper to generalize some of those results to the case where $F(\tau)$ belongs to an arbitrary subgroup of the modular group subject to certain restrictions.

By $F(\tau)$ belonging to a subgroup $\gamma$ we mean that $F(\tau)$ is analytic in the upper half-plane $I(\tau) > 0$ and that $F(\tau)$ satisfies a transformation equation

$$F(\tau') = \epsilon(- i(c\tau + d))^{-r}F(\tau)$$

for every transformation

$$\tau' = \frac{a\tau + b}{c\tau + d}$$

of $\gamma$. In (1.11) $r$, which we shall assume throughout to be positive, is the dimension of $F(\tau)$ and $\epsilon = \epsilon(a, b, c, d)$ is of absolute value one and depends only on the transformation (1.12). If $c \neq 0$ we take $c > 0$, assign

$$-\frac{\pi}{2} < \arg (- i(c\tau + d)) < \frac{\pi}{2},$$

and define $(- i(c\tau + d))^{-r}$ as $|c\tau + d|^{-r} \exp \{- ir \arg (-i(c\tau + d))\}$.

In the case of the full modular group, a Fourier expansion for $F(\tau)$ was found by considering a parabolic transformation which had infinity as fixed point. In the case of a subgroup $\gamma$ we must consider a set of parabolic transformations such that no two of the fixed points of the transformations are equivalent under $\gamma$. For these fixed points we take parabolic vertices of a fundamental region of $\gamma$. The expansions corresponding to the point at infinity are simpler than those corresponding to finite points. However, in general, the fundamental region will have more than one parabolic point; so
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some finite points will have to be considered. In order to be able to treat all
the expansions symmetrically, we choose a fundamental region which does
not have the point at infinity as a vertex. We then show, in §3, that $F(\tau)$ has
a set of expansions of the form

$$F(\tau) = (-i(\tau - P_\alpha))^{r_\alpha^{\alpha}} \sum_m a_m^{(\alpha)} x^m = (-i(\tau - P_\alpha))^{r_\alpha^{\alpha}} f_\alpha(x),$$

$$x = \exp \{-2\pi i/c_\alpha(\tau - P_\alpha)\}, \quad g = 1, 2, \ldots, s,$$

corresponding to the parabolic points $P_\alpha$.

In order that $s$ in (1.2) be finite we assume that $\gamma$ is of finite index in the
full modular group. This is the only restriction that we place on $\gamma$. We make
use of the fact that the subgroup is defined by its fundamental region and
hence do not need any arithmetical characterization of it. That is, the exist-
ence in $\gamma$ of all the transformations which we use is an immediate conse-
quence of the form of the fundamental region.

To the conditions that $\tau$ is positive and that $F(\tau)$ is analytic for $I(\tau) > 0$
we add the restriction that $F(\tau)$ shall have only polar singularities, measured
in the uniformizing variable $x$ of (1.2), at the points $P_\alpha$. That is, we assume
that only a finite number of $a_m^{(\alpha)}$ with negative $m$ are different from zero. In
§§5 and 6 we find expressions for the $a_m^{(\alpha)}$ for $m > 0$ in terms of the $a_m^{(\alpha)}$ for
$m < 0$.

The expansions (1.2) which we obtain are Fourier expansions in the vari-
able $(\tau - P_\alpha)^{-1}$. These expansions can be transformed into usual Fourier ex-
pressions in the variable $\tau$. We consider any transformation of the full modu-
lar group

$$\tau' = \frac{A\tau + B}{C\tau + D}$$

and write

$$F(\tau') = e^*(-i(C\tau + D))^{-r} F^*(\tau)$$

where $F^*(\tau)$ depends on the choice of the transformation (1.31) as well as on $\tau$.
In §3 we find an expression, (3.23), for $F^*(\tau)$ in terms of the $f_\alpha(x)$ which is,
in fact, a usual Fourier expansion in $\tau$ since, by definition, we have

$$f_\alpha(x) = \sum_m a_m^{(\alpha)} x^m.$$
In §7 we specialize the results of §§5 and 6 to the case of a particular subgroup, evaluating all the constants which depend only on the choice of $\gamma$. In §8 we consider the function $\vartheta_4(0 | \tau)^{-1}$ which belongs to the subgroup of §7. From the $F^*(\tau)$ of (1.32) we then get expansions for $\vartheta_3(0 | \tau)^{-1}$, $\vartheta_4(0 | \tau)^{-1}$, and $\vartheta_4(0 | \tau)^{-1}$. This particular function is considered because it was partially treated by Hardy and Ramanujan.† They considered only the expansion of $\vartheta_4(0 | \tau)^{-1}$ and obtained results which compare with ours in the same way as their results for the partition function compare with those obtained by Rademacher.‡

2. The fundamental region. We choose a fundamental region $R$ of $\gamma$ which we shall keep fixed throughout the discussion. Although we could use any fundamental region, we find it convenient, for symmetry, to choose one that does not have the point at infinity as a vertex. This choice is clearly possible since the subgroup $\gamma$ is of finite index. Such a region $R$ can be obtained from a fundamental region $R'$ of $\gamma$, which has the point at infinity as a vertex, by subjecting $R'$ to a transformation of $\gamma$ which takes the point at infinity into a finite point and which does not take any of the finite vertices of $R'$ into infinity.

Under $\gamma$ every real rational point transforms into a real rational point or infinity. Since every real rational point is equivalent to a point of $R$, we see that each is equivalent to a real rational point of $R$. Also every real point of $R$ is a parabolic vertex; so we see that every real rational point is equivalent under $\gamma$ to a parabolic vertex of $R$.

Some of the parabolic vertices of $R$ may be equivalent under $\gamma$ thus forming cycles of more than one vertex. We pick out a representative vertex from each cycle and name the vertices $P_1$, $P_2$, $\ldots$, $P_s$. Since the $P_g$ are real rational points, we can write

$$P_g = \frac{p_g}{q_g}, \quad (p_g, q_g) = 1, \quad q_g > 0, \quad g = 1, 2, \ldots, s.$$ (2.1)

3. The functions $f_g(x)$. Corresponding to each parabolic vertex $P_g$ there is a transformation of $\gamma$ which may be written

$$\frac{1}{\tau' - P_g} = \frac{1}{\tau - P_g} + c_g, \quad c_g > 0.$$ (3.11)

Putting this transformation in our standard form, we have
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\[
\tau' = \frac{\delta^{-1}(q_0 c_0 p_0 + q_0^2)\tau - \delta^{-1} c_0 p_0^2}{\delta^{-1} q_0^2 c_0 \tau + \delta^{-1}(q_0^2 - c_0 p_0 q_0)},
\]
where \(\delta = (q_0 c_0 p_0 + q_0^2, c_0 p_0^2, q_0^2 c_0, q_0^2 - c_0 p_0 q_0) = (q_0^2, c_0)\). However this is a modular transformation; so its determinant is unity. Hence we have

\[
q_0^4 - c_0^2 p_0^2 q_0^2 + c_0^2 p_0^2 q_0^2 = \delta^2, \quad \delta = \pm q_0^2;
\]
so \(q_0^2\) divides \(c_0\) and we may write the transformation in our standard form as

\[
\tau' = \frac{(c_0 P_0 + 1)\tau - c_0 P_0^2}{c_0 \tau + 1 - c_0 P_0}.
\]

Then, by (1.11), we have

\[
F(\tau') = \epsilon(- i(c_0 \tau + 1 - c_0 P_0))^{-r} F(\tau),
\]
or, writing \(T = (\tau - P_0)^{-1}, T' = (\tau' - P_0)^{-1} = T + c_0,\)

\[
F\left(\frac{1}{T'} + P_0\right) = \epsilon\left(- i\left(\frac{c_0}{T} + 1\right)\right)^{-r} F\left(\frac{1}{T} + P_0\right),
\]

\[
F\left(\frac{1}{T + c_0} + P_0\right) = \epsilon\epsilon^{-ir/2} (i(T + c_0))^{-r} F\left(\frac{1}{T} + P_0\right).
\]

Defining \(\alpha_0\) by \(\epsilon e^{\pi i r/2} = e^{-2\pi i \alpha_0}, (0 \leq \alpha_0 < 1)\), we have

\[
\exp\left\{\frac{2\pi i \alpha_0}{c_0} (T + c_0)\right\} (i(T + c_0))^r F\left(\frac{1}{T} + P_0\right) = \exp\left\{\frac{2\pi i \alpha_0}{c_0} - T\right\} (iT)^r F\left(\frac{1}{T} + P_0\right)
\]
and therefore obtain a Fourier expansion

\[
\exp\left\{\frac{2\pi i \alpha_0}{c_0} T\right\} (iT)^r F\left(\frac{1}{T} + P_0\right) = \sum_m a_m^{(s)} \exp\left\{- \frac{2\pi im T}{c_0}\right\}
\]
or, going back to the variable \(\tau,\)

\[
F(\tau) = \exp\left\{- \frac{2\pi i \alpha_0}{c_0} \frac{1}{\tau - P_0}\right\} \left(\frac{i}{\tau - P_0}\right)^{-r} \sum_m a_m^{(s)} \exp\left\{- \frac{2\pi im}{c_0} \frac{1}{\tau - P_0}\right\}
\]

\[
x^{\alpha_0}(- i(\tau - P_0))^r \sum_m a_m^{(s)} x^m
\]
with \(x = \exp\left\{- 2\pi i / (c_0(\tau - P_0))\right\}\). We place the restriction on \(F(\tau)\) that only a finite number \(\mu_{\varphi}\) of terms have negative exponents and write
\[ F(r) = (-i(r - P_\varphi))r^{\varphi q\sum_{m=-\mu_\varphi}^\infty a_m x^m = (-i(r - P_\varphi))r^{\varphi q}f_\varphi(x), \]

\[ x = \exp \left\{ -\frac{2\pi i}{c_\varphi(r - P_\varphi)} \right\}, \quad g = 1, 2, \ldots, s. \]

The functions \( f_\varphi(x) \) are regular inside the unit circle except, when \( \mu_\varphi > 0 \), for poles of order \( \mu_\varphi \) at \( x = 0 \). The functions

\[ P_\varphi(x) = a_{-\mu_\varphi} x^{\mu_\varphi} + \cdots + a_{-1} x^{-1}, \quad g = 1, 2, \ldots, s, \]

are the principal parts of the \( f_\varphi(x) \) at \( x = 0 \). We understand \( P_\varphi(x) \) to be zero if \( \mu_\varphi = 0 \).

In the following sections we shall determine the \( a_m \) in terms of the constants of (1.11) and (3.13). The functions \( F^*(r) \) of (1.32) are then found as follows. We consider the point \( A/C \) where \( A \) and \( C \) are the coefficients of \( r \) in (1.31). If \( C \neq 0 \) we take \( C > 0 \) and the point is a real rational point. If \( C = 0 \) the point is the point at infinity. In either case \( A/C \) is congruent to some parabolic vertex \( P_l \) of \( R \), where \( l \) is determined by \( A/C \) and hence by the transformation. Therefore we can find a transformation

\[ \tau' = \frac{a_\varphi \tau + b_\varphi}{c_\varphi \tau + d_\varphi}, \quad c_1 \geq 0, \]

of \( \gamma \) which takes \( P_\varphi \) into the point \( A/C \). That is

\[ \frac{a_1 p_\varphi + b_1 q_\varphi}{c_1 p_\varphi + d_1 q_\varphi} = \frac{A}{C}; \]

hence

\[ a_1 p_\varphi + b_1 q_\varphi = \kappa A, \quad c_1 p_\varphi + d_1 q_\varphi = \kappa C. \]

Solving these equations for \( p_\varphi \) and \( q_\varphi \), we have

\[ p_\varphi = \kappa (A d_1 - C b_1), \quad q_\varphi = \kappa (C a_1 - A c_1); \]

then, since \( \langle p_\varphi, q_\varphi \rangle = 1 \), we have \( \kappa = \pm 1 \). Using these equations and the fact that the determinant of (3.21) is unity, we find

\[ \frac{A \tau + B}{C \tau + D} = \frac{a_1 \left( \frac{\kappa p_\varphi \tau + d_1 B - b_1 D}{\kappa q_\varphi \tau + a_1 D - c_1 B} \right) + b_1}{c_1 \left( \frac{\kappa p_\varphi \tau + d_1 B - b_1 D}{\kappa q_\varphi \tau + a_1 D - c_1 B} \right) + d_1}; \]

then, by (1.11), we obtain the relation
Now applying (3.12) to the function on the right and simplifying, we obtain

\[
F \left( \frac{A \tau + B}{C \tau + D} \right) = \epsilon(a_1, b_1, c_1, d_1) \exp \left\{ \frac{\pi i \tau}{2} \right\} \exp \left\{ - \frac{2 \pi i q^2}{c_g} \alpha_\theta(a_1 D - c_1 B) \right\} \\
\cdot (- 1)^{-r} \frac{q^2}{q^{-r}} \exp \left\{ - \frac{2 \pi i q^2}{c_g} \alpha_\theta \right\} \\
\cdot \sum_{m=-\nu_0}^{\infty} a_m \exp \left\{ \frac{2 \pi i q^2}{c_g} m(a_1 D - c_1 B) \right\} \exp \left\{ - \tau \right\}
\]

therefore we have

\[
F^*(\tau) = q^{-r} \exp \left\{ - \frac{2 \pi i q^2}{c_g} \alpha_\theta \right\} \\
\cdot f_\theta \left( \exp \left\{ - \frac{2 \pi i q^2}{c_g} (a_1 D - c_1 B) \right\} \exp \left\{ - \frac{2 \pi i q^2}{c_g} \tau \right\} \right),
\]

(3.23)

(3.24)

\[\epsilon^* = \epsilon(a_1, b_1, c_1, d_1) \exp \left\{ \frac{\pi i \tau}{2} \right\} \exp \left\{ - \frac{2 \pi i q^2}{c_g} \alpha_\theta(a_1 D - c_1 B) \right\}.\]

4. The transformation equation. In order to make use of the transformation equation (1.11) in the next section we shall need it in a special form. We consider all rational real nonnegative numbers \( h/k, (h, k) = 1, k > 0, h \geq 0 \). Then by (3.12) we have, with \( \tau = P_\theta - k/(c_\theta(iz + h)) \),

\[
f_\theta \left( \exp \left\{ - 2 \pi i \left( \frac{h}{k} + \frac{iz}{k} \right) \right\} \right) = \exp \left\{ - 2 \pi i \alpha_\theta \left( \frac{h}{k} + \frac{iz}{k} \right) \right\} \\
\cdot \left( \frac{k}{c_\theta(iz + h)} \right)^{-r} F \left( P_\theta - \frac{k}{c_\theta(iz + h)} \right).
\]

(4.11)
Now \( P_o - k/c_o h \) is a real rational point and hence is congruent under \( \gamma \) to some parabolic vertex \( P_\beta \) of \( R \) where \( \beta = \beta(h, k, g) \). Then there is a transformation of \( \gamma \),

\[
\tau' = \frac{a\tau + b}{c\tau + d},
\]

where \( a, b, c, \) and \( d \) are determined, although not uniquely, by \( h, k, \) and \( g \), which takes \( P_o - k/c_o h \) into \( P_\beta \), that is,

\[
\frac{p_\beta}{q_\beta} = \left\{ a \left( \frac{p_o}{q_o} - \frac{k}{c_o h} \right) + b \right\} \left\{ c \left( \frac{p_o}{q_o} - \frac{k}{c_o h} \right) + d \right\}^{-1}. \tag{4.12}
\]

We have seen that \( q_o^2 \) divides \( c_o \), so we have

\[
a \left( \frac{c_o}{q_o} \frac{p_o h - k}{c_o h} \right) + bc_o h = \sigma_{h,k} p_\beta, \tag{4.13}
\]

\[
c \left( \frac{c_o}{q_o} \frac{p_o h - k}{c_o h} \right) + dc_o h = \sigma_{h,k} q_\beta.
\]

From these equations and the fact that \( h \) and \( k \) are relatively prime, it follows that \( \sigma_{h,k}^{(q)} \) divides \( c_o \), which implies

\[
-c_o \leq \sigma_{h,k}^{(q)} \leq c_o, \quad \sigma_{h,k}^{(q)} \neq 0. \tag{4.14}
\]

Using this transformation we have by (1.11)

\[
F \left( P_o - \frac{k}{c_o(iz + h)} \right) = \left( \sigma_{h,k}^{(q)} \right)^{-1} \left( -i \left( cP_o - \frac{ck}{c_o(iz + h)} + d \right) \right)^{\epsilon}\cdot F \left\{ a \left( \frac{p_o}{q_o} - \frac{k}{c_o(iz + h)} \right) + b \right\} \cdot F \left\{ c \left( \frac{p_o}{q_o} - \frac{k}{c_o(iz + h)} \right) + d \right\}
\]

\[
= \left( \sigma_{h,k}^{(q)} \right)^{-1} \left( -i \frac{c_o(cP_o + d)iz + \sigma_{h,k}^{(q)}}{c_o(iz + h)} \right)^{\epsilon} \cdot F \left( P_\beta + \frac{k}{\sigma_{h,k}^{(q)}(cP_o + d)iz + \sigma_{h,k}^{(q)}} \right), \tag{4.15}
\]

where \( \epsilon_{h,k}^{(q)} = \epsilon(a, b, c, d) \), the \( \epsilon \) of (1.11) associated with the transformation determined by (4.12). We now apply the Fourier expansion (3.12) to the function on the right in (4.15), combine it with (4.11), and obtain after some simplification.
\[ f_\varphi \left( \exp \left\{ 2\pi i \left( \frac{h}{k} + iz \right) \right\} \right) \]

\[ = (\epsilon_\varphi_{h,k})^{-1} \exp \left\{ \frac{1 - \delta_\varphi_{h,k}}{2} \pi ir \right\} \]

\[ \cdot \exp \left\{ - \frac{2\pi i}{k} \left( \alpha_\varphi h + \frac{\sigma_\varphi h kq_\varphi (cP_\varphi + d)\alpha_\varphi}{c_\beta} \right) \right\} \]

\[ \cdot \left( \frac{c_\varphi z}{\sigma_\varphi_{h,k} q_\beta} \right)^r \exp \left\{ \frac{2\pi}{k} \left( \alpha_\varphi z \left( \frac{1}{c_\beta c_\varphi} \right) \right) \right\} \cdot f_\theta \left( \exp \left\{ - \frac{2\pi}{k c_\beta} \left( \sigma_\varphi_{h,k} q_\beta (cP_\varphi + d)z + \frac{\sigma_\varphi_{h,k}^2 q_\beta^2}{c_\beta} \right) \right\} \right) \]

where \( \delta_\varphi_{h,k} = -1 \) if \( \sigma_\varphi_{h,k} > 0 \) and \( \delta_\varphi_{h,k} = 1 \) if \( \sigma_\varphi_{h,k} < 0 \). The factor involving \( \delta_\varphi_{h,k} \) arises because we have combined three factors into the single factor \( (c_\varphi z / (\sigma_\varphi_{h,k} q_\beta))^r \).

In order to simplify the notation we write (4.2) as

\[ f_\varphi \left( \exp \left\{ 2\pi i \left( \frac{h}{k} + iz \right) \right\} \right) \]

\[ = \Omega_\varphi_{h,k} \Psi_\varphi_{h,k}(z) f_\theta \left( \exp \left\{ G_\varphi_{h,k} z - \frac{2\pi}{k c_\beta c_\varphi} \left( \frac{1}{z} \right) \right\} \right), \quad \beta = \beta(h, k, g), \]

where

\[ \Omega_\varphi_{h,k} = (\epsilon_\varphi_{h,k})^{-1} \exp \left\{ \frac{1 - \delta_\varphi_{h,k}}{2} \pi ir \right\} \]

\[ \cdot \exp \left\{ - \frac{2\pi i}{k} \left( \alpha_\varphi h + \frac{\sigma_\varphi h kq_\varphi (cP_\varphi + d)\alpha_\varphi}{c_\beta} \right) \right\} \]

\[ \Psi_\varphi_{h,k}(z) = \left( \frac{c_\varphi z}{\sigma_\varphi_{h,k} q_\beta} \right)^r \exp \left\{ \frac{2\pi}{k} \left( \alpha_\varphi z \left( \frac{1}{c_\beta c_\varphi} \right) \right) \right\} \]

\[ G_\varphi_{h,k} = - \frac{2\pi}{k c_\beta} \sigma_\varphi_{h,k} q_\beta (cP_\varphi + d). \]

We note that \( |\Omega_\varphi_{h,k}| = 1 \) and that \( G_\varphi_{h,k} \) is real.

5. A convergent series for \( a_\varphi(n) \). In the following we shall let \( \sum_{h,k} \) designate a sum over all \( h \) and \( k \) such that \( 0 \leq h < k \leq N \) and \( (h, k) = 1 \).

We let \( N \) be a positive integer and have by Cauchy's theorem

\[ a_\varphi(n) = \frac{1}{2\pi i} \int \frac{f_\varphi(x)}{x^{n+1}} \, dx \]
where we take the integral over the circle \(|x| = e^{-2\pi N^{-2}}\) in the positive direction. We make the usual Farey dissection, of order \(N\), of the circle and set
\[
x = \exp \left\{ -2\pi N^{-2} + 2\pi i(h/k) + 2\pi i\phi \right\}
\]
on the arc corresponding to \(h/k\). We then have
\[
a^{(\omega)}_n = \sum_{h,k}^{N} \int_{-\theta'}^{\theta''} f_\omega \left( \exp \left\{ -2\pi N^{-2} + 2\pi i(h/k) + 2\pi i\phi \right\} \right) d\phi
\]
\[
= \exp \left\{ 2\pi N^{-2} \right\} \sum_{h,k} \exp \left\{ - 2\pi i \frac{h}{k} \right\}
\cdot \int_{-\theta'}^{\theta''} f_\omega \left( \exp \left\{ 2\pi i \left( \frac{h}{k} + \frac{i(k(N^{-2} - i\phi) - \phi)}{k} \right) \right\} \right) \exp \left\{ - 2\pi i\phi \right\} d\phi
\]
where \(\theta'\) and \(\theta''\), which depend on \(h\) and \(k\), determine the end points of the Farey arcs. Equation (4.31) now yields the result
\[
a^{(\omega)}_n = \exp \left\{ 2\pi N^{-2} \right\} \sum_{h,k} \Omega^{(\omega)}_{h,k} \exp \left\{ - 2\pi i \frac{h}{k} \right\}
\cdot \int_{-\theta'}^{\theta''} \Psi^{(\omega)}_{h,k}(k(N^{-2} - i\phi))
\cdot f_\omega \left( \exp \left\{ G^{(\omega)}_{h,k} i - \frac{2\pi (\sigma^{(\omega)}_{h,k})^2 q^{\omega} - 1}{k^2 c_{\omega} c_{\omega}} \right\} \right) \exp \left\{ - 2\pi i\phi \right\} d\phi
\]
with \(\beta = \beta(h, k, g)\).

Now \(f_\omega(x)\) is dominated by its principal part \(P_\beta(x)\) near \(x = 0\); so we put
\[
D_\beta(x) = f_\omega(x) - P_\beta(x) = \sum_{m=0}^{\infty} a^{(\omega)}_m x^m
\]
and split (5.1) into two parts
\[
(5.21) \quad a^{(\omega)}_n = Q^{(\omega)}(n) + R^{(\omega)}(n),
\]
where
\[
Q^{(\omega)}(n) = \exp \left\{ 2\pi N^{-2} \right\} \sum_{h,k} \Omega^{(\omega)}_{h,k} \exp \left\{ - 2\pi i \frac{h}{k} \right\}
\cdot \int_{-\theta'}^{\theta''} \Psi^{(\omega)}_{h,k}(k(N^{-2} - i\phi))
\cdot P_\beta \left( \exp \left\{ G^{(\omega)}_{h,k} i - \frac{2\pi (\sigma^{(\omega)}_{h,k})^2 q^{\omega} - 1}{k^2 c_{\omega} c_{\omega}} \right\} \right) \exp \left\{ - 2\pi i\phi \right\} d\phi
\]
and where \(R^{(\omega)}(n)\) is given by
\[ R^{(\phi)}(n) = \exp\left\{2\pi N^{-2}n\right\} \sum_{h,k}^{N} \Omega^{(\phi)}_{h,k} \exp\left\{-2\pi in\frac{h}{k}\right\} \int_{-\theta'}^{\theta''} \Psi^{(\phi)}_{h,k}(k(N^{-2} - i\phi)) \]

Using these results we find, by (4.33),

\[ \left| \Psi^{(\phi)}_{h,k}(k(N^{-2} - i\phi))D_{\beta}\left(\exp\left\{G^{(\phi)}_{h,k} - 2\pi(\sigma_{h,k})^{2}q_{\beta}^{2}c_{\beta}c_{\gamma} \frac{1}{k(N^{-2} - i\phi)}\right\}\right) \right| \]

\[ \leq \frac{c_{\beta}^{r}}{\sigma_{h,k}^{(\phi)}} 2^{r/2}N^{-r} \exp\left\{2\pi\sigma_{h,k}N^{-2} - \frac{\pi(\sigma_{h,k})^{2}q_{\beta}^{2}}{c_{\beta}c_{\gamma}} m\right\} \sum_{m=0}^{\infty} |a_{m}| \exp\left\{-\frac{\pi q_{\beta}^{2}}{c_{\beta}c_{\gamma}} m\right\} \]

\[ \leq K N^{-r} \exp\left\{2\pi\sigma_{h,k}N^{-2}\right\} \sum_{m=0}^{\infty} |a_{m}| \exp\left\{-\frac{\pi q_{\beta}^{2}}{c_{\beta}c_{\gamma}} m\right\} \]

where we have used (4.14) and the fact that the series for \(D_{\beta}(x)\) converges for \(|x| < 1\). Combining this result with (5.23), we have

\[ |R^{(\phi)}(n)| \leq \exp\left\{2\pi N^{-2}n\right\} K N^{-r} \exp\left\{2\pi\sigma_{h,k}N^{-2}\right\} \]

The determination of \(\sigma_{n}^{(\phi)}\) now rests entirely on the evaluation of \(Q^{(\phi)}(n)\). To accomplish this we set \(w = N^{-2} - i\phi\) in (5.22) and have, by (3.13), the relation
\[ Q^{(q)}(n) = \exp \left\{ 2\pi N^{-2}n \right\} \sum_{h,k} \Omega_{h,k}^{(q)} \exp \left\{ -2\pi in \frac{h}{k} \right\} \]
\[ \cdot \int_{N^{-2}-i\theta'}^{N^{-2}+i\theta'} \xi_{h,k}^{(q)}(k\omega) \sum_{n=1}^{\mu_{\beta}} a_{n}^{(q)} \exp \left\{ \frac{1}{k} \omega \right\} \exp \left\{ -2\pi i\omega - 2\pi i\omega' \right\} d\omega \]
(5.51)

\[ = \sum_{h,k} \Omega_{h,k}^{(q)} \exp \left\{ -2\pi in \frac{h}{k} \right\} \sum_{n=1}^{\mu_{\beta}} a_{n}^{(q)} \exp \left\{ -\nu G_{h,k}^{(q)} I_{h,k}^{(q)}(n) \right\}, \]

where

\[ I_{h,k}^{(q)}(n) = \frac{1}{i} \int_{N^{-2}-i\theta'}^{N^{-2}+i\theta'} \Psi_{h,k}^{(q)}(k\omega) \exp \left\{ \frac{2\pi \nu^{(q)}(\sigma_{h,k})^{2}q_{\beta}^{2}}{k^{2}c_{g}c_{\omega}} + 2\pi \nu \right\} d\omega \]
(5.52)

and where the inner sum is to be taken as zero if \( \mu_{\beta} = 0 \). By (4.33) we may write (5.52) as

\[ I_{h,k}^{(q)}(n) = k^{r} \left( \frac{c_{\nu}^{(q)}}{\sigma_{h,k}^{(q)} q_{\beta}} \right)^{r} \frac{1}{i} \int_{N^{-2}-i\theta'}^{N^{-2}+i\theta'} w^{r} \exp \left\{ 2\pi (\alpha_{\nu} + n)w + \frac{2\pi \nu^{(q)}(\sigma_{h,k})^{2}q_{\beta}^{2}}{k^{2}c_{g}c_{\omega}} (\nu - \alpha_{\beta}) \right\}. \]
(5.53)

We restrict our considerations to those \( a_{n}^{(q)} \) for which \( \alpha_{\nu} + n > 0 \). That is, we leave undetermined all \( a_{0}^{(q)} \) for which \( \alpha_{\nu} = 0 \) but determine all other \( a_{n}^{(q)} \). This restriction is necessary in order that a certain integral shall converge. We cut the \( \omega \)-plane from 0 to \(-\infty \) along the negative real axis and consider a path of integration encircling the cut in the positive sense and connecting the points

\[ -\infty, -\epsilon, -\epsilon - i\theta'', N^{-2} - i\theta'', N^{-2} + i\theta', -\epsilon + i\theta', -\epsilon, -\infty \]

by straight lines where we take \( 0 < \epsilon < N^{-2} \). Then we can write

\[ k^{r} \left( \frac{c_{\nu}^{(q)}}{\sigma_{h,k}^{(q)} q_{\beta}} \right)^{r} \frac{1}{i} \int_{-\infty}^{(0+)} - \frac{1}{i} \int_{-\epsilon}^{(-e)} - \frac{1}{i} \int_{-\epsilon-i\theta''}^{(0+)} \]
\[ \cdot \int_{N^{-2}-i\theta'}^{N^{-2}+i\theta'} \frac{1}{i} \int_{-\epsilon-i\theta''}^{(0+)} - \frac{1}{i} \int_{N^{-2}+i\theta'}^{(-e)} \]
\[ = L_{h,k}^{(q)}(n) - J_{1} - J_{2} - J_{3} - J_{4} - J_{5} - J_{6}, \]
(5.61)
say. All these integrals have the same integrand
\[ w^r \exp \left\{ 2\pi (\alpha_\sigma + n) w + \frac{2\pi (\sigma_{h,k})^2 q_\beta^2}{k^2 c_\beta c_\sigma w} (\nu - \alpha_\beta) \right\}. \]

The integral \( J_1 \) is to be taken on the border below the cut, \( J_6 \) above the cut. In the integral \( J_2 \) we have \( w = -\epsilon + i\nu, 0 \leq \nu \leq -\theta', \) and
\[ R(w) = -\epsilon, \quad R(1/w) = -\epsilon/(\epsilon^2 + \nu^2) < 0, \quad |w| \leq 2^{1/2}k^{-1}N^{-1}, \]
and therefore
\[ |J_2| \leq \theta'' 2^{r/2} k^{-r} N^{-r} < 2^{r/2} k^{-r-1} N^{-r-1}. \]

Similarly we have
\[ |J_6| \leq 2^{r/2} k^{-r-1} N^{-r-1}. \]

In the integral \( J_3 \) we have \( w = u - i\theta'', -N^{-2} < -\epsilon \leq u \leq N^{-2}, \) and
\[ R(w) = -u^2, \quad R(1/w) = -u^2/(u^2 + \nu^2) < 0, \quad |w| \geq 21/2k^{-1}N^{-1} \]
and therefore, using (4.14),
\[ |J_3| \leq (N^{-2} + \epsilon)2^{r/2} k^{-r} N^{-r} \exp \left\{ 2\pi (\alpha_\sigma + n) N^{-2} + \frac{8\pi (\sigma_{h,k})^2 q_\beta^2}{c_\sigma c_\beta} (\nu - \alpha_\beta) \right\} \]
\[ \leq 2N^{-2} 2^{r/2} k^{-r} N^{-r} \exp \left\{ 2\pi (\alpha_\sigma + n) N^{-2} + \frac{8\pi c_\sigma q_\beta^2 (\mu_\sigma - \alpha_\beta)}{c_\beta} \right\} \]
\[ \leq K k^{-r-1} N^{-r-1} \exp \left\{ 2\pi (\alpha_\sigma + n) N^{-2} \right\} \]
and similarly
\[ |J_4| \leq K k^{-r-1} N^{-r-1} \exp \left\{ 2\pi (\alpha_\sigma + n) N^{-2} \right\}. \]

Finally we have
\[ J_1 + J_6 = \frac{1}{i} \int_{-\infty}^{-\epsilon} |w|^r \exp \left\{ -\pi i r \right\} \exp \left\{ 2\pi (\alpha_\sigma + n) w + \frac{2\pi (\sigma_{h,k})^2 q_\beta^2 (\nu - \alpha_\beta)}{k^2 c_\beta c_\sigma w} \right\} \, dw \]
\[ + \frac{1}{i} \int_{-\epsilon}^{\infty} |w|^r \exp \left\{ \pi i r \right\} \cdot \exp \left\{ 2\pi (\alpha_\sigma + n) w + \frac{2\pi (\sigma_{h,k})^2 q_\beta^2 (\nu - \alpha_\beta)}{k^2 c_\beta c_\sigma w} \right\} \, dw \]
\[ = -2 \sin \pi r \int_{\epsilon}^{\infty} t^r \exp \left\{ -2\pi (\alpha_\sigma + n) t - \frac{2\pi (\sigma_{h,k})^2 q_\beta^2 (\nu - \alpha_\beta)}{k^2 c_\beta c_\sigma t} \right\} \, dt \]
where our restriction \( \alpha + n > 0 \) ensures the convergence of the integrals. Combining (5.61), (5.62), (5.63), (5.64), (5.65), (5.66), and letting \( \epsilon \to 0 \), we have

\[
I_{h,k,\nu}^{(\nu)}(n) = k^r \left( \frac{c_\epsilon}{\sigma_{h,k}^{(\nu)} | q_\epsilon} \right)^r L_{h,k,\nu}^{(\nu)}(n) + 2k^r \left( \frac{c_\epsilon}{\sigma_{h,k}^{(\nu)} | q_\epsilon} \right)^r \\
\cdot \sin \pi r \int_0^\infty t^r \exp \left\{ -2\pi(\alpha_\epsilon + n)t - \frac{2\pi(\sigma_{h,k}^{(\nu)})^2 q_\epsilon^2 (\nu - \alpha_\epsilon)}{k^2 c_\epsilon c_\epsilon t} \right\} dt \\
+ O(\left( \frac{c_\epsilon}{\sigma_{h,k}^{(\nu)} | q_\epsilon} \right)^r k^{r-1} N^{-r-1} \exp \left\{ 2\pi(\alpha_\epsilon + n)N^{-2} \right\}).
\]

Introducing this into (5.51) and using (4.14), we obtain

\[
Q^{(\nu)}(n) = \sum_{h,k}^N \Omega_{h,k}^{(\nu)} \exp \left\{ -2\pi \imath \frac{h}{k} \right\} \sum_{r=1}^{\mu_\nu} \alpha^{(\nu)}_{-r} \exp \left\{ -\nu G_{h,k}^{(\nu)} \right\}
\]

(5.71)

\[
\cdot k^r \left( \frac{c_\epsilon}{\sigma_{h,k}^{(\nu)} | q_\epsilon} \right)^r \left\{ L_{h,k,\nu}^{(\nu)}(n) + M_{h,k,\nu}^{(\nu)}(n) \right\}
\]

\[
+ O(N^{-r-1} \exp \left\{ 2\pi(\alpha_\epsilon + n)N^{-2} \right\} \sum_{r=1}^{\mu_\nu} \alpha_{-r} \sum_{h,k}^N k^{-1})
\]

with

\[
L_{h,k,\nu}^{(\nu)}(n) = \frac{1}{i} \int_{-\infty}^{(\nu)} w^r \exp \left\{ 2\pi(\alpha_\epsilon + n)w + \frac{2\pi(\sigma_{h,k}^{(\nu)})^2 q_\epsilon^2 (\nu - \alpha_\epsilon)}{k^2 c_\epsilon c_\epsilon w} \right\} dw
\]

(5.72)

and

\[
M_{h,k,\nu}^{(\nu)}(n) = 2 \sin \pi r \int_0^\infty t^r \exp \left\{ -2\pi(\alpha_\epsilon + n)t - \frac{2\pi(\sigma_{h,k}^{(\nu)})^2 q_\epsilon^2 (\nu - \alpha_\epsilon)}{k^2 c_\epsilon c_\epsilon t} \right\} dt.
\]

(5.73)

Now since \( \sum_{h,k}^N k^{-1} \leq N \), we have, by (5.71), (5.21), and (5.4),

\[
a_n^{(\nu)} = \sum_{h,k}^N \Omega_{h,k}^{(\nu)} \exp \left\{ -2\pi \imath \frac{h}{k} \right\} \sum_{r=1}^{\mu_\nu} \alpha^{(\nu)}_{-r} \exp \left\{ -\nu G_{h,k}^{(\nu)} \right\} \left\{ L_{h,k,\nu}^{(\nu)}(n) + M_{h,k,\nu}^{(\nu)}(n) \right\}
\]

\[
+ O(N^{-r} \exp \left\{ 2\pi(\alpha_\epsilon + n)N^{-2} \right\})
\]

If we keep \( n \) fixed and let \( N \) tend to infinity, the error term tends to zero, since \( r > 0 \). Hence the series thus obtained converges and we have

\[
a_n^{(\nu)} = \sum_{h,k}^\infty \Omega_{h,k}^{(\nu)} \exp \left\{ -2\pi \imath \frac{h}{k} \right\} \sum_{r=1}^{\mu_\nu} \alpha^{(\nu)}_{-r} \exp \left\{ -\nu G_{h,k}^{(\nu)} \right\} \left\{ L_{h,k,\nu}^{(\nu)}(n) + M_{h,k,\nu}^{(\nu)}(n) \right\}.
\]

(5.8)
6. Evaluation of the integrals. We now express $L^{(\phi)}_{h,k,r}(n)$ and $M^{(\phi)}_{h,k,r}(n)$ in terms of Bessel functions. In (5.72) the change of variable $u = 2\pi(\alpha_0 + n)t$ yields

$$L^{(\phi)}_{h,k,r}(n) = \frac{1}{i(2\pi(\alpha_0 + n))^{r+1}} \cdot \int_{-\infty}^{(0+)} u^r \exp \left\{ u + \frac{4\pi^2(\sigma_{h,k})^2 q_\theta^2 (n - \alpha_0)(\alpha_0 + n)}{k^2 c_\theta C_\theta u}\right\} du;$$

hence we have, by a well known formula,*

$$L^{(\phi)}_{h,k,r}(n) = \frac{2\pi^{|\sigma_{h,k}|} (\nu - \alpha_0)^{(r+1)/2}}{k^{r+1} c_\theta (r+1)/2 C_\theta (r+1)/2 (\alpha_0 + n)^{(r+1)/2}} \cdot I_{r+1} \left( \frac{4\pi^{|\sigma_{h,k}|} q_\theta ((n - \alpha_0)(\alpha_0 + n))^{1/2}}{k (c_\theta C_\theta)^{1/2}} \right),$$

(6.1)

where $I_m(z)$ is the Bessel function of the first kind with purely imaginary argument.

In (5.73) we set $v = 2\pi(\alpha_0 + n)t$ and have

$$M^{(\phi)}_{h,k,r}(n) = \frac{2 \sin \pi r}{(2\pi(\alpha_0 + n))^{r+1}} \cdot \int_0^\infty v^r \exp \left\{ -v - \frac{4\pi^2(\sigma_{h,k})^2 q_\theta^2 (n - \alpha_0)(\alpha_0 + n)}{k^2 c_\theta C_\theta v}\right\} dv$$

(6.2)

$$= \frac{4^{|\sigma_{h,k}|} (\nu - \alpha_0)^{(r+1)/2}}{k^{r+1} c_\theta (r+1)/2 C_\theta (r+1)/2 (\alpha_0 + n)^{(r+1)/2}} \cdot K_{r+1} \left( \frac{4\pi^{|\sigma_{h,k}|} q_\theta ((n - \alpha_0)(\alpha_0 + n))^{1/2}}{k (c_\theta C_\theta)^{1/2}} \right),$$

where $K_m(z)$ is the Bessel function of the third kind with purely imaginary argument.† Now adding (6.1) and (6.2) and simplifying by means of the formula‡

$$\sin \pi v K_v(z) + \frac{\pi}{2} I_v(z) = \frac{\pi}{2} I_{-v}(z),$$

we find the relation

† Watson, loc. cit., p. 183, (15).
‡ Watson, loc. cit., p. 78, (6).
Using this result in (5.8) we have the following theorem:

**Theorem 1.** Let $F(r)$ be a modular form of positive dimension $r$ belonging to the subgroup $\gamma$, and let its expansions (3.11) have only a finite number of terms with negative exponent. Then the coefficients $a_n^{(o)}$ of (3.12) for which $\alpha_\beta + n > 0$ are given by

\[
\begin{align*}
\sum_{k=1}^{\infty} \sum_{n=1}^\infty \Omega_{h,k}^{(o)} \exp \left\{ -2\pi i \frac{h}{k} \right\} \\
\cdot I_{r+1} \left( \frac{4\pi}{|\Omega_{h,k}^{(o)}|} \frac{q_\beta((\nu - \alpha_\beta)(\alpha_\beta + n))^{1/2}}{k(c_\beta c_\gamma)^{1/2}} \right)
\end{align*}
\]

where $\beta = \beta(h, k, g)$ is defined in §4; $c_\beta$ and $c_\gamma$ are determined by (3.11); $\alpha_\beta$ and $\alpha_\gamma$ by (3.12); $\Omega_{h,k}^{(o)}$ is defined in (4.32); and $G_{h,k}^{(o)}$ in (4.34). The $F^*(r)$ of (1.32) are then given by (3.23).

7. **Application to a particular subgroup.** Many of the constants in (6.3) depend merely on the subgroup $\gamma$ and are otherwise independent of the choice of $F(r)$. For this reason we can simplify the expression if we choose some particular subgroup $\gamma$. As an example we consider the subgroup consisting of all transformations

\[
\tau' = \frac{a\tau + b}{c\tau + d}, \quad a \equiv d \equiv 1, \quad c \equiv 0 \pmod{2}.
\]

For the region $R$ we may take that part of the plane which is above the two circles $|\tau - 1/4| = 1/4$ and $|\tau - 3/4| = 1/4$ and which is within the circle $|\tau - 1/2| = 1/2$. Then $R$ has the three parabolic points 0, 1/2, and 1, but 0 and 1 are congruent under $\gamma$; so we have $s = 2$ and take $P_1 = 0, P_2 = 1/2.$ Then we have

\[
p_1 = 0, \quad q_1 = 1, \quad p_2 = 1, \quad q_2 = 2.
\]

Corresponding to the transformations (3.11) we have the two transformations
which may be written in the form

\[
\frac{1}{\tau'} = \frac{1}{\tau} + 2, \quad \frac{1}{\tau' - 1/2} = \frac{1}{\tau - 1/2} + 4;
\]

so we have \(c_1 = 2\) and \(c_2 = 4\). The expansions (3.12) can now be written as

\[
\text{(7.21)} \quad F(\tau) = (-i\tau)^{r/2} \sum_{m=-\mu_1}^{\infty} a_m \tau^m, \quad x = \exp \left\{ -\frac{\pi i}{\tau} \right\};
\]

\[
\text{(7.22)} \quad F(\tau) = (-i(\tau - 1/2))^{r/2} \sum_{m=-\mu_2}^{\infty} a_m (\tau - 1/2)^m, \quad x = \exp \left\{ -\frac{\pi i}{2\tau - 1} \right\}.
\]

In order to determine \(\beta(h, k, g)\) we find transformations (7.1) which transform \(\mathcal{P}_g - k/c_g h\) into \(\mathcal{P}_b\). We define \(h', h'', h''',\) and \(h^{iv}\) as any solutions of

\[
\text{(7.31)} \quad kh' \equiv 1 \pmod{2h}, \quad h' > 0, \text{ for } k \equiv 1 \pmod{2};
\]

\[
\text{(7.32)} \quad kh'' \equiv -1 \pmod{h}, \quad h'' > 0, \text{ for } k \equiv 0 \pmod{2};
\]

\[
\text{(7.33)} \quad (k - 2h)h''' \equiv 1 \pmod{4h}, \quad h''' > 0, \text{ for } k \equiv 1 \pmod{2};
\]

\[
\text{(7.34)} \quad \left(\frac{k}{2} - h\right)h^{iv} \equiv 1 \pmod{2h}, \quad h^{iv} > 0, \text{ for } k \equiv 0 \pmod{4};
\]

and may take for \(a, b, c,\) and \(d\) the values given in the following tables.

<table>
<thead>
<tr>
<th>(g)</th>
<th>(k)</th>
<th>(a)</th>
<th>(b)</th>
<th>(c)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 (\equiv 1 \pmod{2})</td>
<td>(h')</td>
<td>(\frac{h'k - 1}{2h})</td>
<td>(2h' + 2h)</td>
<td></td>
</tr>
<tr>
<td>1 (\equiv 0 \pmod{2})</td>
<td>(h)</td>
<td>(\frac{k}{2})</td>
<td>(2h'')</td>
<td></td>
</tr>
<tr>
<td>2 (\equiv 1 \pmod{2})</td>
<td>(h'')</td>
<td>(\frac{(k - 2h)h''' - 1}{4h})</td>
<td>(2h''' + 4h)</td>
<td></td>
</tr>
<tr>
<td>2 (\equiv 0 \pmod{4})</td>
<td>(h^{iv})</td>
<td>(\frac{\left(\frac{k}{2} - h\right) h^{iv} - 1}{2h})</td>
<td>(2h^{iv} + 2h)</td>
<td></td>
</tr>
<tr>
<td>2 (\equiv 2 \pmod{4})</td>
<td>(h)</td>
<td>(\frac{k - 2h}{4})</td>
<td>(4h'')</td>
<td></td>
</tr>
</tbody>
</table>
The values of $\sigma_{h,k}^{(\nu)}$ were found by means of (4.13) and $G_{h,k}^{(\nu)}$ from (4.34).

The series (6.3) can be shown to be absolutely convergent; so we may rearrange the terms. Doing this and making use of (4.32) and the tables, we get

$$a_n^{(1)} = 2\pi \sum_{\nu=1}^{\mu_1} a_{\nu}^{(1)} \sum_{k \equiv 0 \mod 2} \frac{1}{k} A_{k,n}^{(1)}(n)$$

where

$$A_{k,n}^{(1)}(n) = \sum_{0 \leq h < k, (h,k)=1} \epsilon \left(h, \frac{k}{2}, 2h''', \frac{1 + h'''}{h} \right)^{-1} \exp \left\{ \pi i r \right\}$$

$$\cdot \exp \left\{ -2\pi i \frac{\alpha_1 h}{k} - (\alpha_1 - \nu) \left(\frac{2h'''}{kh} + \frac{2}{k} \right) \pi i - 2\pi i n \frac{h}{k} \right\},$$

if $k \equiv 0 \mod 2$.
\[ A_{k,*}^{(1)}(n) = \sum_{0 \leq h < k \atop (h,k)=1} e \left( h', \frac{h'k - 1}{2}, 2h' + 2h, \frac{h'k - 1}{h} + k \right)^{-1} \]

(7.43)

\[
\cdot \exp \left\{ - \frac{2\pi i}{k} \alpha_1 h + (\alpha_2 - \nu) \left( \frac{h'k - 1}{kh} + 1 \right) \pi i - 2\pi \sin \frac{h}{k} \right\},
\]

if \( k \equiv 1 \pmod{2} \),

if \( g = 1 \) for all \( n \) such that \( \alpha_1 + n > 0 \). Similarly, if \( g = 2 \) and \( \alpha_2 + n > 0 \), we have

\[ a_n^{(2)} = 2^{(r+3)/2} \pi \sum_{r=1}^{\mu_1} a_{\nu}^{(1)} \sum_{k=2 \pmod{4}} \frac{1}{k} A_{k,*}^{(2)}(n) \left( \frac{\nu - \alpha_1}{n + \alpha_2} \right)^{(r+1)/2} \]

\[ \cdot I_{r+1} \left( \frac{8\pi ((\nu - \alpha_1)(n + \alpha_2))^{1/2}}{k 2^{1/2}} \right) + 2\pi \sum_{r=1}^{\mu_1} a_{\nu}^{(3)} \sum_{k=0 \pmod{4}} \frac{1}{k} A_{k,*}^{(3)}(n) \]

(7.44)

\[ \left( \frac{\nu - \alpha_2}{n + \alpha_2} \right)^{(r+1)/2} I_{r+1} \left( \frac{4\pi((\nu - \alpha_2)(n + \alpha_2))^{1/2}}{k} \right) \]

\[ + \pi \sum_{r=1}^{\mu_1} a_{\nu}^{(3)} \sum_{k=1 \pmod{4}} \frac{1}{k} A_{k,*}^{(3)}(n) \]

\[ \left( \frac{\nu - \alpha_2}{n + \alpha_2} \right)^{(r+1)/2} I_{r+1} \left( \frac{2\pi((\nu - \alpha_2)(n + \alpha_2))^{1/2}}{k} \right), \]

where

\[ A_{k,*}^{(2)}(n) \]

\[ = \sum_{0 \leq h < k \atop (h,k)=1} e \left( h, \frac{k - 2h}{4}, \frac{kh'' + 1}{h} - 2h'' \right)^{-1} \exp \left\{ \pi i r \right\} \]

(7.45)

\[ \cdot \exp \left\{ - \frac{2\pi i}{k} \alpha_2 h - (\alpha_1 - \nu) \left( \frac{2h''k + 2}{kh} \right) \pi i - 2\pi \sin \frac{h}{k} \right\}, \]

if \( k \equiv 2 \pmod{4} \),

\[ A_{k,*}^{(3)}(n) \]

\[ = \sum_{0 \leq h < k \atop (h,k)=1} e \left( r, \frac{(k/2 - h)h^{iv} - 1}{2h}, 2h^{iv} + 2h, \frac{(k/2 - h)h^{iv} - 1}{h} + k/2 - h \right)^{-1} \]

(7.46)

\[ \cdot \exp \left\{ - \frac{2\pi i}{k} \alpha_2 h + (\alpha_2 - \nu) \left( \frac{h^{iv}k - 2}{kh} + 1 \right) \pi i - 2\pi \sin \frac{h}{k} \right\}, \]

if \( k \equiv 0 \pmod{4} \),
$A_{k,s}(n)$

$$
= \sum_{0 \leq h < k \atop (h,k)=1} \varepsilon \left( \frac{k''h'' - 1}{4h}, \frac{2h'' + 4h}{2h} \right)^{-1}
$$

(7.47)

$$
\exp \left\{ \frac{2\pi i}{k} \alpha_s h + (\alpha_s - \nu) \left( \frac{k''h - 1}{2kh} + 1 \right) \pi i - 2\pi i \frac{h}{k} \right\},
$$

if $k \equiv 1 \pmod{2}$.

Equation (7.44) can be given a more symmetric form by changing the indices of summation. In the first sum we set $k = 2l$ in the second $k = l$, and in the third $k = l/2$. Then we find

$$
a^{(2)}_n = 2^{(r+1)/2} \pi \sum_{r=1}^{\mu_1} a^{(1)}_{r-l} \sum_{l=1 \pmod{2}} \frac{1}{l} A^{(3)}_{2l-s}(n)
$$

$$
\cdot \left( \frac{\nu - \alpha_1}{n + \alpha_2} \right)^{(r+1)/2} I_{r+1} \left( \frac{4\pi ((\nu - \alpha_1)(n + \alpha_2))^{1/2}}{l^{2^{1/2}}} \right)
$$

$$
+ 2\pi \sum_{r=1}^{\mu_1} a^{(2)}_{r-l} \sum_{l=0 \pmod{4}} \frac{1}{l} A^{(3)}_{l/2,s}(n)
$$

$$
\cdot \left( \frac{\nu - \alpha_2}{n + \alpha_2} \right)^{(r+1)/2} I_{r+1} \left( \frac{4\pi ((\nu - \alpha_2)(n + \alpha_2))^{1/2}}{l} \right)
$$

(7.48)

$$
= 2^{(r+1)/2} \pi \sum_{r=1}^{\mu_1} a^{(1)}_{r-l} \sum_{l=1 \pmod{2}} \frac{1}{l} A^{(3)}_{l-s}(n)
$$

$$
\cdot \left( \frac{\nu - \alpha_1}{n + \alpha_2} \right)^{(r+1)/2} I_{r+1} \left( \frac{4\pi ((\nu - \alpha_1)(n + \alpha_2))^{1/2}}{l^{2^{1/2}}} \right)
$$

$$
+ 2\pi \sum_{r=1}^{\mu_1} a^{(2)}_{r-l} \sum_{l=0 \pmod{2}} \frac{1}{l} A^{(3)}_{l,s}(n)
$$

$$
\cdot \left( \frac{\nu - \alpha_2}{n + \alpha_2} \right)^{(r+1)/2} I_{r+1} \left( \frac{4\pi ((\nu - \alpha_2)(n + \alpha_2))^{1/2}}{l} \right)$$
where
\[(7.49) \quad l' = 2l \text{ if } l \equiv 1 \pmod{2}, \quad l' = l \text{ if } l \equiv 0 \pmod{4}, \quad l' = l/2 \text{ if } l \equiv 2 \pmod{4}.\]

We now find the functions $F^*(\tau)$ of (1.32). If $C$ is odd and $D$ even, we take
\[
\tau' = \frac{\pm B\tau \mp A}{\pm D\tau \mp C}
\]
for the transformation (3.21) where we take the upper or lower signs to make $\pm D \geq 0$. This transformation takes $P_1 = 0$ into $A/C$ and it belongs to $\gamma$. From (3.22) we find $\kappa = \mp 1$ and from (3.23) and (3.24) we have
\[
F^*(\tau) = e^{\pi i a_1 r} f_1(e^{\pi i r}) = e^{\pi i a_1 r} \sum_{m=-\mu_1}^{\infty} a_m(1) e^{\pi i m r},
\]
\[
e^* = e(\pm B, \mp A, \pm D, \mp C) e^{\pi i r/2}.\]

Similarly if $C$ and $D$ are both odd, we use the transformation
\[
\tau' = \frac{\pm (B + A)\tau \mp A}{\pm (D + C)\tau \mp C},
\]
and obtain
\[
F^*(\tau) = e^{\pi i a_1 r} f_1(e^{-\pi i e^{\pi i r}}) = e^{\pi i a_1 r} \sum_{m=-\mu_1}^{\infty} (-1)^m a_m(1) e^{\pi i m r},
\]
\[
e^* = e(\pm (B + A), \mp A, \pm (D + C), \mp C) e^{\pi i r/2} e^{-\pi i a_1}.\]

Finally if $C$ is even, we use the transformation
\[
\tau' = \frac{\pm (A + 2B)\tau \mp (A + B)}{\pm (C + 2D)\tau \mp (C + D)}, \quad \pm (C + 2D) \geq 0,
\]
which takes $P_2 = 1/2$ into $A/C$ and find
\[
F^*(\tau) = 2^{-r} e^{2\pi i a_1 r} f_2(e^{-\pi i e^{2\pi i r}}) = 2^{-r} e^{2\pi i a_1 r} \sum_{m=-\mu_2}^{\infty} (-1)^m a_m(2) e^{2\pi i m r},
\]
\[
e^* = e(\pm (A + 2B), \mp (A + B), \pm (C + 2D), \mp (C + D)) e^{2\pi i r/2} e^{-\pi i a_1}.\]

Making use of (1.32) we summarize the results of this section in the following theorem:

**Theorem 2.** If $F(\tau)$ is a modular form of positive dimension belonging to the subgroup (7.1) and if its expansions (7.21) and (7.22) have only a finite number of terms with negative exponent, then the values of $a_n(g)$ for $\alpha_n + n > 0$, $(g = 1, 2)$, are determined as functions of $a_n(g)$ with $n < 0$ by (7.41) and (7.48).

Also we have
(7.6) \[ F\left(\frac{A\tau + B}{C\tau + D}\right) = e^*\left((-i(C\tau + D))^{-1}F^*(\tau)\right) \]

for any modular transformation \( \tau' = \frac{A\tau + B}{C\tau + D} \) where \( e^* \) and \( F^*(\tau) \) are given by (7.51) for \( C \) odd, \( D \) even; by (7.52) for \( C \) odd, \( D \) odd; and by (7.53) for \( C \) even.

8. **An example.** As a particular example we consider the function

(8.11) \[ F(\tau) = (\vartheta_2(0|\tau))^{-1} \]

which belongs to the subgroup discussed in §7. From the theory of the theta-functions we take only the following results:†

(8.12) \[ \vartheta_2(0|\frac{a\tau + b}{c\tau + d}) = e'(\pm cr \pm d)^{1/2}\vartheta_2(0|\tau) \]

if \( a \) and \( d \) are odd and \( c \) is even where we take the upper or lower sign to make \( \pm d > 0 \) and where

(8.13) \[ e' = \left(\frac{\pm c}{\pm d}\right)\exp\left\{\frac{\pi i}{4}(bd \pm 5d - 5)\right\}; \]

(8.14) \[ \vartheta_2(0|-\frac{1}{\tau}) = (-i\tau)^{1/2}\vartheta_2(0|\tau); \]

(8.15) \[ \vartheta_2(0|\frac{-1}{\tau + 1}) = (-i(\tau + 1))^{1/2}\vartheta_2(0|\tau); \]

(8.16) \[ \vartheta_3(0|\tau) = 2e^{\pi i/4} + 2e^{9\pi i/4} + \cdots; \]

(8.17) \[ \vartheta_4(0|\tau) = 1 - 2e^{\pi i\tau} + \cdots. \]

From (8.11), (8.12), and (8.13) we see that \( F(\tau) \) satisfies a transformation equation of the type (1.11) with \( r = 1/2 \) and

(8.21) \[ \epsilon = \epsilon(a, b, c, d) = \left(\frac{\pm c}{\pm d}\right)\exp\left\{\frac{\pi i}{4}(bd \pm 5d - 5 + 1)\right\}, \quad \pm d > 0, \]

for all transformations of the subgroup. By (8.16) we have

(8.22) \[ F(\tau) = (2e^{\pi i/4} + 2e^{9\pi i/4} + \cdots)^{-1} = e^{\pi i/4}(\frac{1}{2}e^{-2\pi i\tau} - \frac{1}{2} + \cdots) \]

and by (8.14) and (8.17) we have

(8.23) \[ F(-1/\tau) = (-i\tau)^{-1/2}(1 + 2e^{\pi i\tau} + \cdots). \]

On the other hand, (7.6) and (7.53) with \( A = D = 1, B = C = 0 \) yield

† See, for example, J. Tannery and J. Molk, *Fonctions Elliptique*, vol. 2, 1896, p. 262.
\[ F(\tau) = e(1, -1, 2, -1)e^{-\pi i \sigma_2 \tau^2} 2^{-1/2} \sum_{m=-\mu_2}^{\infty} (-1)^m \sigma_m^{(2)} e^{2 \pi i m \tau}, \]

(8.24)

and (7.6) and (7.51) with \( A = D = 0, B = -1, C = 1 \) give

(8.25)

\[ F(-1/\tau) = (-i\tau)^{-1/2} e^{2\pi i \tau} \sum_{m=-\mu_1}^{\infty} \sigma_m^{(1)} e^{2 \pi i m \tau}. \]

Comparing (8.22) with (8.24) and (8.23) with (8.25), we find

(8.26) \[ \alpha_1 = 0, \quad \alpha_2 = 7/8, \quad \mu_1 = 0, \quad \mu_2 = 1, \quad \sigma_1^{(2)} = 2^{-1/2} e^{-\pi i/8}, \quad \sigma_0^{(1)} = 1. \]

Using these values we find that equations (7.41) and (7.43) now reduce to

(8.31) \[ a_n^{(1)} = 2^{-5/8} \pi e^{-\pi i/8} \sum_{k \equiv 1 \pmod{2}} \sum_{k > 0} \frac{1}{k} A_{k,1}(n) \frac{1}{n^{3/4}} I_{8/3} \left( \frac{\pi n^{1/2}}{k} \right), \quad n \geq 1, \]

where

(8.32) \[ A_{k,1}(n) = \sum_{0 \leq h < k, (h,k)=1} \epsilon\left(h', \frac{h'k - 1}{2h}, 2h' + 2h, \frac{h'k - 1}{h} + k\right)^{-1} \]

\[ \cdot \exp \left\{ -\frac{\pi i}{8} \left( \frac{h'k - 1}{kh} + 1 \right) - 2\pi i n \frac{h}{k} \right\}, \quad k \equiv 1 \pmod{2}, \]

with \( h' \) defined by (7.31) and the \( \epsilon \) of (8.21). Similarly (7.48), (7.46), and (7.47) reduce to

(8.33) \[ a_n^{(2)} = 2^{-7/4} \pi e^{-\pi i/8} \sum_{l \equiv 0 \pmod{2}} \sum_{l > 0} \frac{1}{l} A_{l',1}(n) \frac{1}{(n + 7/8)^{3/4}} \]

\[ \cdot I_{8/3} \left( \frac{2\pi (n + 7/8)^{1/2}}{l^{3/2}} \right), \quad n \geq 0, \]

where \( l' \) is given by (7.49) and

(8.34) \[ A_{k,1}(n) = \sum_{0 \leq h < k, (h,k)=1} \epsilon\left(h^{iv}, \frac{k/2-h}{2h}, 2h^{iv} + 2h, \frac{(k/2-h)h^{iv} - 1}{h} + \frac{k}{2} - h\right)^{-1} \]

\[ \cdot \exp \left\{ -\frac{7\pi i}{4} \frac{h}{k} - \frac{\pi i}{8} \left( \frac{h^{iv}k - 2}{kh} + 1 \right) - 2\pi i n \frac{h}{k} \right\}, \quad \text{if } k \equiv 0 \pmod{4}, \]
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\[
A_{k,1}^{(2)}(n) = \sum_{\substack{0 \leq h < k \leq \lfloor \frac{h}{2} \rfloor \atop (h,k)=1}} \epsilon \left( \frac{h'''}{2}, \frac{(k-2h)h'''}{4h}, \frac{2h'''}{2h}, \frac{(k-2h)h'''}{2h} - 2h+k \right)^{-1} \cdot \exp \left\{ -\frac{7\pi i}{4} \frac{h}{k} - \frac{\pi i}{8} \left( \frac{h'''}k + 1 \right) - 2\pi i \frac{h}{k} \right\}, \text{ if } k \equiv 1 \text{ (mod 2)},
\]

with \( h''', h'' \) defined by (7.33) and (7.34) and the \( \epsilon \) of (8.21).

The Bessel functions which occur in (8.31) and (8.33) are of order half an odd-integer and hence may be expressed in terms of elementary functions. Doing this we find that these equations may be written in the form

\[
an^{(1)} = \frac{1}{2\pi} e^{-\pi i/8} \sum_{k \equiv 1 \text{ (mod 2)} \atop k>0} k^{1/2} A_{k,1}^{(1)}(n) \frac{d}{dn} \left[ \frac{\sinh \frac{n}{k}}{n^{1/2}} \right]
\]

and

\[
an^{(2)} = \frac{1}{2\pi} e^{-\pi i/8} \sum_{l \equiv 0 \text{ (mod 2)} \atop l>0} l^{1/2} A_{l,1}^{(2)}(n) \frac{d}{dn} \left[ \frac{\sinh \frac{(2l + 7/8)n}{2l}}{n + 7/8} \right].
\]

The expansion of \( F((At+B)/(Ct+D)) \), for \( \tau' = (At+B)/(Ct+D) \) any modular transformation, can now be obtained from (7.6). However we shall consider only three particular cases from which we shall get expansions for \( \varphi_2(0|\tau)^{-1} \), \( \varphi_3(0|\tau)^{-1} \), and \( \varphi_4(0|\tau)^{-1} \). Two of these are to be found from (8.24) and (8.25). We insert the values (8.26) and have

\[
F(\tau) = 2^{-1/2} e^{-\pi i/8} e^{7\pi i/4} \sum_{m=-1}^{\infty} (-1)^m a_m^{(2)} e^{2\pi im\tau}
\]

and

\[
F(-1/\tau) = (-i\tau)^{-1/2} \sum_{m=0}^{\infty} a_m^{(1)} e^{\pi im\tau}.
\]

The third expansion is obtained from (7.6) and (7.52) by taking \( A=0, B=-1, C=D=1 \), and the values (8.26). We then find

\[
F\left(\frac{-1}{\tau+1}\right) = (-i(\tau+1))^{-1/2} \sum_{m=0}^{\infty} (-1)^m a_m^{(1)} e^{\pi im\tau}.
\]
A comparison of (8.11) with (8.41), (8.15) with (8.43), and (8.14) with (8.42) then yields the desired expansions

(8.51) \[ \vartheta_2(0 \mid \tau)^{-1} = 2^{-1/2} e^{-7\pi i/8} e^{7\pi i r/8} \sum_{m=-1}^{\infty} (-1)^m a_m^{(2)} e^{2\pi i m r}, \]

(8.52) \[ \vartheta_3(0 \mid \tau)^{-1} = \sum_{m=0}^{\infty} (-1)^m a_m^{(1)} e^{\pi i m r} , \]

(8.53) \[ \vartheta_4(0 \mid \tau)^{-1} = \sum_{m=0}^{\infty} a_m^{(1)} e^{\pi i m r}. \]
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