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A number of recent books deal with the theory of groups of linear transformations and its connection with the theory of algebras\(^1\). Most of the work has been restricted to the case of completely reducible systems or, in other words, to semisimple algebras. There are, however, a number of questions which make it desirable not to neglect the other case. The aim of this and a following paper is a study of such not completely reducible systems, in particular of their regular representations. It appeared necessary to start again right from the beginning of the theory, in order to add a number of remarks to well known results and methods\(^2\). The coefficients of the matrices in this paper are taken from an arbitrary division ring \(K\) (\(=\) skew field or noncommutative field \(K\)). This is a generalization of the ordinary theory which does not always work smoothly. For instance, the (left) rank of a ring of matrices \(A\) is not invariant under similarity transformation. This implies that similar rings \(A\) and \(A\) may have different regular representations. Yet it is possible to derive a number of results which, in the case of a commutative \(K\), imply the fundamental theorems of Frobenius, Burnside, Loewy, I. Schur and Wedderburn.

Sections 1 and 2 deal with a number of group-theoretical remarks. The first of these are concerned with the Jordan-Hölder theorem. The connection between two composition series is studied more closely, and it is proved that sets of residue systems can be chosen such that they can be used in either composition series. Further, the upper and lower Loewy series of a group are studied. It is shown that the \(i\)th factor groups in both have a common constituent. This implies the theorem of Krull and Ore\(^3\) that both series have the same length. In Section 3, the necessary tools from the theory of matrices are described briefly. The following two sections contain an application of the group-theoretical methods to the study of the irreducible and the Loewy constituents of a set of matrices. In Section 6, a number of further remarks are added, for instance a generalization of a theorem of A. H. Clifford\(^4\).

Presented to the Society, April 16, 1938, under the title On groups of linear transformations; received by the editors June 17, 1940.

\(^1\) Cf., for instance, Albert [1, 2], Deuring [7], Murnaghan [17], van der Waerden [28, 29], Wedderburn [30], and, in particular, Weyl [31].

\(^2\) For these results and methods, compare the papers given in the bibliography.

\(^3\) Krull [12] proved this for Abelian groups, Ore [22] in the general case.

\(^4\) Clifford [6].
In the second part, the regular representation stands in the foreground
and, accordingly, we consider systems \( A \) of matrices which form semigroups
(i.e., are closed under multiplication). There exists a certain reciprocity be-
tween \( A \) and its regular representation \( R \). In order to show the inner reason
for this more clearly, we begin Section 7 with a study of group pairs, first in-
troduced by Pontrjagin\(^{(4)}\) in connection with topological investigations. Sec-
tion 8 deals with the regular representation \( R \). It is, for instance, shown that
\( A \) and \( R \) have the same irreducible constituents (except perhaps 0); the num-
ber of Loewy constituents in both is either the same or differs by one. A
number of further results concerning the distribution of the irreducible parts
of the Loewy constituents of \( R \) are proved.

It now follows that the (left) rank \( r \) of an irreducible semigroup \( A \) is di-
visible by the degree \( n \). The quotient \( r/n \) can be expressed by means of prop-
erties of the commuting set (Section 9). This furnishes the basis for the proof
of Wedderburn's theorem, and of the generalized Burnside theorem. In Sec-
tion 10, representations of sets of matrices as direct sums of subsets are stud-
ied. Finally, in Sections 11 and 12, rings \( A \) of matrices of degree \( a \) are
considered which contain all the scalar multiples \( kI \) of the unit matrix \( I \)
\((k \text{ in } K)\). Here, of course, the structure theory of algebras can be obtained
in its full extent. It is proved that if \( B \) is a representation of degree \( b \) of \( A \)
then \( B \) is a constituent of \( ab \times A \). We are further interested in the connection
between the Loewy decomposition of the regular representation, and the
structure of the powers of the radical.

We add here a few remarks concerning the notation: The word ring is
used for noncommutative rings. We use the expression "l-multiplication" by \( a \)
("r-multiplication" by \( a \)) in order to express that an element is multiplied on
its left side (right side) by \( a \). Except in a few places, there would be no re-
striction in assuming that the system \( A \) of matrices forms a ring, but it seems
more logical to mention only those properties which are actually needed. Thus
\( A \) can first be any system of matrices, later any semigroup (see above), and
in the last section it is assumed to be a ring. The zero-matrix, with any num-
ber of rows and columns, is denoted by 0, the unit matrix by \( I \), or more clearly
by \( I_n \) if \( n \) is the degree. Places in matrices or sets of matrices which are left
blank are to be filled out with 0-matrices, and stars are used for elements in
whose form we are not interested.

1. Remarks on composition series

1. We consider groups \( G \) with a given set of operators\(^{(4)}\) \( \Gamma \) which have a
finite composition series

\[
G = G_0 \supset G_1 \supset \cdots \supset G_r = \{1\}.
\]

\(^{(4)}\) Pontrjagin [23].
\(^{(4)}\) Cf., for instance, van der Waerden [28, vol. I, §38]. It is easy to extend the definitions
Let $\mathcal{S}$ be a second group with the same operators which has a composition series

$$\mathcal{S} = \mathcal{S}_0 \supset \mathcal{S}_1 \supset \cdots \supset \mathcal{S}_s = \{1\}.$$  

We assume that a homomorphism $\theta$ is given which maps $\mathcal{S}$ upon a normal subgroup $\mathcal{S}^*$ of $\mathcal{S}$, $\mathcal{S}^* \subseteq \mathcal{S}$.

(1.1A) We can choose complete residues systems $\mathcal{P}_\rho$ of $\mathcal{S}_\sigma-1$ (mod $\mathcal{S}_\rho$) and $\mathcal{Q}_\sigma$ of $\mathcal{S}_\sigma-1$ (mod $\mathcal{S}_\sigma$), ($\rho = 1, 2, \cdots, r; \sigma = 1, 2, \cdots, s$) such that (a) $\theta$ either maps $\mathcal{Q}_\sigma$ on a $\mathcal{P}_\rho$ in a (1-1) manner and $\mathcal{S}_\sigma-1\mathcal{S}_\rho = \mathcal{S}_\sigma-1\mathcal{S}_\rho$, or $\theta$ maps $\mathcal{Q}_\sigma$ on 1. (b) Each $\mathcal{P}_\rho$ is the image of at most one $\mathcal{Q}_\sigma$.

**Proof.** We denote by $H^*$ the image on which $\theta$ maps the element $H$ of $\mathcal{S}$. Similarly, let $\mathcal{S}^*$ be the image of an arbitrary subset $\mathcal{S}$ of $\mathcal{S}$. We choose arbitrary residue systems $\mathcal{Q}_\sigma$ for $\mathcal{S}_\sigma-1$ (mod $\mathcal{S}_\sigma$) which contain the unit element. Every $H$ in $\mathcal{S}$ possesses a unique representation

$$H = Q_1 Q_2 \cdots Q_s, \quad Q_s \text{ in } \mathcal{Q}_s;$$

we have $\mathcal{S}_s = \mathcal{Q}_{s+1} \mathcal{Q}_{s+2} \cdots \mathcal{Q}_s$. If we change $\mathcal{Q}_s$ by multiplying its elements by elements of $\mathcal{S}_s$, we can obtain the most general residue system of $\mathcal{S}_s-1$ (mod $\mathcal{S}_s$). By a succession of such changes, we shall arrive at a set of residue systems for which (1.1A) holds.

We assume that (1.1A) holds for groups $\mathcal{S}$ which have a shorter composition series than (1). In particular, (1.1A) will be true for $\mathcal{S}_1$ in place of $\mathcal{S}$. If $\mathcal{S}^* \subseteq \mathcal{S}$, then we may apply (1.1A) to $\mathcal{S}_1$ and $\mathcal{S}$ and see that it also holds for $\mathcal{S}_1$ and $\mathcal{S}$; the residue system $\mathcal{P}_1$ can be taken arbitrarily.

If $\mathcal{S}^*$ is not a subgroup of $\mathcal{S}_1$, then $\mathcal{S}^* \mathcal{S}_1 = \mathcal{S}$. Let $j$ be the first integer for which $\mathcal{S}^* \mathcal{S}_i \neq \mathcal{S}$. Then $\mathcal{S}^* \mathcal{S}_i$ is a proper normal subgroup of $\mathcal{S}^* \mathcal{S}_i \mathcal{S}_1 = \mathcal{S}$ which contains $\mathcal{S}_i$. Hence $\mathcal{S}^* \mathcal{S}_i = \mathcal{S}_i$, i.e., $\mathcal{S}^* \subseteq \mathcal{S}_i$. We can define a homomorphic mapping of $\mathcal{S}_{j-1}/\mathcal{S}_j$ upon $\mathcal{S}^* \mathcal{S}_i/\mathcal{S}^* \mathcal{S}_i = \mathcal{S}/\mathcal{S}_i$ by

$$H \mathcal{S}_i \rightarrow H^* \mathcal{S}^* \mathcal{S}_i = H^* \mathcal{S}_i, \quad H \text{ in } \mathcal{S}_{j-1}.$$ 

Since $\mathcal{S}_{j-1}/\mathcal{S}_j$ is simple, this is an isomorphism. It follows that $\mathcal{Q}^*$ is a complete residue system $\mathcal{P}_1$ of $\mathcal{S}$ (mod $\mathcal{S}_1$).

Thus for every $H$ of $\mathcal{S}$, the element $(H^{-1})^*$ will lie in some residue class $Q^* \mathcal{S}_1$ with $Q_j$ in $\mathcal{Q}_j$, and then $(HQ_j)^*$ will lie in $\mathcal{S}_1$. In particular, we can multiply the elements of $\mathcal{Q}_j$ ($\sigma = 1, 2, \cdots, j-1$) by such elements of $\mathcal{Q}_j$ that $\theta$ maps the products on elements of $\mathcal{S}_1$. In this manner, we obtain a new residue system of $\mathcal{S}_{\sigma-1}$ (mod $\mathcal{S}_\sigma$) which we shall use instead of $\mathcal{Q}_\sigma$ and de-
note by $\mathfrak{G}_\sigma$ again. We then have $\mathfrak{G}_\sigma^* \subseteq \mathfrak{G}_1$ ($\sigma \leq j - 1$). For $\sigma > j$, we have $\mathfrak{G}_\sigma^* \subseteq \mathfrak{G}_1^* \subseteq \mathfrak{G}_1$. Hence $\mathfrak{G}_\sigma^* \subseteq \mathfrak{G}_1$, for $\sigma \neq j$.

The elements $H$ of $\mathfrak{G}$, whose image $H^*$ lies in $\mathfrak{G}_1$, form a normal subgroup $\mathfrak{G}'$ of $\mathfrak{G}$. Obviously, $\mathfrak{G}'$ consists of those elements $(3)$ for which $\mathfrak{Q}_j = 1$. If we set $\mathfrak{G}' = [\mathfrak{G}, \mathfrak{G}']$, $\mathfrak{G}'$ is obtained from $\mathfrak{G}_e = \mathfrak{G}_{e+1} \mathfrak{G}_{e+2} \cdots \mathfrak{G}_s$ by removing the factor $\mathfrak{G}_j$ (if it appears). The groups

$$\mathfrak{G}' \supseteq \mathfrak{G}_1' \supseteq \cdots \supseteq \mathfrak{G}_{j-1}' = \mathfrak{G}_j' \supseteq \mathfrak{G}_{j+1}' \supseteq \cdots \supseteq \mathfrak{G}_s' = \{1\}$$

form a composition series, and $\mathfrak{G}_1$, $\cdots$, $\mathfrak{G}_{j-1}$, $\mathfrak{G}_{j+1}$, $\cdots$, $\mathfrak{G}_s$ are a corresponding set of residue systems; $\mathfrak{G}'_{\sigma-1}/\mathfrak{G}_1' \simeq \mathfrak{G}_{\sigma-1}/\mathfrak{G}_{\sigma}$ for $\sigma \neq j$. Since $\theta$ maps $\mathfrak{G}'$ on the normal subgroup $[\mathfrak{G}^*, \mathfrak{G}_1]$ of $\mathfrak{G}_1$, we may apply the statement (1.1A) to the groups $\mathfrak{G}_1$ and $\mathfrak{G}'$ (in place of $\mathfrak{G}$ and $\mathfrak{G}$), in which case it is assumed to be true. We may have to change the residue classes $\mathfrak{G}_1$, $\cdots$, $\mathfrak{G}_{j-1}$, $\mathfrak{G}_{j+1}$, $\cdots$, $\mathfrak{G}_s$ still further by multiplying the elements of $\mathfrak{G}_s$ by elements of $\mathfrak{G}_s'$. But because $\mathfrak{G}'_1 \subseteq \mathfrak{G}_s$, this change is also possible in the set of residue classes belonging to (2). This shows that (1.1A) is correct for $\mathfrak{G}$ and $\mathfrak{G}'$.

At the same time we see

(1.1B) The conditions of (1.1A) can be satisfied by choosing the elements of each $\mathfrak{G}_\sigma$ from a certain subgroup $\mathfrak{A}_\sigma$ of $\mathfrak{G}$, and each $\mathfrak{B}_\sigma$ either as the image of such a $\mathfrak{A}_\sigma$ or as an arbitrary residue system of $\mathfrak{G}_{\sigma-1}$ modulo $\mathfrak{G}_\sigma$.

2. If $\mathfrak{G}^* = \mathfrak{G}$, every $\mathfrak{B}_\sigma$ will appear in the form $\mathfrak{G}_\sigma^*$. If, on the other hand, the homomorphism $\theta$ is an isomorphism, every $\mathfrak{G}_\sigma^*$ will appear as a $\mathfrak{B}_\sigma$. We now take $\mathfrak{G} = \mathfrak{G}$ and $\theta$ as the identical mapping. Then (1.1A) gives the Jordan-Hölder theorem and the first part of the following theorem:

(1.2A) If two composition series of $\mathfrak{G}$ are given, the residue systems $\mathfrak{B}_\sigma$ can be chosen such that they can be used in both composition series (in a different arrangement). It is possible to carry one arrangement of the $\mathfrak{B}_\sigma$ into the other one by successively interchanging two consecutive $\mathfrak{B}_\sigma$ such that each intermediate arrangement also belongs to a composition series of $\mathfrak{G}$.

In order to prove the second part, we use the same notation as in §1.1. We now have $r = s$, $\mathfrak{B}_1 = \mathfrak{A}_1$, $\mathfrak{B}' = \mathfrak{G}_1$. The element

$$Q_{i-1}^{-1}Q_iQ_{i-1}^{-1}, \quad Q_i \text{ in } \mathfrak{A}_i, \text{ } Q_{i-1} \text{ in } \mathfrak{A}_{i-1},$$

lies in $\mathfrak{G}'$ and in $\mathfrak{G}_{j-1}$, if $j > 1$. Since $[\mathfrak{G}', \mathfrak{G}_{j-1}] = \mathfrak{G}_j$, it follows that $Q_{i-1}$ and $Q_i$ commute (mod $\mathfrak{G}_j$). If we interchange $\mathfrak{G}_{j-1}$ and $\mathfrak{G}_j$ in $\mathfrak{A}_1$, $\mathfrak{A}_2$, $\cdots$, $\mathfrak{A}_s$, we obtain a set of residue systems belonging to the composition series.

(7) In a similar manner, we can prove a theorem which has the same relation to Schreier's extension of the Jordan-Hölder theorem (Schreier [25], Zassenhaus [32]) as (1.1A) has to the Jordan-Hölder theorem itself.
because \( Q_{j-1} Q_j = Q_j Q_{j-1} Q_j \) and \( Q_{j-2} = Q_{j-1} Q_{j+1} Q_{j+2} \ldots Q_j \). We next interchange \( Q_j \) with \( Q_{j-2} \), etc., until \( Q_j \) finally stands at the first place. If (1.2A) is true for \( Q_1 \), as we may assume, it now follows for \( G \).

2. LOEWEY SERIES

1. A group \( G \) is completely reducible\(^*\), if it is the direct product of simple groups \( G_1, G_2, \ldots, G_r \). As indicated by this notation,

\[
G = G_1 G_2 \cdots G_r, \quad G_1 = G_2 \cdots G_r, \ldots, G_{r-1} = G_r, \quad G_r = \{1\}
\]

is a composition series. Every normal simple subgroup \( M \) of \( G \) is completely reducible and is a direct factor, i.e., \( G = M \times N \), where \( N \) is a normal subgroup of \( G \). Because \( G/M \cong N \), the factor group \( G/M \) is also completely reducible.

If \( A \) is a normal subgroup of an arbitrary group \( G \), we say that \( A \) is completely reducible with regard to \( G \), if \( A \) is the direct product of minimal normal subgroups of \( G \). More generally, if \( A \) and \( B \) are normal subgroups of \( G \) and \( A \supseteq B \), we say that \( A/B \) is completely reducible with regard to \( G \), if \( A/B \) is completely reducible with regard to \( G/B \). If we add the inner automorphism of \( G \) to the operators of the groups considered (subgroups of \( G \) and factor groups formed out of them), then complete reducibility of \( A/B \) with regard to \( G \) means the same as ordinary complete reducibility of \( A/B \). In the case of abelian groups \( G \), the words “with regard to \( G \)” can always be omitted.

For any group \( G \), we prove easily:

\( (2.1A) \) If \( A \) and \( M \) are normal subgroups of \( G \) which are completely reducible with regard to \( G \), the same is true for \( AM \).

**Proof.** We add the set of all inner automorphisms of \( G \) to the set of operators. If \( D = [G, M] \), we may set \( E = G_1 \times D \), \( M = G_1 \times D \), where \( G_1 \) and \( D \) are normal subgroups of \( G \). We then have \( E M = G_1 \times M_1 \times D \), since \([G_1, M_1 \times D] = \{1\} \). This shows that (2.1A) is true.

\( (2.1B) \) If \( A, B \) and \( Z \) are normal subgroups of \( G \), where \( B \subseteq A \), and \( A/B \) is completely reducible with regard to \( G \), then \([Z, A]/[Z, B] \) is completely reducible with regard to \( G \), and isomorphic with a normal subgroup of \( A/B \).

**Proof.** We extend the domain of operators as in the proof of (2.1A). The statement is a consequence from the fact that \([Z, A]/B \cong [Z, A]/[Z, A, B] = [Z, A]/[Z, B] \), since \([Z, A]/B \) is a normal subgroup of \( A/B \).

\( (2.1C) \) If \( B \) and \( C \) are normal subgroups of \( G \), where \( BC/B \) and \( BC/C \) are both completely reducible with regard to \( G \), so is \( BC/[B, C] \).

**Proof.** From (2.1B) it follows that \([BC, C] /[B, C] = C/[B, C] \) is completely reducible.

\(^*\) Cf. van der Waerden [28, vol. 1, p. 143].
pletely reducible with regard to $\mathcal{G}$. The same is true for $\mathcal{B}/[\mathcal{B}, \mathcal{C}]$. Then (2.1A) shows that $\mathcal{BC}/[\mathcal{B}, \mathcal{C}]$ is completely reducible with regard to $\mathcal{G}/[\mathcal{B}, \mathcal{C}]$, and hence with regard to $\mathcal{G}$.

2. A Loewy series of $\mathcal{G}$ is a series of normal subgroups of $\mathcal{G}$:

$\mathcal{G} = \mathcal{M}_0 \supset \mathcal{M}_1 \supset \mathcal{M}_2 \supset \cdots \supset \mathcal{M}_{t-1} \supset \mathcal{M}_t = \{1\}$

in which each factor group $\mathcal{M}_{t-1}/\mathcal{M}_t$ is completely reducible with regard to $\mathcal{G}$.

Of special importance is the lower Loewy series (or lower cover series of $\mathcal{G}$). Here $\mathcal{M}_{t-1}$ is the normal cover ("Sockel") of $\mathcal{G}$, i.e., the union of all minimal normal subgroups of $\mathcal{G}$. It follows from (2.1A) that $\mathcal{M}_{t-1}$ is completely reducible with regard to $\mathcal{G}$. More generally, we take for $\mathcal{M}_{t-1}$ the group for which $\mathcal{M}_{t-1}/\mathcal{M}_r$ is the normal cover of $\mathcal{G}/\mathcal{M}_r$ ($r = t, t-1, \cdots$). Then we actually obtain a Loewy series of $\mathcal{G}$. Obviously, $\mathcal{M}_{t-1}$ is the largest group which can precede $\mathcal{M}_t$ in any Loewy series of $\mathcal{G}$.

Let $\mathcal{S}$ be a second group, and

$\mathcal{S} = \mathcal{N}_0 \supset \mathcal{N}_1 \supset \mathcal{N}_2 \supset \cdots \supset \mathcal{N}_{u-1} \supset \mathcal{N}_u = \{1\}$

be a Loewy series of $\mathcal{S}$. We then state

(2.2A) Let $\theta$ be a homomorphic mapping of $\mathcal{S}$ upon a subgroup $\mathcal{S}^*$ of $\mathcal{G}$ ($\mathcal{S}^* \subseteq \mathcal{G}$) which maps normal subgroups $\mathcal{N}$ upon normal subgroups $\mathcal{N}^*$ of $\mathcal{G}$. If (5) is the lower Loewy series of $\mathcal{G}$, and (6) any Loewy series of $\mathcal{S}$, then

$\mathcal{N}_{u-1}^* \subseteq \mathcal{M}_{t-1}$, $\mathcal{N}_{u-2}^* \subseteq \mathcal{M}_{t-2}$, \cdots, $\mathcal{N}_{u-r}^* \subseteq \mathcal{M}_{t-r}$, \cdots.

Proof. Let $\mathcal{N}$ be a minimal normal subgroup of $\mathcal{S}$. If its image $\mathcal{N}^*$ contains a normal subgroup $\mathcal{L}$ of $\mathcal{G}$ with $\{1\} \subseteq \mathcal{L} \subseteq \mathcal{N}^*$, the elements of $\mathcal{N}$ which are mapped upon elements of $\mathcal{L}$ form a proper subgroup of $\mathcal{N}$ which is normal in $\mathcal{S}$. This is impossible, and hence $\mathcal{N}^*$ is a minimal normal subgroup of $\mathcal{G}$, and belongs therefore to $\mathcal{M}_{t-1}$, the normal cover of $\mathcal{G}$. It now follows easily that $\mathcal{N}_{u-1}^* \subseteq \mathcal{M}_{t-1}$. The mapping $\theta$ induces a homomorphic mapping of $\mathcal{S}/\mathcal{N}_{u-1}$ upon a subgroup of $\mathcal{G}/\mathcal{M}_{t-1}$, which maps normal subgroups upon normal subgroups. Using the same argument, we obtain $(\mathcal{N}_{u-2}/\mathcal{N}_{u-1})^* \subseteq (\mathcal{M}_{t-2}/\mathcal{M}_{t-1})$, and hence $\mathcal{N}_{u-r}^* \subseteq \mathcal{M}_{t-r}$, etc.

3. The dual of the lower Loewy series is the upper Loewy series or upper cover series. Here, $\mathcal{M}_r$ is the upper cover of $\mathcal{M}_{r-1}$, i.e., the intersection of all maximal normal subgroups of $\mathcal{M}_{r-1}$, $r = 1, 2, \cdots$. We see successively that $\mathcal{M}_1$, $\mathcal{M}_2$, \cdots are normal in $\mathcal{G}$. Then $\mathcal{M}_t$ can also be defined as the intersection of the normal subgroups of $\mathcal{G}$ which are maximal in $\mathcal{M}_{r-1}$. From

(*) Remak [24], Cf. also Ore [22].

(**) This assumption is necessary whereas in the dual theorem (2.3A) it is sufficient to assume that $\mathcal{S}^*$ is normal in $\mathcal{G}$.

(***) Ore [22].
(2.1C) it follows easily that $M_{r-1}/M_r$ is completely reducible with regard to $G$, so that we actually have a Loewy series. Obviously, $M_r$ is the smallest group which can follow $M_{r-1}$ in any Loewy series of $G$.

We now show

(2.3A) Let $\theta$ be a homomorphic mapping of $A$ upon a normal subgroup $B$ of $G$ ($B* \subseteq G$). If (6) is the upper Loewy series of $B$, and (5) any Loewy series of $G$, then $R_\rho \subseteq R_\sigma$ ($\rho = 1, 2, \ldots$) where $R_\rho$ again denotes the image of $R_\rho$.

Proof. Without restriction, we may assume that to every inner automorphism of $G$ there corresponds an operator in $\Gamma$ which produces this automorphism. Form

$$[G, G] = [G*, G] \supseteq [G*, M_1] \supseteq [G*, M_2] \supseteq \cdots$$

The distinct groups in (5') form a Loewy series as follows from (2.1B), and $\theta$ maps $A$ upon $\bar{G}$. We replace $G$ by $\bar{G}$, and (5) by this Loewy series. If we can prove (2.3A) in this case, it also will be true in the original case. It is, therefore, sufficient to prove (2.3A) in the case where $G = B*$. Here, $R_\rho$ is a normal subgroup of $G$. The totality of elements of $B$ whose images lie in $M_\rho$ form a normal subgroup $\mathcal{X}$ of $G$. We map $A/\mathcal{X}$ upon $G/M_\rho$ by $H \rightarrow H^*/M_\rho$ ($H$ in $G$).

Since $H^*/M_\rho = M_\rho$ only if $H$ is in $\mathcal{X}$, this mapping is an isomorphism. With $G/M_\rho$, then $A/\mathcal{X}$ also is completely reducible, and hence $\mathcal{X}$ contains the upper cover $R_\rho$ of $A$. This implies $R_\rho \subseteq M_\rho$. If for $M_\rho$, $R_\rho$, and the mapping induced by $\theta$ the statement has been proved, as we may assume, it now follows for $G$, $\bar{G}$ and the mapping $\theta$.

4. We now consider the case that $G = H$, and $\theta$ is the identical isomorphism. From (2.2A) it follows that any Loewy series (6) of $G$ has at least the same length as the lower Loewy series (5), since for $u < t$ we would have $R_\rho = G \subseteq M_{t-u} \subseteq M_0 = G$. Similarly, it follows from (2.3A) that any Loewy series has at least the same length as the upper Loewy series. (If we use the notation of (5) and (6) for these series, and if we have $t < u$, then $\{1\} = M_\rho \supseteq R_\rho \neq \{1\}$ which is impossible.) If we take for (5) the lower and for (6) the upper Loewy series of $G = H$, we have $t = u$, hence

(2.4A) The lower and the upper Loewy series of $G$ have the same length.

From (2.3A), we obtain $R_\rho \subseteq M_\rho$ in our case. If we had $R_{\rho-1} \subseteq M_\rho$, we could apply (2.3A) to the Loewy series

$$M_\rho \supseteq M_{\rho+1} \supseteq \cdots \supseteq M_u = \{1\}, \quad R_{\rho-1} \supseteq R_\rho \supseteq \cdots \supseteq R_u = \{1\},$$

of which the second one is the upper Loewy series of $R_{\rho-1}$. We then find $R_\rho \subseteq M_{\rho+1}, \ldots, R_{\rho-1} \subseteq M_u = \{1\}$ which is impossible. Consequently, $R_{\rho-1}$ contains elements which do not belong to $M_\rho$, and hence $R_\rho \subseteq [R_{\rho-1}, M_\rho] \subseteq R_{\rho-1}$ and $M_\rho \subseteq R_{\rho-1} M_\rho \subseteq R_{\rho-1}$. Since $R_{\rho-1} M_\rho / M_\rho \cong R_{\rho-1} / [R_{\rho-1}, M_\rho]$, we obtain

(2.4B) The $\rho$th factor groups $M_{\rho-1}/M_\rho$ and $R_{\rho-1}/R_\rho$ of the lower and upper

---

(12) Krull [12], Ore [22], cf. (4).
Loewy series of \( \mathfrak{G} \) contain at least one pair of isomorphic normal subgroups \((\neq \{1\})\).

5. We assume now that \( \mathfrak{G} \) is abelian, or, more generally, that all the inner automorphisms of \( \mathfrak{G} \) belong to the set of operators. We consider a composition series of \( \mathfrak{G} \),
\[
\mathfrak{G} = \mathfrak{G}_0 \supset \mathfrak{G}_1 \supset \cdots \supset \mathfrak{G}_r = \{1\},
\]
and a corresponding set of residue systems \( \mathfrak{P}_1, \mathfrak{P}_2, \ldots, \mathfrak{P}_r \). With regard to a later application, it is desirable to give a method of obtaining the lower Loewy series. It may happen that a \( \mathfrak{P}_s \) can be chosen to be a (normal) subgroup of \( \mathfrak{G} \); we call these \( \mathfrak{P}_s \) the residue systems of lowest kind. We state

\[(2.5A) \text{ The normal cover of } \mathfrak{G} \text{ is equal to the product of the residue systems } \mathfrak{P}_s \text{ of lowest kind, if these are chosen to be normal subgroups of } \mathfrak{G}.\]

**Proof.** It is clear that all these \( \mathfrak{P}_s \) belong to the normal cover \( \mathfrak{G} \) of \( \mathfrak{G} \). We determine a set of residue systems \( \mathfrak{Q}_1, \mathfrak{Q}_2, \ldots, \mathfrak{Q}_s \) of a composition series of \( \mathfrak{G} \) such that each \( \mathfrak{Q}_s \) is a minimal normal subgroup of \( \mathfrak{G} \) (cf. \$2.1), and apply the method of \$1.1 to \( \mathfrak{G}, \mathfrak{D}, \) and the identical mapping. If \( j \) has the same significance as in \$1.1, we may assume that \( j=1 \), since the \( \mathfrak{Q}_s \) here can be permuted arbitrarily. No modification of the \( \mathfrak{Q}_s \) is necessary, and one \( \mathfrak{P}_s \) can be replaced by \( \mathfrak{Q}_1 \). This shows that this \( \mathfrak{P}_s \) is of lowest kind. After the next step, one \( \mathfrak{P}_s \) will be replaced by \( \mathfrak{Q}_2 \), etc. Since \( \theta \) is a (1-1) mapping, every \( \mathfrak{Q}_1 \) will finally appear. This shows that the number of residue classes of lowest kind cannot be smaller than \( s \). The product of these \( \mathfrak{P}_s \), chosen as normal subgroups of \( \mathfrak{G} \), must give the full normal cover \( \mathfrak{M}_{t-1} \) as stated in (2.5A).

We now remove these \( \mathfrak{P}_s \) of lowest kind from \( \mathfrak{P}_1, \mathfrak{P}_2, \ldots, \mathfrak{P}_r \) and work from now on modulo \( \mathfrak{M}_{t-1} \). It is clear that the remaining \( \mathfrak{P}_\lambda \) form a system of residue classes belonging to a composition series of \( \mathfrak{G}/\mathfrak{M}_{t-1} \). Again we single out the residue systems which now are of lowest kind, and choose them such that their elements \((\text{mod } \mathfrak{M}_{t-1})\) form normal subgroups of \( \mathfrak{G}/\mathfrak{M}_{t-1} \). Their product, multiplied by \( \mathfrak{M}_{t-1} \) gives the group \( \mathfrak{M}_{t-1} \) in the lower Loewy series. Continuing in this manner, we can obtain this series.

3. Matrices in a division ring

1. There is no difficulty in extending the ordinary theory of matrices to the case in which the coefficients of the matrices are taken from a fixed division ring \( K \) (instead of a field). Of course, the products \( \rho A \) and \( A \rho \) of a matrix \( A \) and a "scalar" \( \rho \) from \( K \) will in general be different. Otherwise, there is no difference, as we are not interested in the question of the determinant here. A square matrix \( M \) of degree \( n \) is nonsingular if there exists a reciprocal \( M^{-1} \) with \( MM^{-1} = M^{-1}M = I_n \) where \( I_n = (\delta_{\lambda\kappa}) \), \( \delta_{\lambda\kappa} = 1 \), \( \delta_{\kappa\lambda} = 0 \) for \( \kappa \neq \lambda \), is the unit matrix of degree \( n \).

\((^{(13)})\) Any admissible subgroup now is normal.
Let $M_1, M_2, \cdots, M_q$ be matrices of the same type $(m, n)$, i.e., with $m$ rows and $n$ columns. We say that the matrices are $l$-independent, if no linear relation $a_1 M_1 + \cdots + a_q M_q = 0$ exists with coefficients $a_i$ in $K$, except for $a_1 = a_2 = \cdots = a_q = 0$. Similarly, the matrices are $r$-independent, if no relation $M_1 a_1 + \cdots + M_q a_q = 0$ exists, except for $a_1 = \cdots = a_q = 0$. The $l$-rank of a set $M$ of matrices of the same type is defined as the maximum number $z$ of $l$-independent matrices of $M$, and any $z$ such $l$-independent matrices form an $l$-basis of $M$. Correspondingly, the $r$-rank of $M$ and $r$-basis of $M$ are defined.

2. There is also no difficulty in introducing $n$-dimensional vector-spaces $V$ over a division ring $K$, and extending the elementary properties of ordinary vector spaces. We arrange the $n$ components $x_k$ of a vector $X$ with regard to a fixed basis in a column (matrix of type $(n, 1)$). We consider two operations for vectors, addition and $r$-multiplication with elements of $K$; these operations appear as a special case of the corresponding operations with matrices. The vector space $V$ is an abelian group with addition as group-combination, which possesses the elements of $K$ as operators. It is the direct sum of $n$ simple groups.

We may also consider a second set of vectors $U$ which are given by rows (i.e., matrices of type $(1, n)$). Here we have an addition and an $l$-multiplication of vectors with elements of $K$. We denote such vectors as contragredient vectors.

A matrix $A = (a_{k\lambda})$ of type $(m, n)$ defines a homomorphic mapping of an $n$-dimensional vector space upon a subspace of an $m$-dimensional vector space: $X \to X^* = AX$, provided that in both spaces coordinate systems have been chosen. The matrix $A$ also defines a homomorphic mapping of an $m$-dimensional contragredient space upon a subspace of an $n$-dimensional contragredient space: $U \to U^* = UA$.

3. Let $m = m_1 + m_2 + \cdots + m_k$ and $n = n_1 + n_2 + \cdots + n_l$ be partitions of $m$ and $n$. We often write matrices $A$ of type $(m, n)$ in the form $(A_{k\lambda})$ where $A_{k\lambda}$ itself is a matrix of type $(m_k, n_l)$. We then say that $A$ has been broken up according to the scheme $(m_1, \cdots, m_k \mid n_1, \cdots, n_l)$. If $B = (B_{k\lambda})$ is a matrix of type $(n, r)$ which is broken up according to a scheme $(n_1, \cdots, n_l \mid r_1, \cdots, r_q)$, then $AB = (\sum_{k\lambda} A_{k\lambda} B_{k\lambda})$, i.e., the product can be formed as if $A_{k\lambda}$ and $B_{k\lambda}$ are scalars, provided that the right-hand side has a meaning. The corresponding fact holds for sums of matrices; here $A$ and $B$ must be broken up according to the same scheme.

We also break up the $n$-dimensional vector $X$ into an $n_1$-dimensional vector $X_1$, an $n_2$-dimensional vector $X_2$, \cdots, an $n_l$-dimensional vector $X_l$. The matrices of the following linear transformations are of importance.

\[
T_{ij}(Q): \quad X_i^* = X_k \quad (k \neq i), \quad X_i^* = X_i + Q X_j;
\]

\[
Z_{ij}: \quad X_i^* = X_k \quad (k \neq i, j), \quad X_i^* = X_i, \quad X_i^* = X_i;
\]

\[
W_i(P): \quad X_i^* = X_k \quad (k \neq i), \quad X_i^* = PX_i;
\]
where $Q$ is a matrix of type $(n_1, n_2, \ldots, n_i)$, and $P$ a nonsingular matrix of degree $n_i$. We denote by $A_c$ a matrix in which the columns are broken up according to the scheme $(n_1, n_2, \ldots, n_i)$, by $A_r$ a matrix in which the rows have been broken up in this manner, by $A$ a square matrix in which both rows and columns have been broken up in this manner. By combining the corresponding linear transformations, we obtain easily

(3.3A) The matrix $A_cT_{ij}(Q)$ is obtained from $A_c$ by adding the $i$th column, $r$-multiplied by $Q$, to the $j$th column; $T_{ij}(Q)^{-1}A_r$ is obtained from $A_r$ by subtracting the $j$th row, $l$-multiplied by $Q$, from the $i$th row. Finally, $T_{ij}(Q)^{-1}AT_{ij}(Q)$ is obtained from $A$ by performing these two operations successively.

(3.3B) The matrix $A_cZ_{ij}$ is obtained from $A_c$ by interchanging the $i$th column and $j$th column; $Z_{ij}^{-1}A_r$ is obtained from $A_r$ by interchanging the $i$th and $j$th row; $Z_{ij}^{-1}AZ_{ij}$ is obtained from $A$ by performing both operations.

(3.3C) The matrix $A_cW_i(P)$ is obtained from $A_c$ by $r$-multiplying the $i$th column by $P$; $W_i(P)^{-1}A_r$ is obtained from $A_r$ by $l$-multiplying the $i$th row by $P^{-1}$; and $W_i(P)^{-1}AW_i(P)$ is obtained from $A$ by performing both operations.

4. The operations in §3.3 can be used in particular if all the numbers $n_\lambda$ are equal to 1, i.e., if the matrices $A = (a_{\lambda\lambda})$ are taken in their original form. We perform with $A$ a succession of operations of the kind mentioned in (3.3A), (3.3B), (3.3C). This amounts to a succession of $l$-multiplications and $r$-multiplications of $A$ by nonsingular square matrices. The new matrix then has the form $GAH$ where $G$ and $H$ are themselves nonsingular square matrices. It can easily be seen that the operations may be chosen such that the new matrix has the form (14)

\[
G AH = \begin{pmatrix}
I_{\rho} & 0 \\
0 & 0
\end{pmatrix}.
\]

Here, $\rho$ is an integer, the rank of $A$; and $\rho \leq m, \rho \leq n$.

We now can discuss the solution of linear equations

\[
\sum_{\lambda=1}^{n} a_{\lambda\kappa} x_\lambda = b_\kappa, \quad \kappa = 1, 2, \ldots, m,
\]

or, in matrix form, $AX = B$, where $B$ is an $m$-dimensional vector. We set $X = HX^*$, $X^* = H^{-1}X$. Then (8) becomes identical with $(GAH)X^* = GB$, in which form it can easily be solved because of (7). In particular, in the homogeneous case $B = 0$, we have exactly $n-\rho$ $r$-independent solutions $X$ of (8). This shows that the rank $\rho$ of $A$ is uniquely determined by $A$. We may also characterize $\rho$ as the $r$-rank of the set of vectors $B$ which are obtained from

(14) The second row or the second column on the right side may be missing.
(8), if \( X \) ranges over all \( n \)-dimensional vectors. If the division ring \( K \) is replaced by a larger division ring \( \overline{K} \), the number \( p \) remains unchanged, and a complete system of \( r \)-independent solutions of the homogeneous equations with regard to \( K \) will have the corresponding properties with regard to \( \overline{K} \). If (8) has no solution in \( K \), it has no solution in \( \overline{K} \).

The "contragredient" equations

\[
\sum_{i=1}^{n} u_i a_{i\lambda} = b_{\lambda}', \quad \lambda = 1, 2, \cdots, n,
\]

for \( u_1, u_2, \cdots, u_m \) can be discussed in a similar manner.

From the characterizations of the rank of a matrix, it follows easily that the rank of a product of matrices is not larger than the rank of either factor.

5. Let us define the transpose \( A' \) of a matrix \( A = (a_{i\lambda}) \) so that the ordinary rule \( (A_1A_2)' = A_2' A_1' \) holds for any two matrices whose product is defined. We must take \( A' \) not as a matrix with coefficients in \( K \) but in the antisymmetric division ring \( K' \). This \( K' \) consists of all symbols \( \alpha' \) where \( \alpha \) is an arbitrary element of \( K \). We have \( \alpha' = \beta' \), if and only if \( \alpha = \beta \), and we define addition and multiplication by

\[
\alpha_1' + \alpha_2' = (\alpha_1 + \alpha_2)', \quad \alpha_1' \alpha_2' = (\alpha_2 \alpha_1)'.
\]

If we now set \( A' = (a_{k\lambda}) \) (\( \kappa \), row-index; \( \lambda \), column-index), we readily obtain \( (A_1A_2)' = A_2' A_1' \).

4. The irreducible constituents of a set of square matrices

1. Consider a set \( \mathcal{B} \) of elements \( \alpha \) of any kind, and a number of sets of matrices \( \mathfrak{A}, \mathfrak{B}, \cdots \). We assume that to every \( \alpha \) in \( \mathcal{B} \) there corresponds a matrix \( A_\alpha \) in \( \mathfrak{A} \), a matrix \( B_\alpha \) in \( \mathfrak{B} \), etc., such that all the matrices of \( \mathfrak{A}, \mathfrak{B}, \cdots \) appear at least once in the form \( A_\alpha, B_\alpha, \cdots \) respectively. We then say that \( \mathfrak{A}, \mathfrak{B}, \cdots \) are related sets. Equations between related sets \( \mathfrak{A}, \mathfrak{B}, \mathfrak{C}, \mathfrak{D} \) such as

\[
\mathfrak{A} = \mathfrak{B}, \quad \mathfrak{A} = \left( \begin{array}{c} \mathfrak{B} \\ \mathfrak{C} \\ \mathfrak{D} \end{array} \right), \quad \mathfrak{A} P = P \mathfrak{B} \quad (\text{with a fixed matrix } P)
\]

indicate that for every \( \alpha \) in \( \mathcal{B} \) the corresponding equations hold:

\[
A_\alpha = B_\alpha, \quad A_\alpha = \begin{pmatrix} B_\alpha \\ C_\alpha \\ D_\alpha \end{pmatrix}, \quad A_\alpha P = PB_\alpha.
\]

2. Let \( \mathfrak{A} \) be a set of square matrices \( A \) of degree \( n \) interpreted as linear transformations \( X \rightarrow X^* = AX \) of an \( n \)-dimensional vector space \( \mathcal{B} \). If we introduce new coordinates by a linear transformation \( x_*=\sum \beta_{\lambda} x_\lambda \), the set \( \mathfrak{A} \) is replaced by \( P^{-1} \mathfrak{A} P \). These two sets \( \mathfrak{A} \) and \( P^{-1} \mathfrak{A} P \) are similar, \( \mathfrak{A} \sim P^{-1} \mathfrak{A} P \); they
are related (with \( \mathfrak{B} = \mathfrak{A} \)). Similar sets often are considered as not essentially different.

The vectors \( X \) of \( \mathfrak{B} \) form an additive abelian group, and we can now introduce two kinds of operators: As the first kind of operator, we take the elements \( \rho \) of \( K \), the operation being defined as \( r \)-multiplication of \( X \) by \( \rho \) (as before). As the second kind of operator, we take the elements \( \alpha \) of \( \mathfrak{B} \), the operation being defined by \( \alpha X = A_\alpha X \).

Let \( \mathfrak{B} \) be a second set of matrices which is related to \( \mathfrak{A} \), and let \( \mathfrak{B} \) be a vector space in which the corresponding linear transformations take place. Then \( \mathfrak{A} \sim \mathfrak{B} \), if and only if \( \mathfrak{B} \) and \( \mathfrak{B} \) are operator-isomorphic (with regard to \( \mathfrak{B} \) and \( K \)).

More generally, let us assume that we have an operator-homomorphic mapping of \( \mathfrak{B} \) upon an admissible subgroup \( \mathfrak{B}_0 \) of \( \mathfrak{B} \). This mapping is given by a linear transformation \( Y \to X = PY \), \( (Y \in \mathfrak{B}, X \in \mathfrak{B}) \). The condition for an operator-homomorphism with regard to \( \mathfrak{B} \), then, is \( \alpha X = P(\alpha Y) \) for every \( \alpha \) in \( \mathfrak{B} \), i.e., \( A_\alpha PY = PB_\alpha Y \). Since this must hold for every \( Y \) in \( \mathfrak{B} \), we find

\[ \mathfrak{A}P = P\mathfrak{B}. \]

We then say that \( P \) intertwines \( \mathfrak{A} \) and \( \mathfrak{B} \). When \( \mathfrak{A} \) and \( \mathfrak{B} \) are replaced by similar sets \( M^{-1}\mathfrak{A}M \) and \( N^{-1}\mathfrak{B}N \), we have

\[ (M^{-1}\mathfrak{A}M)(M^{-1}PN) = (M^{-1}PN)(N^{-1}\mathfrak{B}N) \]

and the matrix \( M^{-1}PN \) obviously takes the place of \( P \).

3. If the group \( \mathfrak{B} \) with the sets of operators \( \mathfrak{B}, \mathfrak{K} \) is simple, then \( \mathfrak{A} \) is an irreducible set. If \( \mathfrak{A} \) is reducible, \( \mathfrak{B} \) has an admissible subgroup \( \mathfrak{B}_0 \) with \( \mathfrak{B}_0 \supset \mathfrak{B}_0 \{0\} \). This \( \mathfrak{B}_0 \), then, is a linear subspace which is invariant under the transformations of \( \mathfrak{A} \). If we choose the basis of \( \mathfrak{B} \) such that the last \( r \) basis elements form a basis of \( \mathfrak{B}_0 \), then \( \mathfrak{A} \) splits in the form

\[ \mathfrak{A} = \begin{pmatrix} M_1 \\ M_2 \\ M_3 \end{pmatrix} \]

where \( \mathfrak{A} \) is broken up according to the scheme \( (n - r, r | n - r, r) \). Conversely, if \( \mathfrak{A} \) has this form with regard to a suitable coordinate system, then \( \mathfrak{A} \) is reducible. Here \( M_i \) are the transformations induced by \( \mathfrak{A} \) in \( \mathfrak{B}_0 \), and \( M_1 \) are the transformations induced by \( \mathfrak{A} \) in \( \mathfrak{B}/\mathfrak{B}_0 \).

We may interpret the matrices of \( \mathfrak{A} \) by means of linear transformations \( U \to U^* = UA \) of a contragredient vector space \( \mathfrak{B} \). If \( \mathfrak{A} \) splits in the form (9), then \( \mathfrak{B} \) has an invariant subspace \( \mathfrak{B} \) of \( n - r \) dimensions, and the transformations of \( \mathfrak{A} \) induce the transformations of \( M_i \) in \( \mathfrak{B}_0 \) and those of \( M_i \) in \( \mathfrak{B}/\mathfrak{B}_0 \), so that the roles of \( M_1 \) and \( M_4 \) are interchanged.

4. We now consider a composition series of \( \mathfrak{B} \)

\[ \text{[26].} \]
Let \( E_{r}^{(i)} \) \((r=1,2,\ldots,a_{i})\) be a maximal set of vectors of \( \mathfrak{B}_{r-1} \) which are \( r \)-independent \( (\text{mod } \mathfrak{B}_{r}) \). Then the totality of all vectors

\[
E_{1}^{(i)} z_{1} + E_{2}^{(i)} z_{2} + \cdots + E_{a_{i}}^{(i)} z_{a_{i}}, \quad z_{i} \text{ in } K,
\]

form a complete residue system \( \mathfrak{B}_{i} \) of \( \mathfrak{B}_{i-1} \) \( (\text{mod } \mathfrak{B}_{i}) \). All the vectors \( E_{r}^{(i)} \), arranged according to increasing \( i \), form a basis of \( \mathfrak{B} \), and with regard to this basis, \( \mathfrak{A} \) has the form

\[
\mathfrak{A} \sim \begin{pmatrix}
A_{1} & A_{2} \\
. & . \\
. & . \\
A_{r-1} & A_{r}
\end{pmatrix}
\]

where \( A_{i} \) is an irreducible set of square matrices of degree \( a_{i} \). These \( A_{i} \) are called the irreducible constituents of \( \mathfrak{A} \).

From Jordan-Hölder's theorem, we obtain at once\(^{(16)}\)

\[
(4.4A) \quad \text{The irreducible constituents of a set } \mathfrak{A} \text{ of square matrices are uniquely determined apart from their arrangement, if similar sets are considered as equal.}
\]

When we replace the \( E_{r}^{(i)} \) by another basis of \( \mathfrak{B}_{i-1} \) \( (\text{mod } \mathfrak{B}_{i}) \), then \( A_{i} \) is replaced by a similar set. We obtain this new form of \( \mathfrak{A} \) by a similarity transformation of type \((3.3C)\).

If a formula \((11)\) holds where each \( A_{i} \) is a reducible or irreducible set of square matrices of some degree \( a_{i} \), we say that each \( A_{i} \) is a constituent of \( \mathfrak{A} \). In particular, we call \( A_{i} \) a top constituent and \( A_{r} \) a bottom constituent.

Let \( \mathfrak{A} \) and \( \mathfrak{B} \) again be two related intertwined sets, \( \mathfrak{A}P = \mathfrak{P} \mathfrak{B} \) and \( P \neq 0 \). We consider again the mapping of \( \mathfrak{B} \) upon a certain admissible subgroup \( \mathfrak{B} \) of \( \mathfrak{B} \) which is defined by \( P \). The vectors of \( \mathfrak{B} \) which are mapped upon 0 form an admissible subgroup \( \mathfrak{B} \) of \( \mathfrak{B} \), and we have \( \mathfrak{B} \sim \mathfrak{B}/\mathfrak{B} \). If we use these subgroups in order to split \( \mathfrak{A} \) and \( \mathfrak{B} \), we have with regard to suitable coordinate systems

\[
\mathfrak{A} = \begin{pmatrix} * & 0 \\ * & U \end{pmatrix}, \quad P = \begin{pmatrix} 0 & 0 \\ I & 0 \end{pmatrix}, \quad \mathfrak{B} = \begin{pmatrix} U & 0 \\ 0 & * \end{pmatrix}.
\]

This gives Schur's lemma\(^{(17)}\).

\(\text{\textsuperscript{16}}\) This simple proof for the uniqueness of the irreducible constituents is due to W. Krull [11].

\(\text{\textsuperscript{17}}\) I. Schur [26]. Schur's proof is extremely simple. By means of \((7)\), similarity transformations of \( \mathfrak{A} \) and \( \mathfrak{B} \) are performed such that \( P \) assumes the desired form, and then \( \mathfrak{A} \) and \( \mathfrak{B} \) must have the form given here.
If two related sets \( \mathfrak{A} \) and \( \mathfrak{B} \) are intertwined by a matrix \( P \neq 0 \), then there exists a bottom constituent of \( \mathfrak{A} \) which appears as a top constituent of \( \mathfrak{B} \). If \( \mathfrak{A} \) and \( \mathfrak{B} \) are irreducible, then \( P \) is nonsingular, and \( \mathfrak{A} \) and \( \mathfrak{B} \) are similar.

We now apply the results of Section 1. We choose the residue systems of \( \mathfrak{B}_{i_1}/\mathfrak{B}_i \) always as in (10), consisting of all linear combinations of some \( r \)-independent vectors. From (1.1B) we see that the results of Section 1 remain valid, if we restrict the choice of residue systems by this condition.

Any change of the residue system \( \mathfrak{B}_i \) as used in Section 1 can be accomplished by a succession of changes of the following kind: The elements of \( \mathfrak{B}_j \) are multiplied by elements of some \( \mathfrak{B}_i \), with \( i > j \). This now corresponds to replacing \( E_i^0 \) by \( E_i^0 + S_i^0 \) where each \( S_i^0 \) is of the form (10). This basis transformation corresponds to the linear transformation \( X^* = X \delta \) for \( \kappa \neq i \), \( X^* = X - QX \) where the vector \( X \) is broken up according to the scheme \( (a_1, \ldots, a_r, 1) \) and the matrix \( Q \) of type \( (a_i, a_j) \) is formed by the components \( z_{ij} \), (10), of the vectors \( S_i^0 \). This is a transformation \( T_{ij}(-Q) = T_{ij}(Q)^{-1} \) (cf. §3.3), and \( \mathfrak{A} \) is there replaced by \( T_{ij}(Q)^{-1} \mathfrak{A} T_{ij}(Q) \). According to (3.3A), we have to add the \( i \)th column in (11), \( r \)-multiplied by \( Q \), to the \( j \)th column, and the \( j \)th row, \( l \)-multiplied by \( -Q \), to the \( i \)th row. Because of \( i > j \), the triangular form (11) of \( \mathfrak{A} \) is not disturbed.

Only the sets \( \mathfrak{A}_\lambda \) with \( \lambda \leq j \) and \( \mathfrak{A}_\mu \) with \( \mu \geq i \) will be changed. We denote such a special similarity transformation of \( \mathfrak{A} \) as an elementary similarity transformation of \( \mathfrak{A} \). All the \( \mathfrak{A}_\sigma \) remain unchanged.

Consider again two related sets of square matrices \( \mathfrak{A} \) and \( \mathfrak{B} \), operating in the vector spaces \( \mathfrak{B} \) and \( \mathfrak{B} \) respectively. We assume that both split into irreducible constituents

\[
(12) \quad \mathfrak{A} = \begin{pmatrix}
\mathfrak{A}_1 & * & \cdots & * \\
* & \mathfrak{A}_2 & \cdots & * \\
\vdots & \cdots & \ddots & \cdots \\
* & * & \cdots & \mathfrak{A}_r
\end{pmatrix}, \quad \mathfrak{B} = \begin{pmatrix}
\mathfrak{B}_1 & * & \cdots & * \\
* & \mathfrak{B}_2 & \cdots & * \\
\vdots & \cdots & \ddots & \cdots \\
* & * & \cdots & \mathfrak{B}_s
\end{pmatrix},
\]

where \( \mathfrak{A}_\sigma \) has the degree \( a_\sigma \) and \( \mathfrak{B}_\sigma \) has the degree \( b_\sigma \). If \( P \) is an intertwining matrix, we break up \( P \) according to the scheme \( (a_1, \ldots, a_r, b_1, \ldots, b_s) \); say
\( P = (P_x) \). Then the products \( AP \) and \( P^B \) can be obtained in the ordinary manner (§3.3). We say, therefore, that the intertwining matrix \( P \) has been broken up in accordance with the splitting of \( A \) and \( B \) in (12). Application of (1.1A) to the homomorphic mapping of \( B \) upon a subgroup of \( B \) then yields

(4.5A) Let \( A \) and \( B \) be two related sets of square matrices which split into irreducible constituents (12), and let \( P \) be an intertwining matrix. We can apply to \( A \) and \( B \) a succession of elementary similarity transformations such that the matrix \( P^* \) which afterwards takes the place of \( P \) (cf. §4.2) contains in each row and each column at most one term not equal to 0, if broken up in accordance with the splitting of \( A \) and \( B \).

If \( P^* = (P^*_x) \), then \( A_iP^*_x = P^*_xB_\lambda \) because of this form of \( P^* \). If \( P^*_\lambda \neq 0 \), then \( P^*_\lambda \) is nonsingular, according to (4.4B). Since for a given \( \lambda \) this may occur for at most one value of \( \kappa \), after a succession of similarity transformations of type (3.3C), each \( P^*_\lambda \) is either 0 or a unit matrix.

Assume now that \( P \) is nonsingular so that \( A \) and \( B \) are similar. Then every row of \( P^* \) must contain one \( P^*_\lambda \neq 0 \), say for instance \( P^*_j \neq 0 \). We denote the sets similar to \( A \) and \( B \), which we have obtained by \( A \) and \( B \) again, and use the notation (12). Then it easily follows from \( AP^* = P^*B \) by forming the first rows of the products that

\[
0 = B_{j,1}, \quad 0 = B_{j,8}, \ldots, \quad 0 = B_{j,-1}, \quad 1 = B_{j}.
\]

We replace \( B \) by the similar set \( Z_{j,-1}, BZ_{j,-1} \) (cf. (3.3B)). Because \( B_{j,-1} = 0 \), the triangular form (12) of \( B \) is not disturbed,

\[
\begin{pmatrix}
* & \cdots & \cdots & \cdots \\
\downarrow & 0 & \cdots & \cdots \\
B_{j,-1} & 0 & \cdots & \cdots \\
\end{pmatrix}.
\]

The irreducible constituents of \( B \) remain the same, only \( B_{j,-1} \) and \( B_j \) are interchanged. Such a similarity transformation of \( B \) is an admissible permutation of rows and columns which can always be applied, if \( B_{j,-1} = 0 \). According to §4.2, \( P^* \) must be replaced by \( P^*Z_{j-1,j} \), i.e., the columns \( j-1 \) and \( j \) are to be interchanged (3.3B); but the essential properties of \( P^* \) are not destroyed. Similarly, we can interchange \( B_j \) with \( B_{j-2}, B_{j-3}, \ldots, B_1 \). The matrix \( P^{**} \) which takes the place of \( P \) will have the first row \((I, 0, \cdots, 0)\). We now work with the second row of \( P^{**} \). The element \( P^{**}_{2e} = I \) in it will not stand in the first column. After a number of further admissible permutations of rows and columns, we may bring it into the second column. Continuing in this manner, we will finally replace \( P \) by \( I \). This gives (cf. (1.2A))

(4.5B) If \( A \) and \( B \), (12), are two similar sets of square matrices which break
up into irreducible constituents, then it is possible to carry \( \mathcal{B} \) into \( \mathbb{A} \) by a succession of similarity transformations of types (3.3A), (3.3B), and (3.3C)\(^{(19)}\).

5. The Loewy constituents

1. A set \( \mathbb{A} \) of square matrices of degree \( n \) is completely reducible, if the corresponding vector space \( \mathcal{B} \) (with \( \mathbb{A} \) and \( \mathbb{K} \) as sets of operators) is completely reducible. If we choose the composition series of \( \mathcal{B} \) and the \( \mathcal{B}_i \) as in §2.1, then the formula (11) takes the form

\[
\mathbb{A} \sim \begin{pmatrix}
\mathbb{A}_1 & & & \\
& \mathbb{A}_2 & & \\
& & \ddots & \\
& & & \mathbb{A}_r
\end{pmatrix},
\]

with zeros above and below the main diagonal. Conversely, if such a formula holds, then \( \mathbb{A} \) is completely reducible.

In the general case, let

\[
\mathcal{B} = \mathcal{M}_0 \supset \mathcal{M}_1 \supset \mathcal{M}_2 \supset \cdots \supset \mathcal{M}_t = \{0\}
\]

be a Loewy series for \( \mathcal{B} \). If we choose the basis of \( \mathcal{B} \) by first taking a maximal set of vectors of \( \mathcal{M}_0 \) which are \( r \)-independent (mod \( \mathcal{M}_1 \)), then a maximal set of vectors of \( \mathcal{M}_1 \) which are \( r \)-independent (mod \( \mathcal{M}_2 \)), etc., then \( \mathbb{A} \) has the form

\[
\mathbb{A} \sim \begin{pmatrix}
\mathbb{K}_1 & & & \\
& \mathbb{K}_2 & & \\
& & \ddots & \\
& & & \mathbb{K}_t
\end{pmatrix}
\]

and each \( \mathbb{K}_i \) is completely reducible, since \( \mathcal{M}_{i-1}/\mathcal{M}_i \) is completely reducible. We say that \( \mathbb{A} \) here appears in a Loewy form; every Loewy form of \( \mathbb{A} \) is obtained from a Loewy series of \( \mathcal{B} \). Two Loewy forms are of special importance, the lower and the upper Loewy form\(^{(19)}\), corresponding to the lower and upper Loewy series of \( \mathcal{B} \), both having the same length (cf. (2.4A)) which will be denoted by \( L = L(\mathbb{A}) \). We write them:

\[
\mathbb{A} \sim \begin{pmatrix}
\mathcal{L}_L(\mathbb{A}) & & & \\
& \mathcal{L}_{L-1}(\mathbb{A}) & & \\
& & \ddots & \\
& & & \mathcal{L}_1(\mathbb{A})
\end{pmatrix}
\]

\[
\sim \begin{pmatrix}
\mathcal{L}_1(\mathbb{A}) & & & \\
& \mathcal{L}_2(\mathbb{A}) & & \\
& & \ddots & \\
& & & \mathcal{L}_L(\mathbb{A})
\end{pmatrix}
\]

\(^{(19)}\) These transformations are to be applied to the form (12) of \( \mathbb{A} \) and \( \mathcal{B} \).

\(^{(19)}\) Cf. A. Loewy [14, 15], W. Krull [12], B. L. van der Waerden [29].
where the first is the lower and the second is the upper Loewy form. The lower Loewy constituents \( \mathfrak{L}_1(\mathfrak{A}), \mathfrak{L}_2(\mathfrak{A}), \cdots \) are numerated starting from the bottom, and the upper Loewy constituents \( \bar{\mathfrak{L}}_1(\mathfrak{A}), \bar{\mathfrak{L}}_2(\mathfrak{A}), \cdots \) starting from the top.

The constituent \( \mathfrak{L}_1(\mathfrak{A}) \) is the maximal completely reducible set which can appear as bottom constituent of \( \mathfrak{A} \). If \( \mathfrak{A} \) splits into \( \mathfrak{B} \) and \( \mathfrak{L}_1(\mathfrak{A}) \), then

\[
\mathfrak{L}_{i+1}(\mathfrak{A}) \sim \mathfrak{L}_i(\mathfrak{B}).
\]

Similarly, \( \bar{\mathfrak{L}}_1(\mathfrak{A}) \) is the maximal completely reducible set which can appear as a top constituent of \( \mathfrak{A} \); and if \( \mathfrak{A} \) splits into \( \bar{\mathfrak{L}}_1(\mathfrak{A}) \) and \( \mathfrak{B} \), then

\[
\bar{\mathfrak{L}}_{i+1}(\mathfrak{A}) \sim \bar{\mathfrak{L}}_i(\mathfrak{B}).
\]

The transformations of \( \mathfrak{A} \) transform the space \( \mathfrak{M}_{i+1}/\mathfrak{M}_i \), \( (j \geq i) \), into a part of itself and induce, therefore, a set of linear transformations in the space. This set is obtained from (13) by removing the rows and columns with an index less than \( i \) or greater than \( j \). We denote this set by \( \mathfrak{K}(i \cdots j) \); its main diagonal starts with \( \mathfrak{K}_i \) and ends with \( \mathfrak{K}_j \). Since in the case of the lower and the upper Loewy series the groups \( \mathfrak{M}_k \) are uniquely determined, we have

\[
(5.1A) \quad \text{The constituent } \mathfrak{L}(i \cdots j) \text{ of the lower Loewy normal form is uniquely determined apart from similarity transformation. The corresponding fact holds for the upper Loewy normal form.}
\]

From (2.4B), we obtain

\[
(5.1B) \quad \text{The Loewy constituents } \mathfrak{L}_i(\mathfrak{A}) \text{ and } \mathfrak{L}_{L-i}(\mathfrak{A}) \quad (L = L(\mathfrak{A}); i = 1, 2, \cdots, L)
\]

have at least one common irreducible constituent.

2. Application of the theorems (2.2A) and (2.3A) gives

\[
(5.2A) \quad \text{Let } \mathfrak{A} \text{ and } \mathfrak{B} \text{ be two related sets of square matrices, both written in Loewy form}
\]

\[
\mathfrak{A} = \begin{pmatrix}
\mathfrak{J}_1 & * & \mathfrak{J}_2 \\
* & \cdots & * \\
\cdots & * & \cdots & \mathfrak{J}_s
\end{pmatrix}, \quad \mathfrak{B} = \begin{pmatrix}
\mathfrak{K}_1 & * & \mathfrak{K}_2 \\
* & \cdots & * \\
\cdots & * & \cdots & \mathfrak{K}_t
\end{pmatrix}
\]

(\( \mathfrak{J}_s \) and \( \mathfrak{K}_r \), completely reducible). Let \( P = (P_{\kappa\lambda}) \) be an intertwining matrix broken up in accordance with the splitting (15) of \( \mathfrak{A} \) and \( \mathfrak{B} \) (cf. §4.5). (a) If \( \mathfrak{A} \) is in its lower Loewy normal form, then \( P_{\kappa\lambda} = 0 \) for \( s - \kappa > t - \lambda \). (b) If \( \mathfrak{B} \) is in its upper Loewy normal form, then \( P_{\kappa\lambda} = 0 \) for \( \kappa < s \).

In other words: In the case (a), \( P \) has the form given in (16a) below; if \( s > t \), the first \( s - t \) rows in \( P \) consist of zeros. In the case (b), \( P \) has the form...
(16α); for \( s < t \), the last \( t - s \) columns consist of zeros:

\[
P = \begin{pmatrix}
P_{s-2,t-2} & 0 & 0 \\
0 & P_{t-2,t-1} & 0 \\
P_{t-2,t-1} & P_{t-1,t} \\
P_{s,t-2} & P_{s,t-1} & P_{s,t}
\end{pmatrix},
\]

(16β) \[
P = \begin{pmatrix}
P_{11} & 0 & 0 \\
P_{21} & P_{22} & 0 \\
P_{31} & P_{32} & P_{33} \\
\vdots & \vdots & \vdots
\end{pmatrix},
\]

3. When a set \( \mathcal{A} \) is given in the form (11), splitting into irreducible constituents, we can use the method of §2.5 in order to determine the Loewy constituents \( \mathcal{L}(\mathcal{A}) \). We consider one constituent \( \mathcal{A}_i \) in \( \mathcal{A} \),

\[
\mathcal{A} = \begin{pmatrix}
\ast & \\
\ast & \mathcal{A}_i \\
\ast & \mathcal{C} \mathcal{D}
\end{pmatrix},
\]

where the rows and columns \( i+1, i+2, \ldots, r \) of (11) are grouped together in \( \mathcal{D} \). If (11) belongs to the composition series \( \mathcal{B}_i, \mathcal{B}_i, \mathcal{B}_i, \ldots, \mathcal{B}_i \), and \( \mathcal{B}_i \) is a complete residue system of \( \mathcal{B}_{i-1} \) (mod \( \mathcal{B}_i \)), then the question is whether we can change \( \mathcal{B}_i \) so that it forms an admissible subgroup. The only freedom which we have is that we can add arbitrary vectors of \( \mathcal{B}_i \) to the basis elements of \( \mathcal{B}_i \). This amounts to an elementary similarity transformation of (17), involving the second and third row and column (cf. §4.5). If after the change \( \mathcal{B}_i \) is an admissible subgroup, then \( \mathcal{C} \) must become 0, since the modified \( \mathcal{B}_i \) are invariant under \( \mathcal{A} \). But an elementary similarity transformation replaces \( \mathcal{C} \) by \( \mathcal{C} + \mathcal{D}Q - Q\mathcal{A}_i \); so that the residue system \( \mathcal{B}_i \) will be of the lowest kind, if and only if this is 0 for a suitable \( Q \), and \( \mathcal{A}_i \) will belong to \( L_i(\mathcal{A}) \). Hence

\[
(5.3A) \text{The first Loewy constituent } \mathcal{L}_1(\mathcal{A}) \text{ consists of those irreducible constituents } \mathcal{A}_i, (15), \text{ for which a matrix } Q \text{ can be determined such that in (17) } \mathcal{C} = Q\mathcal{A}_i - \mathcal{D}Q.
\]

After similarity transformations, we may assume that all \( \mathcal{A}_i \) of this type stand in columns in which otherwise only zeros appear. In order to find \( \mathcal{L}_2(\mathcal{A}) \) we have to remove the rows and columns of the \( \mathcal{A}_i \) "of lowest kind" from \( \mathcal{A} \), and treat the remaining set \( \mathcal{B} \) in the same manner; we have \( \mathcal{L}_{i+1}(\mathcal{A}) = \mathcal{L}_i(\mathcal{B}) \).

Moving all the constituents \( \mathcal{A} \) of lowest kind to the bottom by admissible permutations §4.5, \( \mathcal{L}_1(\mathcal{A}) \) will appear at the bottom of \( \mathcal{A} \). After removing its rows and columns from \( \mathcal{A} \) and treating the remainder in the same fashion, we
finally arrive at the lower Loewy form of \( \mathfrak{A} \). It is remarkable in this connection that the criterion (5.3A) only depends on the solution of linear equations for the coefficients of the matrix \( Q \).

4. The dualism between the upper and lower Loewy form can be realized in the following manner. We replace every matrix \( A \) of \( \mathfrak{A} \) by its transposed \( A' \), §3.5. If \( \mathfrak{A} \) is in its lower normal form, (14), the new set \( \mathfrak{A}' \) formed by all \( A' \) will have the following form

\[
\mathfrak{A}' = \begin{bmatrix}
L_1(\mathfrak{A})' & \cdots & \cdot \\
\cdot & \cdot & \cdot \\
\cdot & \cdot & L_1(\mathfrak{A})'
\end{bmatrix}.
\]

If we arrange the rows and columns in reverse order, \( \mathfrak{A}' \) splits into the constituents \( L_1(\mathfrak{A})', \ldots, L_L(\mathfrak{A})' \). In this manner, we easily see that

(5.4A) \[ L_v(\mathfrak{A})' = L_v(\mathfrak{A}') \quad (v = 1, 2, \ldots, L; L = L(\mathfrak{A}) = L(\mathfrak{A}')). \]

Using this method, we can derive results concerning the upper Loewy form from those concerning the lower Loewy form in §5.3.

6. Additional remarks

1. We consider two related sets \( \mathfrak{A} \) and \( \mathfrak{B} \) of matrices which split completely into irreducible constituents, i.e.,

\[
\mathfrak{A} = \begin{bmatrix}
\mathfrak{A}_1 & & \\
& \mathfrak{A}_2 & \\
& & \ddots & \mathfrak{A}_r
\end{bmatrix}, \quad \mathfrak{B} = \begin{bmatrix}
\mathfrak{B}_1 & & \\
& \mathfrak{B}_2 & \\
& & \ddots & \mathfrak{B}_s
\end{bmatrix}.
\]

If \( P \) is an intertwining matrix, \( \mathfrak{A}P = P\mathfrak{B} \), we break up \( P \) according to this splitting, \( P = (P_{vl}) \) (cf. §4.5). The condition for \( P_{vl} \) becomes \( \mathfrak{A}_vP_{vl} = P_{vl}\mathfrak{B}_l \). Using Schur's lemma, we obtain

(6.1A) Let \( \mathfrak{A} \) and \( \mathfrak{B} \) be two related sets of matrices which split completely into irreducible constituents \( \mathfrak{A}_1, \mathfrak{A}_2, \ldots, \mathfrak{A}_r \) and \( \mathfrak{B}_1, \mathfrak{B}_2, \ldots, \mathfrak{B}_s \) respectively. If \( P = (P_{vl}) \) is an intertwining matrix broken up in accordance with the splitting of \( \mathfrak{A} \) and \( \mathfrak{B} \), then either \( P_{vl} = 0 \), or \( \mathfrak{A}_v \sim \mathfrak{B}_l \) and \( P_{vl} \) is nonsingular and intertwines \( \mathfrak{A}_v \) and \( \mathfrak{B}_l \). Conversely, if these conditions are satisfied \( P = (P_{vl}) \) intertwines \( \mathfrak{A} \) and \( \mathfrak{B} \).

2. The matrices \( P \) which intertwine a set \( \mathfrak{A} \) of square matrices with itself, \( \mathfrak{A}P = P\mathfrak{A} \), form a ring, the commuting ring \( C(\mathfrak{A}) \) of \( \mathfrak{A} \). If \( P \) in \( C(\mathfrak{A}) \) is a nonsingular matrix, then \( P^{-1} \) also belongs to \( C(\mathfrak{A}) \). From Schur's lemma, we find that

(6.2A) The commuting ring of an irreducible set is a division ring.
Denote by $k \times \mathbb{A}$ the set which splits completely into $k$ equal constituents $\mathbb{A}$, and by $[\mathbb{A}]_k$ the set of all matrices $(A_{\lambda})$ of degree $k$ in which the $A_{\lambda}$ are arbitrary elements of $\mathbb{A}$. I.e.,

$$k \times \mathbb{A} = \begin{bmatrix} \mathbb{A} \\ \vdots \\ \mathbb{A} \end{bmatrix} \text{ (k times)}, \quad [\mathbb{A}]_k: \text{all } \begin{bmatrix} A_{11} & \cdots & A_{1k} \\ \vdots & \ddots & \vdots \\ A_{k1} & \cdots & A_{kk} \end{bmatrix} \text{ with } A_{\lambda} \text{ in } \mathbb{A}.
$$

We then state

(6.2B) (a) $\mathbb{C}(k \times \mathbb{A}) = [\mathbb{C}(\mathbb{A})]_k$. (β) If $\mathbb{A}$ contains 0 and I, then $\mathbb{C}([\mathbb{A}]_k) = k \times \mathbb{C}(\mathbb{A})$. (γ) $\mathbb{C}(k \times \mathbb{A}) = k \times \mathbb{C}(\mathbb{A})$.

**Proof.** (α) follows at once from (6.1A). In the case of (β), let $P$ be a matrix of $\mathbb{C}([\mathbb{A}]_k)$ and set $P = (P_{\lambda})$ where all the $P_{\lambda}$ have the degree $a$ of $\mathbb{A}$. We first choose all $A_{\lambda} = 0$ except one, say $A_{\rho\sigma}$. From $(A_{\lambda})(P_{\lambda}) = (P_{\lambda})(A_{\lambda})$, it follows that $A_{\rho\sigma}P_{\rho\sigma} = 0$ for $\lambda \neq \sigma$, $A_{\rho\sigma}P_{\rho\sigma} = P_{\rho\sigma}A_{\rho\sigma}$. Taking first $A_{\rho\sigma} = I_r$, and then taking $\rho = \sigma$ and taking $A_{\rho\sigma}$ arbitrarily, we obtain (β). The statement (γ) is obtained from (α) by applying (β) to $\mathbb{C}(\mathbb{A})$ instead of $\mathbb{A}$; the matrices 0 and I belong to $\mathbb{C}(\mathbb{A})$.

From (6.1A) and (6.2Bα) also follows

(6.2C) If $\mathbb{A}$ splits completely into $k_1 \times \mathbb{A}_1, \cdots, k_r \times \mathbb{A}_r$, where $\mathbb{A}_1, \mathbb{A}_2, \cdots, \mathbb{A}_r$ are irreducible and not similar, then $\mathbb{C}(\mathbb{A})$ splits completely into $[\mathbb{C}(\mathbb{A}_1)]_{k_1}, [\mathbb{C}(\mathbb{A}_2)]_{k_2}, \cdots, [\mathbb{C}(\mathbb{A}_r)]_{k_r}$.

The $\mathbb{C}(\mathbb{A}_i)$ here may be reducible or irreducible (see §9.3 below).

In the general case, a structure theory of the ring $\mathbb{C}(\mathbb{A})$ is contained as a special case in the results of Fitting(20).

3. With regard to $[\mathbb{A}]_k$, we can prove

(6.3A) If $\mathbb{A}$ is reducible, so is $[\mathbb{A}]_k$. If $\mathbb{A}$ is irreducible and contains 0 without consisting of the zero matrix, then $[\mathbb{A}]_k$ is irreducible.

**Proof.** If $\mathbb{A}$ is reducible, we may assume that it splits into two constituents, i.e.,

$$\mathbb{A} = \begin{bmatrix} \mathbb{A}_1 \\ \mathbb{A}_2 \\ \mathbb{A}_3 \end{bmatrix}.$$

Writing every $A_{\lambda\lambda}$ in the corresponding form, $(A_{\lambda\lambda})$ appears as a matrix of degree $2k$. We rearrange the rows and columns, first taking those with an odd index and then those with an even index. After this similarity transformation, $[\mathbb{A}]_k$ will split.

(20) Fitting [8].

If $\mathfrak{A}$ satisfies the assumptions of the second part of (6.3A), and if $[\mathfrak{A}]_k$ were reducible, then $[\mathfrak{T}]_k$ also would be reducible, where $\mathfrak{T}$ is the ring generated by $\mathfrak{A}$. That this is not so can be easily seen from a simple argument of Weyl\(^{(21)}\).

4. Next, we prove an extension of a theorem of A. H. Clifford\(^{(22)}\)

\((6.4A)\) Let $\mathcal{B}$ be a set of matrices of degree $b$ and denote by $\mathcal{S}$ the set of all matrices $P$ of degree $b$ for which $\mathcal{B}P$ and $P\mathcal{B}$ consist of the same matrices. The total number of irreducible constituents of $\mathcal{S}$ is at least equal to the number $L(\mathcal{B})$ of Loewy constituents of $\mathcal{B}$, §5.1.

**Proof.** After a similarity transformation of $\mathcal{B}$, we may assume that $\mathcal{B}$ appears in its lower Loewy normal form. Let $P$ be a fixed element of $\mathcal{S}$. We form the set $\mathcal{B}$ of all pairs $(B_1, B_2)$ of two elements $B_1, B_2$ of $\mathcal{B}$ for which $B_1P = PB_2$. To every element of $\mathcal{B}$ there corresponds a first matrix $B_1$ and a second matrix $B_2$. We thus obtain two related sets $\mathcal{B}_1$ and $\mathcal{B}_2$ such that $\mathcal{B}_1P = PB_2$. Since $\mathcal{B}_1$ and $\mathcal{B}_2$ both consist of the same matrices as $\mathcal{B}$, both are in their Loewy normal form. We can now apply (5.2A). Since $\mathcal{B}_1$ and $\mathcal{B}_2$ both have $L(\mathcal{B})$ Loewy constituents, it follows that $P$ breaks up into $L(\mathcal{B})$ constituents the degrees of which are the degrees of the Loewy constituents $\mathcal{L}(\mathcal{B}_1), \ldots, \mathcal{L}(\mathcal{B})$. This holds for every $P$ in $\mathcal{S}$, and hence for $\mathcal{S}$.

Clifford's case is obtained by taking for $\mathcal{B}$ a normal subgroup of an irreducible group $\mathfrak{G}$ of matrices. Here $\mathcal{S} \supseteq \mathcal{G}$ and hence $\mathcal{S}$ is irreducible. Then (6.4A) shows that $L(\mathcal{B}) = 1$, i.e., $\mathcal{B}$ is completely reducible.

If $\mathfrak{A}$ is an irreducible set, we may apply (6.4A) to $\mathcal{B} = C(\mathfrak{A})$. Then $\mathcal{S} \supseteq \mathfrak{A}$, and hence $\mathcal{S}$ again is irreducible and $L(\mathcal{B}) = 1$, i.e., $C(\mathfrak{A})$ is completely reducible. If $C(\mathfrak{A})$ had two nonsimilar irreducible constituents, then $C(C(\mathfrak{A}))$ would be reducible according to (6.2C), and hence $\mathfrak{A} \subseteq C(C(\mathfrak{A}))$ would be reducible. This gives

\((6.4B)\) If $\mathfrak{A}$ is an irreducible set of matrices, $C(\mathfrak{A})$ is completely reducible, and all its irreducible constituents are similar.

From (6.2C), we also obtain

\((6.4C)\) If $\mathfrak{A}$ is completely reducible, so is $C(\mathfrak{A})$.

5. For the actual construction of intertwining matrices, the following remark is sometimes useful.

\((6.5A)\) Let $\mathfrak{A}$ and $\mathcal{B}$ be related sets of matrices and assume that $\mathfrak{A}$ consists

\[^{(21)}\] Cf. Weyl [31, p. 86]. The basis of the argument is the following remark. If $\mathfrak{A} \neq \{0\}$ is an irreducible semigroup of matrices of degree $a$, if $Z \neq 0$ is a fixed $a$-dimensional vector, then every $a$-dimensional vector can be written as a finite sum $\sum A\mathbf{e}_A$ where the $A$ are elements of $\mathfrak{A}$ and the $\mathbf{e}_A$ are elements of $K$. If this were not so, the vectors of this type would form an invariant subspace.

\[^{(22)}\] Clifford [6].
of nonsingular matrices. For corresponding matrices $A$ and $B$, let the vector $U$ undergo the transformation contragredient to $A$, and let $X$ undergo the transformation $B$; i.e.,

$$U \to U^* = UA^{-1}, \quad X \to X^* = BX.$$  

The matrix $P$ intertwines $\mathfrak{A}$ and $\mathfrak{B}$, if and only if $UPX$ is an invariant for each pair of corresponding transformations (18).

Indeed, from $U^*PX^* = UPX$, it follows that $UA^{-1}PBX = UPX$ for all $U$ and $X$, and hence $A^{-1}PB = P$.

6. We conclude this section by proving some properties of the Loewy constituents of reducible sets.

(6.6A) If $\mathfrak{A}$ is a reducible set of matrices

$$\mathfrak{A} \sim \begin{pmatrix} \mathfrak{G} \\ \mathfrak{J} & \mathfrak{S} \end{pmatrix},$$

then $L_i(\mathfrak{A})$ splits into $L_i(\mathfrak{G})$ and constituents of $L_1(\mathfrak{G}), L_2(\mathfrak{G}), \ldots, L_i(\mathfrak{G})$.

Similarly, $\mathfrak{L}_i(\mathfrak{A})$ splits into $\mathfrak{L}_i(\mathfrak{G})$ and constituents of $\mathfrak{L}_1(\mathfrak{G}), \mathfrak{L}_2(\mathfrak{G}), \ldots, \mathfrak{L}_i(\mathfrak{G})$.

Proof. We may assume that $\mathfrak{G}$ and $\mathfrak{S}$ both appear in their lower Loewy normal forms. In order to find $L_1(\mathfrak{A})$, we may use the method of §5.3. It is obvious that $\mathfrak{L}_1(\mathfrak{A})$ will be built up from $\mathfrak{L}_1(\mathfrak{G})$ and, perhaps, some constituents of $\mathfrak{L}_1(\mathfrak{S})$. We may assume that all these constituents stand in columns which otherwise consist of zeros. Removing the rows and columns of these constituents from $\mathfrak{A}$, we obtain a set

$$\mathfrak{A}^* = \begin{pmatrix} \mathfrak{G}^* \\ \mathfrak{J}^* & \mathfrak{S}^* \end{pmatrix},$$

where $\mathfrak{G}^*$ is a top constituent of $\mathfrak{G}$, and $\mathfrak{S}^*$ a top constituent of $\mathfrak{S}$. It is easily seen, using the same method, that if an irreducible constituent of $\mathfrak{G}^*$ belongs to $L_i(\mathfrak{G}^*)$, it belongs in $\mathfrak{G}$ either to $L_i(\mathfrak{G})$ or $L_{i+1}(\mathfrak{G})$. If for $\mathfrak{A}^*$ the first part of the statement has been proved, as we may assume, it follows easily for $\mathfrak{G}$. The second part is obtained from the first by going over to the transposed matrix as in §5.4.

As a corollary:

(6.6B) We have $L(\mathfrak{A}) \supseteq L(\mathfrak{G})$ and $L(\mathfrak{A}) \supseteq L(\mathfrak{S})$.

The situation is far simpler, if $\mathfrak{J} = 0$ in (19) of (6.6A). We then have the following:

(6.6C) If the set $\mathfrak{A}$ breaks up completely into two constituents $\mathfrak{G}$ and $\mathfrak{S}$, then

(*): Some of these constituents may be missing.
$L_i(\mathfrak{A})$ breaks up into $L_i(\mathfrak{G})$ and $L_i(\mathfrak{S})$; $\bar{L}_i(\mathfrak{A})$ breaks up into $\bar{L}_i(\mathfrak{G})$ and $\bar{L}_i(\mathfrak{S})$. Further, $L(\mathfrak{A}) = \max (L(\mathfrak{G}), L(\mathfrak{S}))$.

The proof again is obtained by the method of §5.3 and is similar to, but simpler than that of (6.6A).

7. Group pairs and associated sets of matrices

1. Consider three Abelian groups $\mathfrak{U}$, $\mathfrak{G}$, and $\mathfrak{B}$, each written with addition as group combination. We assume that the "product" $uv$ of an element $u$ of $\mathfrak{U}$ with an element $v$ of $\mathfrak{G}$ is defined as an element of $\mathfrak{B}$ such that the distributive laws hold,

$$(u_1 + u_2)v = u_1v + u_2v, \quad u(v_1 + v_2) = uv_1 + uv_2,$$

for any $u, u_1, u_2$ in $\mathfrak{U}$ and any $v, v_1, v_2$ in $\mathfrak{G}$.

If $\mathfrak{U}$ has a set of operators $\Gamma$, and $\mathfrak{G}$ a set of operators $\Delta$, we write the operation in $\mathfrak{U}$ as $l$-multiplication and the operation in $\mathfrak{G}$ as $r$-multiplication. We then assume that $\mathfrak{B}$ possesses the two sets of operators $\Gamma$ and $\Delta$, the first corresponding to $l$-multiplication and the second to $r$-multiplication, and that the associative laws hold,

$$\gamma(uv) = (\gamma u)v, \quad (uv)\delta = u(v\delta), \quad \gamma(w\delta) = (\gamma w)\delta,$$

for any $u$ in $\mathfrak{U}$, $v$ in $\mathfrak{G}$, $w$ in $\mathfrak{B}$, $\gamma$ in $\Gamma$, $\delta$ in $\Delta$. If all these conditions are satisfied, we say that $(\mathfrak{U}, \mathfrak{G})$ is a group pair.

An $r$-annihilator $v_0$ is an element of $\mathfrak{G}$ for which $lv_0 = 0$, i.e., $uv_0$ is the zero-element of $\mathfrak{B}$ for every $u$ in $\mathfrak{U}$. All these $r$-annihilators form an (admissible) subgroup $\mathfrak{G}_0$ of $\mathfrak{G}$. Similarly, the $l$-annihilators $u_0$ in $\mathfrak{U}$ with $u_0\mathfrak{G} = 0$ form a subgroup $\mathfrak{U}_0$ of $\mathfrak{U}$. If we set $(\mathfrak{U}_0 + u)(\mathfrak{G}_0 + v) = uv$, then $(\mathfrak{U}/\mathfrak{U}_0, \mathfrak{G}/\mathfrak{G}_0)$ becomes a group pair in which there are no $l$-annihilators or $r$-annihilators except the zero elements. Such a group pair is said to be primitive.

2. Let $(\mathfrak{U}, \mathfrak{G})$ be a group pair in which the zero element is the only $l$-annihilator: $\mathfrak{U}_0 = 0$. We consider a set $\mathfrak{B}$ of homomorphic mappings $B$ of $\mathfrak{G}$ upon itself or a subgroup of $\mathfrak{G}$. We say that the group pair $(\mathfrak{U}, \mathfrak{G})$ admits the transformations $B$ of $\mathfrak{G}$ if to each $B : v \rightarrow v^*$ there corresponds a transformation $A : u \rightarrow u^*$ of $\mathfrak{U}$ upon itself or a subgroup of $\mathfrak{U}$, such that

$$(u^*)v = uv^*$$

for all $u$ in $\mathfrak{U}$ and all $v$ in $\mathfrak{G}$. The element $u^*$ is uniquely determined by (20), if $B$ and $u$ are given. Further

$$(7.2A) \quad \text{The mapping } A \text{ is a homomorphism}.$$
Proof. We have (for \( u, u_1, u_2 \) in \( U \), \( v \) in \( \mathcal{B} \), \( \gamma \) in \( \Gamma \))

\[
(u_1 + u_2)v^* = (u_1 + u_2)v^* = u_1v^* + u_2v^* = u_1v + u_2v = (u_1 + u_2)v,
\]

\[
(\gamma u)v^* = (\gamma u)v^* = \gamma(uv^*) = \gamma(u^*v) = (\gamma u^*)v.
\]

which imply \((u_1 + u_2)v^* = u_1v^* + u_2v^*\), \((\gamma u)v^* = \gamma u^*v\).

We call the set \( \mathcal{A} \) of all these transformations \( A \) the set which is associated with \( \mathcal{B} \) by the group pair \((U, \mathcal{B})\). Because of the symmetry of (20) we have

\[(7.2B) \text{If the group pair} (U, \mathcal{B}) \text{is primitive, the relationship between} \mathcal{A} \text{and} \mathcal{B} \text{is reciprocal.} \]

Indeed, if we start from the mapping \( A: u \mapsto u^* \) of \( U \), we see from (20) that the pair \((U, \mathcal{B})\) admits the transformations of \( \mathcal{A} \), and that \( \mathcal{B} \) is the associated set.

3. Let \((U, \mathcal{B})\) be again a group pair with 0 as the only \( l \)-annihilator. Every element \( u \) generates a homomorphic mapping \( v \mapsto uv \) of \( \mathcal{B} \) upon a subgroup of \( \mathcal{B} \) which is an operator-homomorphism with regard to the operators of \( \Delta \). All such operator-homomorphic mappings of \( \mathcal{B} \) upon a subgroup of \( \mathcal{B} \) form an additive group \( \mathcal{B} \) which possesses the elements of \( \Gamma \) as \( l \)-operators. Then \( \mathcal{B} \) is (operator-) isomorphic with a subgroup of \( \mathcal{B} \); we may consider \( \mathcal{B} \) itself as a subgroup of \( \mathcal{B} \).

If \( B: v \mapsto v^* \) is a homomorphic mapping of \( \mathcal{B} \) upon \( \mathcal{B} \) or a subgroup of \( \mathcal{B} \), and if \( \bar{u} \) is any element of \( \mathcal{B} \), then \( v \mapsto \bar{u}v^* \) is an operator-homomorphic mapping of \( \mathcal{B} \) upon a subgroup of \( \mathcal{B} \) (with regard to the operators of \( \Delta \)). It then is given by an element \( \bar{u}^* \) of \( \mathcal{B} \), and we have \( \bar{u}v^* = \bar{u}v^* \). Hence

\[(7.3A) \text{If} (U, \mathcal{B}) \text{is a group pair without nonzero} l \text{-annihilators, we can replace} U \text{by a larger group} \mathcal{B} \text{such that} (\mathcal{B}, \mathcal{B}) \text{admits every set} \mathcal{B} \text{of homomorphic mappings of} \mathcal{B} \text{upon a subgroup of} \mathcal{B}. \]

4. Let us restrict ourselves to the case that \( U \) is a contragredient vector space and \( \mathcal{B} \) a cogredient vector space, the coordinates of the vectors taken from a fixed division ring \( K \). We then take \( \Delta = \Gamma = K \) in §7.1, and assume that \( \mathcal{B} \) is an \( m \)-dimensional cogredient vector space, and that \( l \)-multiplication of an element \( W \) with an element \( \kappa \) of \( K \) is performed by \( l \)-multiplying each component of \( W \) with \( \kappa \). We say in this case that \((U, \mathcal{B})\) form a group pair of rank \( m \). Assume that 0 is the only \( l \)-annihilator.

Let \( n \) be the number of dimensions of \( \mathcal{B} \). Since every element \( U \) of \( \bar{U} \) corresponds to an operator-homomorphic mapping of \( \mathcal{B} \) upon a subgroup of \( \mathcal{B} \) (with regard to \( r \)-operators), it is given by a matrix of type \((m, n)\) with coefficients in \( K \). We may identify \( \bar{U} \) with this matrix; the products \( \kappa U \) and \( \bar{U}V \)

\[(28) \text{We may then consider} \mathcal{B} \text{also as a contragredient vector space, if we consider only the addition in} \mathcal{B} \text{and the} l \text{-multiplication with elements of} K. \text{There will be no danger of a confusion, since we shall not perform linear transformations in} \mathcal{B}. \]
for \( k \in K \), \( V \in \mathcal{B} \) then have the ordinary significance (cf. §3). The number of dimensions of \( \mathcal{U} \) is \( mn \).

Every mapping \( B \) of \( \mathcal{B} \) of the kind considered in §7.3 is a linear transformation \( V \to V^* \) and hence given by a matrix \( (b_{\alpha \lambda}) \) of degree \( n \) which we also denote by \( B \). Setting \( V^* = BV \), the associated mapping \( \bar{A} : U \to U^* \) of \( U \) is defined by \( U^* = U^* \) or \( U^* = UBV \) which implies \( U^* = UB \). This, of course, is a linear transformation \( \bar{A} \) of \( U \) whose matrix we also denote by \( \bar{A} \). We may consider \( \mathcal{U} \) as a direct sum of \( m \) \( n \)-dimensional vector spaces \( \mathfrak{T}_1, \ldots, \mathfrak{T}_m \) where in the matrices of \( \mathfrak{T}_i \) only the coefficients in the \( i \)-th row are different from 0. If we choose a basis \( E^{(i)}_j \) of \( \mathfrak{T}_i \) by taking the \( j \)-th coefficients of the \( i \)-th row equal to 1, and all the other coefficients equal to 0, we see that \( \bar{A} \) transforms \( E^{(i)}_j \) into \( E^{(i)}_j B = \sum b_{ij} E^{(i)}_j \). This proves \( \mathfrak{T}_i \) invariant under \( \bar{A} \), the matrix of the induced transformation being \( B \). Hence \( \bar{A} = m \times B \). The set \( \mathfrak{A} \) associated with a set \( \mathcal{B} \) of transformations \( B \) by the pair \( (U, \mathcal{B}) \) is then \( \mathfrak{A} = m \times \mathcal{B} \).

If \( \mathcal{U} \) is a subgroup of \( \mathcal{U} \), and the group pair \( (U, \mathcal{B}) \) admits the transformations of \( \mathcal{B} \), then \( \mathcal{U} \) must be a subspace of \( \mathcal{U} \) invariant under \( \mathfrak{A} \). The transformations of \( \mathcal{U} \) induced by \( \mathfrak{A} \) form a top constituent \( \mathfrak{A} \) of \( \mathfrak{A} \), and this \( \mathfrak{A} \) is the set associated with \( \mathcal{B} \) by the group pair \( (U, \mathcal{B}) \). Hence (cf. §4.3)

(7.4A) Let \( \mathcal{U} \) be a contragredient vector space and \( \mathcal{B} \) a cogredient vector space both forming a group pair of rank \( m \). If \( 0 \) is the only \( l \)-annihilator, and \( (U, \mathcal{B}) \) admits the set \( \mathcal{B} \) of homomorphic mappings of \( \mathcal{B} \) upon \( \mathcal{B} \) or a subgroup of \( \mathcal{B} \), then the associated set \( \mathfrak{A} \) is a top constituent of \( m \times \mathcal{B} \).

In the same manner, we prove

(7.4B) If \( 0 \) is the only \( r \)-annihilator in \( (U, \mathcal{B}) \), and \( (U, \mathcal{B}) \) admits the set \( \mathfrak{A} \) of homomorphic mappings of \( \mathfrak{U} \) upon a subgroup of \( \mathfrak{U} \), then the associated set of transformations of \( \mathfrak{B} \) is an end constituent of \( m \times \mathfrak{A} \).

That we here obtain an end constituent instead of a top constituent as in (7.4A) is due to the fact that \( \mathfrak{B} \) is a cogredient vector space. The transformations induced in an invariant subspace are end constituents (cf. §4.3).

5. Let us apply the preceding considerations to sets \( \mathcal{B} \) of matrices of degree \( n \) with coefficients in the division ring \( K \). Let \( m > 0 \) be a given integer. We say that a set \( \mathcal{U} \) of matrices of type \( (m, n) \) with coefficients in \( K \) is a \((K, \mathcal{B})\)-double module, if \( \mathcal{U} \) contains the matrices \( U_1 + U_2, \kappa U, UB \) for any \( U, U_1, U_2 \) in \( \mathcal{U} \), any \( \kappa \) in \( K \), and any \( B \) in \( \mathcal{B} \). We then choose an \( l \)-basis \( U_1, U_2, \ldots, U_k \) of \( \mathcal{U} \). Since any product \( U_\kappa B \) lies in \( \mathcal{U} \) again, we have formulae

\[
U_\kappa B = \sum_{\lambda=1}^{k} a_{\lambda \kappa} U_\lambda, \quad \kappa = 1, 2, \ldots, k,
\]  

with coefficients \( a_{\lambda \kappa} \) in \( K \). We say that the set \( \mathfrak{A} \) of all the matrices \( A = (a_{\lambda \kappa}) \) is the set associated with \( \mathcal{B} \) by the double module \( \mathcal{U} \). The degree \( k \) of \( \mathfrak{A} \) is the
l-rank of \( \mathfrak{U} \). If \( \mathfrak{B} \) is closed under addition or multiplication, the set \( \mathfrak{A} \) is isomorphic with \( \mathfrak{B} \) with regard to this operation. If the \( l \)-basis \( U_e \) is replaced by another \( l \)-basis, \( \mathfrak{A} \) is replaced by a similar set.

If \( \mathfrak{B} \) is the \( n \)-dimensional cogredient vector space in which the transformations of \( \mathfrak{B} \) take place, then \( (\mathfrak{U}, \mathfrak{B}) \) form a group pair, the product \( UV \) of a matrix \( U \) of \( \mathfrak{U} \) and a vector \( \mathfrak{B} \) being defined in the ordinary manner. This group pair \( (\mathfrak{U}, \mathfrak{B}) \) is of rank \( m \), and 0 is the only \( l \)-annihilator.

Further, \( (\mathfrak{U}, \mathfrak{B}) \) admits the transformations \( \mathfrak{B} \) of \( \mathfrak{B} \), and \( \mathfrak{A} \) is the associated set in the sense of §7.2, since the transformation \( U_e \rightarrow U_e B \) in the contragredient vectors space with the basis \( U_1, U_2, \ldots, U_l \) has the matrix \( A \) according to (21). From (7.4A) there follows

\[(7.5A)\] If \( \mathfrak{U} \) is a \((K, \mathfrak{B})\)-double module, consisting of matrices of type \((m, n)\), then \( \mathfrak{U} \) associates the set of matrices \( \mathfrak{B} \) of degree \( n \) with a set \( \mathfrak{A} \) which is a top constituent of \( m \times \mathfrak{B} \).

The \( r \)-annihilators of \( (\mathfrak{U}, \mathfrak{B}) \) will form a subspace \( \mathfrak{B}_0 \) of \( \mathfrak{B} \) which is invariant under \( \mathfrak{B} \) since \( U \cdot B V_0 \subseteq U V_0 = (0) \) for \( V_0 \) in \( \mathfrak{B}_0 \) \( B \) in \( \mathfrak{B} \). Let \( \mathfrak{B}_0 \) be the set of transformations of \( \mathfrak{B}/\mathfrak{B}_0 \) induced by \( \mathfrak{B} \); then \( \mathfrak{B}_0 \) is a top constituent of \( \mathfrak{B} \) according to §4.3. We may consider \((\mathfrak{U}, \mathfrak{B}/\mathfrak{B}_0)\) as a primitive group pair consisting of a contragredient vector space \( \mathfrak{U} \) and a cogredient vector space \( \mathfrak{B}/\mathfrak{B}_0 \). The rank of this group pair still is \( m \). If \( B: V \rightarrow V^* \) is a transformation of \( \mathfrak{B} \), and \( A: U \rightarrow U^* \) the corresponding transformation of \( \mathfrak{A} \), then we have \( U^* V = UV^* \). The corresponding equation holds, when we replace \( V \) and \( V^* \) by their residue class modulo \( \mathfrak{B}_0 \). Then \( V^* = B_0 V \) (mod \( \mathfrak{B}_0 \)) where \( B_0 \) is the matrix of \( \mathfrak{B}_0 \) corresponding to \( B \) in \( \mathfrak{B} \). Consequently, the group pair \( (\mathfrak{U}, \mathfrak{B}/\mathfrak{B}_0) \) associates the set of transformations \( \mathfrak{B}_0 \) of \( \mathfrak{B}/\mathfrak{B}_0 \) with the set \( \mathfrak{A} \) of transformations of \( \mathfrak{U} \) and vice versa (cf. (7.2B)).

Then from (7.4B) we obtain

\[(7.5B)\] In (7.5A) let \( \mathfrak{B}_0 \) be the set of all \( n \)-dimensional vectors \( V_0 \) for which \( UV_0 = 0 \) for every \( U \) in \( \mathfrak{U} \). Then \( \mathfrak{B}_0 \) is invariant under \( \mathfrak{B} \); if \( \mathfrak{B}_0 \) is the top constituent of \( \mathfrak{B} \), consisting of the transformations of \( \mathfrak{B}/\mathfrak{B}_0 \) induced by \( \mathfrak{B} \), then \( \mathfrak{B}_0 \) is an end constituent of \( m \times \mathfrak{A} \).

6. We can now apply (6.6A), (6.6B), and (6.6C) and obtain

\[(7.6A)\] In the notation of (7.5A) and (7.5B) \( \mathfrak{A} \) and \( \mathfrak{B}_0 \) have the same number of Loewy constituents: \( L(\mathfrak{A}) = L(\mathfrak{B}_0) \). Every irreducible constituent of \( \mathfrak{L}_i(\mathfrak{B}_0) \) appears in \( \mathfrak{L}_i(\mathfrak{A}) \), and every irreducible constituent of \( \mathfrak{L}_i(\mathfrak{A}) \) appears in some \( \mathfrak{L}_{i+j}(\mathfrak{B}_0) \) with \( j \geq 0 \). Every irreducible constituent \( \mathfrak{L}_i(\mathfrak{A}) \) appears in \( \mathfrak{L}_i(\mathfrak{B}_0) \), and every irreducible constituent of \( \mathfrak{L}_i(\mathfrak{B}_0) \) appears in some \( \mathfrak{L}_{i+j}(\mathfrak{A}) \) with \( j \geq 0 \).

We have the corollary

\[(7.6B)\] In the notation of E. Noether [20], \( \mathfrak{U} \) is a representation module for the representation \( \mathfrak{A} \) of \( \mathfrak{B} \).
(7.6B) The sets $\mathcal{A}$ and $\mathcal{B}_0$ have the same irreducible constituents though not necessarily with the same multiplicities.

It is also possible to make some statements concerning the multiplicities, e.g.,

(7.6C) If an irreducible constituent $\mathcal{G}$ appears $h$ times in $L_i(\mathcal{B}_0)$, it appears at least $h/m$ times in $L_i(\mathcal{A})$. (Similarly in the other cases.)

7. As an application, we prove the following theorem:

(7.7A) Let $\mathcal{B}$ be a set of matrices which has no constituents (0), and let $\mathcal{U}$ be a $(K, \mathcal{B})$ double module consisting of matrices of type $(m, n)$. The necessary and sufficient condition that a matrix $Z$ of type $(m, n)$ belongs to $\mathcal{U}$ is that $ZB$ belongs to $\mathcal{U}$ for every $B$ in $\mathcal{B}$.

**Proof.** Let $U_1, U_2, \ldots, U_k$ be an $l$-basis of $\mathcal{U}$. If $Z$ does not belong to $\mathcal{U}$, then $U_1, U_2, \ldots, U_k, Z$ will be an $l$-basis of a $(K, \mathcal{B})$-double module $\mathcal{U}^*$. The set associated with $\mathcal{B}$ by $\mathcal{U}^*$ has the form

$$\mathcal{A}^* = \left( \begin{array}{c} \mathcal{A} \\ 0 \end{array} \right),$$

where $\mathcal{A}$ is the associated set with $\mathcal{B}$ by $\mathcal{U}$. According to (7.6A) every irreducible constituent of $\mathcal{A}^*$ must appear in $\mathcal{B}$ whereas 0 is no constituent of $\mathcal{B}$. Hence $Z$ must belong to $\mathcal{U}$.

8. Finally, we give some formulae showing the relationship between $\mathcal{A}$ and $\mathcal{B}$ in a more formal manner.

(7.8A) Let $\mathcal{A}$ and $\mathcal{B}$ be two related sets of matrices of degrees $k$ and $n$ respectively, let $m$ be a positive integer, and $h^{(\alpha)}_{\mu \nu}$ a set of $k m n$ elements of $K$ ($k=1, 2, \ldots, k; \mu=1, 2, \ldots, m; \nu=1, 2, \ldots, n$). We form three sets of matrices, $U_\alpha$ of type $(m, n)$, $T_\tau$ of type $(k, m)$ and $P_\mu$ of type $(k, n)$:

\begin{align*}
U_\alpha &= (h^{(\alpha)}_{\mu \nu}); & T_\tau &= (h^{(\alpha)}_{\mu \nu}); & P_\mu &= (h^{(\alpha)}_{\mu \nu}),
\end{align*}

where $\alpha$ is the row index and $\beta$ the column index. The three sets of relations (for corresponding $A=(a_{\alpha \beta})$ and $B=(b_{\alpha \beta})$)

\begin{align*}
(22) & & U_\alpha B &= \sum a_{\alpha \beta} U_\beta, \\
(23a) & & AT_\tau &= \sum T_\lambda b_{\lambda \nu}, \\
(23b) & & \mathcal{A}P_\mu &= P_\mu \mathcal{B}
\end{align*}

are equivalent.

**Proof.** All three relations are equivalent to

$$\sum_{\lambda} h^{(\alpha)}_{\mu \lambda} b_{\lambda \nu} = \sum_{\beta} a_{\alpha \beta} h^{(\beta)}_{\mu \nu}.$$
The equation (23a) is identical with (21). The equation (23b) shows that all matrices of the form $\sum T_c$, $c$ in $K$, form what we may call an $(\mathfrak{A}, K)$ double module $\mathfrak{T}$. If the $T_c$ are $r$-independent, this $\mathfrak{T}$ associates $\mathfrak{A}$ with $\mathfrak{B}$, and this again expresses the reciprocity between $\mathfrak{B}$ and $\mathfrak{A}$.

8. The regular representation

1. We now consider a set $\mathfrak{G}$ of square matrices which forms a semi-group, i.e., which contains the product of any two of its matrices. Let $U_1, U_2, \cdots, U_k$ be an $l$-basis of $\mathfrak{G}$. The linear combinations $\sum c_e U_e$ with arbitrary coefficients in $K$ form a $(K, \mathfrak{G})$-double module which we call the enveloping module $\mathfrak{M}(\mathfrak{G})$ of $\mathfrak{G}$. For $G$ in $\mathfrak{G}$, we have the formulae

$$U_\lambda G = \sum r_{\lambda} U_\lambda,$$

and the matrices $R = (r_{\lambda})$ form the associated set $\mathfrak{R}$. The mapping $G \rightarrow R$ is a homomorphism with regard to multiplication. In other words, $\mathfrak{R}$ is a representation of $\mathfrak{G}$, known as the regular representation of $\mathfrak{G}$. If the $l$-basis $U_e$ is replaced by another $l$-basis of $\mathfrak{M}(\mathfrak{G})$, then $\mathfrak{R}$ is replaced by a similar set. The degree of the regular representation is equal to the $l$-rank of $\mathfrak{G}$.

2. Let $\mathfrak{S}$ be the space in which the transformations of $\mathfrak{G}$ take place. We shall apply (7.5A) and (7.5B) (for $U = \mathfrak{M}(\mathfrak{G})$). Here $\mathfrak{S}_0$ consists of those vectors $V$ for which $\mathfrak{M}(\mathfrak{G}) V = 0$. This condition is equivalent with $\mathfrak{G} F = 0$, and hence $\mathfrak{G}$ induces the transformation 0 in $\mathfrak{S}_0$. It follows that in a suitable coordinate system

$$\mathfrak{G} \sim \begin{pmatrix} 0 & \mathfrak{S}_0 \\ \mathfrak{S}_0 & 0 \end{pmatrix},$$

where the constituent 0 at the bottom is of degree $n_0 \geq 0$. It is not possible to find a similar set with a bottom constituent 0 of higher degree. From the theorems in §7.5 and §7.6 we derive:

(8.2A) Let $\mathfrak{G}$ be a semigroup of matrices of degree $n$. We split $\mathfrak{G}$ into a constituent $\mathfrak{G}_0$ and a bottom constituent 0 of highest possible degree, (25). The regular representation $\mathfrak{R}$ of $\mathfrak{G}$ is a top constituent of $n \times \mathfrak{G}_0$, and $\mathfrak{G}_0$ is an end constituent of $n \times \mathfrak{R}$.

(8.2B) We have $L(\mathfrak{R}) = L(\mathfrak{G}_0)$. Every irreducible constituent of $L_i(\mathfrak{G}_0)$ appears in $L_i(\mathfrak{R})$, and every irreducible constituent of $L_i(\mathfrak{R})$ appears in some $L_{i+1}(\mathfrak{G}_0)$.

(20) For properties of the regular representation, cf. Frobenius [9], MacDuffee [16], Brauer and Nesbitt [4], Nesbitt [19], Nakayama [18].

(21) It should be noticed that in the case of a non-commutative $K$, the module $\mathfrak{M}(\mathfrak{G})$ is, in general, not a ring. Further, similar semi-groups $\mathfrak{G}$ and $\mathfrak{G}_i$ may have different $l$-ranks and different regular representations.

(22) If $n_0 = 0$, then the constituent 0 in (25) is missing.
with \( j \geq 0 \). Every irreducible constituent of \( \mathcal{L}_i(\mathfrak{R}) \) appears in \( \mathcal{L}_i(\mathfrak{G}_0) \), and every irreducible constituent of \( \mathcal{L}_i(\mathfrak{G}_0) \) appears in some \( \mathcal{L}_{i+j}(\mathfrak{R}) \) with \( j \geq 0 \).

These results lead to the following corollaries:

(8.2C) We have either \( \mathcal{L}(\mathfrak{R}) = \mathcal{L}(\mathfrak{G}) \), or \( \mathcal{L}(\mathfrak{R}) = \mathcal{L}(\mathfrak{G}) - 1 \). If \( \mathcal{L}_1(\mathfrak{G}) \) does not contain a constituent \( 0 \), we have the first case.

(8.2D) The sets \( \mathfrak{G} \) and \( \mathfrak{R} \) have the same irreducible constituents, except perhaps constituents \( 0 \) which may appear in \( \mathfrak{G} \) without appearing in \( \mathfrak{R} \).

(8.2E) If \( \mathfrak{G} \) is completely reducible, so is \( \mathfrak{R} \).

For \( \mathcal{L}(\mathfrak{G}) = 1 \) implies \( \mathcal{L}(\mathfrak{R}) = 1 \) by (8.2C), and this is equivalent to the complete reducibility of \( \mathfrak{R} \).

In certain cases, \( \mathfrak{G}_0 \) can be replaced by \( \mathfrak{G} \). We can prove

(8.2F) If \( \mathfrak{M}(\mathfrak{G}) \) contains a matrix \( J \neq 0 \) such that \( JG = G \) for every \( G \) in \( \mathfrak{G} \), then \( \mathfrak{G} \) splits completely into \( \mathfrak{G}_0 \) and a constituent \( 0 \), and we have \( \mathcal{L}(\mathfrak{R}) = \mathcal{L}(\mathfrak{G}) - 1 \), \( \mathcal{L}_i(\mathfrak{G}) = \mathcal{L}_i(\mathfrak{G}_0) \) for every \( i \geq 2 \). The assumption is satisfied, in particular, when \( \mathfrak{G} \) has a \( 1 \)-unit \( J \).

**Proof.** Assume that \( Q^{-1}\mathfrak{G}Q \) splits in the form (25). The last \( n_0 \) columns in all the matrices of \( Q^{-1}\mathfrak{G}Q \) vanish. The same then is true for \( Q \cdot Q^{-1}\mathfrak{G}Q = \mathfrak{G}Q \), hence for \( \mathfrak{M}(\mathfrak{G})Q \), and for \( Q^{-1}\mathfrak{M}(\mathfrak{G})Q \). We may set

\[
Q^{-1}\mathfrak{G}Q = \begin{pmatrix}
\mathfrak{G}_0 & \mathfrak{G} \\
\mathfrak{G} & 0
\end{pmatrix}, \quad Q^{-1}JQ = \begin{pmatrix} X & 0 \\ Y & 0 \end{pmatrix}
\]

since \( J \) belongs to \( \mathfrak{M}(\mathfrak{G}) \). From \( JG = G \), we obtain \( Y\mathfrak{G}_0 = \mathfrak{G} \) or \( \mathfrak{G} = Y\mathfrak{G}_0 - 0Y \). This shows that after an elementary similarity transformation, we may replace \( \mathfrak{G} \) by \( \mathfrak{G}_0 \). This shows the first part of (8.2F); the other statements follow from it.

From (7.7A), we obtain at once

(8.2G) Let \( \mathfrak{G} \) be a semigroup of matrices of degree \( n \) which has no constituent \( 0 \). A necessary and sufficient condition that a matrix \( Z \) of degree \( n \) belongs to \( \mathfrak{M}(\mathfrak{G}) \) is that \( ZG \) belongs to \( \mathfrak{M}(\mathfrak{G}) \) for every \( G \) in \( \mathfrak{G} \). In particular, the unit matrix \( I \) belongs to \( \mathfrak{M}(\mathfrak{G}) \).

3. In certain cases, the theorem (8.2B) can be improved. We prove:

(8.3A) Assume that the semigroup \( \mathfrak{G} \) itself appears in its lower Loewy normal form, and that no constituent \( 0 \) appears in \( \mathfrak{G} \). Every irreducible constituent of \( \mathcal{L}_i(\mathfrak{G}) \) is also a constituent of \( \mathcal{L}_i(\mathfrak{R}), L_2(\mathfrak{R}), \ldots, \mathcal{L}_i(\mathfrak{R}) \).

**Proof.** Assume that the semigroup \( \mathfrak{G} \) itself splits into several constituents, one of which is \( \mathfrak{G} \). Denote by \( W_1, W_2, \ldots, W_k \) the matrices of \( \mathfrak{M}(\mathfrak{G}) \) which correspond to an \( l \)-basis \( U_1, U_2, \ldots, U_k \) of \( \mathfrak{M}(\mathfrak{G}) \). Obviously, we can choose
$U_1, U_2, \ldots, U_k$ such that $W_1 = \cdots = W_i = 0$ and $W_{i+1}, \ldots, W_k$ form an $l$-basis of $\mathcal{R}(\mathcal{S})$. If $G$ in $\mathcal{S}$ corresponds to $H$ in $\mathcal{S}$, then (24) implies

$$W_\alpha H = \sum \alpha W_\lambda$$

and we easily see that $\mathcal{R}$ splits into a top constituent of degree $j$ and the regular representation $\mathcal{R}^*$ of $\mathcal{S}$ as end constituent. From (6.6A) and (8.2B) it follows that every irreducible constituent of $\mathcal{L}(\mathcal{S})$ appears in $\mathcal{L}(\mathcal{R})$; (0) is not a constituent of $\mathcal{S}$.

We now choose $\mathcal{S}$ as the constituent of $\mathcal{S}$ which contains the Loewy constituents $\mathcal{L}_L(\mathcal{S}), \ldots, \mathcal{L}_\beta(\mathcal{S})$. Then $\mathcal{L}_r(\mathcal{S}) = \mathcal{L}_r(\mathcal{S})$, and for $i = r + \beta - 1, 1 \leq r \leq i$, we obtain the statement of (8.3A).

If the underlying division ring is a field, there is no restriction in the assumption that $\mathcal{S}$ itself is in its lower Loewy normal form, since similar semigroups here have the same regular representation.

4. A discussion, analogous to that in §8.1, is possible with regard to an $r$-basis $U_1, \ldots, U_r$ of $\mathcal{S}$. Here we set

$$(26) \quad G U_\lambda = \sum \alpha U_\lambda s_{\alpha}, \quad s_{\alpha} \text{ in } K,$$

and $G \to S = (s_{\alpha})$ defines the second regular representation of $\mathcal{S}$. Going over to transposed matrices (cf. (3.5)) in (26), we obtain

$$(8.4A) \quad \text{The second regular representation } \mathcal{S} \text{ of a semigroup } \mathcal{S} \text{ is the transpose of the first regular representation of the transposed set } \mathcal{S}'.$$

This remark allows us to restrict ourselves to the consideration of the first regular representation.

9. Irreducible semigroups

1. We now consider irreducible semigroups $\mathcal{S} \neq (0)$ consisting of square matrices of degree $n$ with coefficients in the division ring $K$. Since the degree of the regular representation equals the $l$-rank of $\mathcal{S}$, we obtain from (8.2B):

$$(9.1A) \quad \text{If } \mathcal{S} \text{ is an irreducible semigroup of degree } n \text{ and } l\text{-rank } k, \text{ then the regular representation } \mathcal{R} \text{ of } \mathcal{S} \text{ is similar to } (k/n) \times \mathcal{S}. \text{ In particular, the } l\text{-rank is a multiple of the degree.}$$

We wish to characterize the number $k/n$ by means of the commuting ring $\mathcal{C}(\mathcal{S})$ of $\mathcal{S}$. Denoting the row $(0, \cdots, 0, 1, 0, \cdots, 0)$ with the $i$th component 1 by $E_i$, we see that $E_i C$ is the $i$th row of the matrix $C$. We determine the largest number $k$ of indices $\mu_1, \mu_2, \cdots, \mu_k$, with $1 \leq \mu_i \leq n$, such that conditions

$$(27) \quad \sum \mu E_\mu C_\mu = 0, \quad C_\mu \text{ in } \mathcal{C}(\mathcal{S}), \mu \text{ ranging over } \mu_1, \cdots, \mu_k,$$

imply $C_{\mu_i} = 0$ for all $\mu_i$. Since all the $C_\mu \neq 0$ in $\mathcal{C}(\mathcal{S})$ are nonsingular (cf.
(6.2A)), we have \( h \geq 1 \). The \( \mu_i \) are all distinct, since if for example \( \mu_1 = \mu_2 \), we could set \( C_{\mu_1} = -C_{\mu_2} \neq 0 \), and all the later \( C_\mu = 0 \) in (27). We denote this number \( h \) as the \( h \)-number of \( \mathbb{C}(\mathfrak{g}) \), and state

(9.1B) The quotient \( k/n \) in (9.1A) is equal to the \( h \)-number of \( \mathbb{C}(\mathfrak{g}) \).

Proof. Assume first that \( h < n \). For any fixed \( i = 1, 2, \ldots, n \), we can find matrices \( C_{\mu i} (\mu = \mu_1, \ldots, \mu_h) \) and \( C_i \) in \( \mathbb{C}(\mathfrak{g}) \) such that

(28) \[ \sum_{\mu} E_\mu C_{\mu i} + E_i C_i = 0 \]

and not all \( C_{\mu i}, C_i \) vanish. Then \( C_i \neq 0 \), because otherwise (28) would be identical with (27) for \( C_{\mu i} = C_\mu \), and all these matrices would also vanish. Because of (6.2A), \( C_i \) is nonsingular, and if we \( r \)-multiply (28) by its reciprocal, we see that we may assume \( C_i = I \). We then multiply (28) by an arbitrary element \( G \) of \( \mathfrak{g} \), and obtain

(29) \[ 0 = \sum_{\mu} E_\mu C_{\mu i} G + E_i G = \sum_{\mu} E_\mu G C_{\mu i} + E_i G. \]

Denote by \( l_1, l_2, \ldots, l_h \) the \( nh \) coefficients appearing in the rows \( \mu_1, \mu_2, \ldots, \mu_h \) of \( G \). Since \( E_\mu G \) is the \( i \)th row of \( G \), and \( E_i G \) the \( \mu \)th row of \( G \), we see from (29) that every fixed coefficient of \( G \), say in the \( i \)th row and \( j \)th column, is a linear function \( \sum \gamma_{i \mu} \), where the \( \gamma \) are elements of \( K \) which are independent of \( G \) (but dependent on \( i, j \)). Then \( G \) has the form \( G = \sum Q_\mu \), where the \( Q_\mu \) are fixed matrices, and this shows that the \( l \)-rank \( k \) of \( \mathfrak{g} \) is not larger than \( nh \). This is also true, if \( h = n \), since certainly \( k \leq n^2 \). Thus we always have \( k/n \leq h \).

On the other hand, we may choose an \( l \)-basis \( U_1, U_2, \ldots, U_k \) of \( \mathfrak{g}(\mathfrak{g}) \), such that the regular representation \( \mathcal{R} \) with regard to this basis has the form (cf. (9.1A))

(30) \[ \mathcal{R} = j \times \mathfrak{g}, \quad j = k/n. \]

We now apply (7.8A) to \( \mathcal{R} = \mathcal{R} \) and \( \mathcal{B} = \mathfrak{g} \), using for \( U_\mu \) the notation of the first formula (22) and defining \( P_\mu \) by the last formula (22); we have here \( m = n \). For the \( n \) matrices \( P_\mu \) which intertwine \( \mathcal{R} \) and \( \mathfrak{g} \) (\( \mu = 1, 2, \ldots, n \)), according to (22), we have

(31) \[ E_\mu P_\mu = E_\mu U_\mu = (h^{(\nu)}_{\mu 1}, h^{(\nu)}_{\mu 2}, \ldots, h^{(\nu)}_{\mu n}). \]

We break up each matrix \( P_\mu \) according to the scheme \( (n, n, \ldots, n | n) \),

(32) \[ P_\mu = \begin{bmatrix} Q_{\mu 1} \\ \vdots \\ Q_{\mu n} \end{bmatrix}. \]

Because of (30), each \( Q_{\mu \nu} \) intertwines \( \mathfrak{g} \) with \( \mathfrak{g} \); i.e., \( Q_{\mu \nu} \) belongs to \( \mathbb{C}(\mathfrak{g}) \).
Choose any \( j+1 \) values \( \mu \) from 1, 2, \( \cdots \), \( n \), and consider the \( j \) linear equations
\[
\sum Q_\mu X_\mu = 0, \quad \cdots, \quad \sum Q_\mu X_\mu = 0.
\]
Since the coefficients lie in the division ring \( \mathbb{C}(\mathcal{G}) \), and we have more unknowns \( X_\mu \) than equations, there is a non-trivial solution \( X_\mu \) in \( \mathbb{C}(\mathcal{G}) \) (cf. (3.4)). Then \( \sum P_\mu X_\mu = 0 \). On \( l \)-multiplying by \( E_\mu \) and using (31), we obtain
\[
\sum P_\mu E_\mu X_\mu = 0.
\]
We now determine \( z_1, \cdots, z_n \) in \( K \) such that \( \sum z_\mu U_\mu = I \). This is possible (cf. (8.2G)). Since \( z_\mu E_\mu = E_\mu z_\mu \), \( l \)-multiplication of (33) with \( z_\mu \) and addition over \( \nu \) yields \( \sum E_\mu X_\mu = 0 \). Since the \( X_\mu \) are elements of \( \mathbb{C}(\mathcal{G}) \) which do not all vanish, this is a relation (27). For any \( j+1 \) indices \( \mu \), we have a non-trivial relation of this kind. Hence \( j+1 > h \), i.e., \( j \geq h \). Because of (30), we have \( k/n \geq h \). Since we also showed \( k/n \geq h \), the statement is proved.

In the notation of the first part of this proof, it now follows that the matrices \( Q_\mu \) are \( l \)-independent and belong to \( \mathbb{M}(\mathcal{G}) \), since otherwise \( \mathbb{M}(\mathcal{G}) \) would have an \( l \)-rank smaller than \( hn \). Further, \( t_1, \cdots, t_h \) are the coefficients in the rows \( p_1, \cdots, p_h \) of \( \mathbb{M} \). Hence

(9.1C) In the notation of (9.1B), the coefficients in \( h \) suitable rows \( \mu_1, \cdots, \mu_h \) of a matrix \( M \) of \( \mathbb{M}(\mathcal{G}) \) can be assigned as arbitrary elements of \( K \), and then \( M \) is determined uniquely. We can choose the indices \( \mu \) as in (27).

2. Let \( v \) be the \( r \)-rank of \( \mathbb{C}(\mathcal{G}) \). There exist at most \( hv \) matrices (32) which are \( r \)-independent, since \( Q_\mu \) lies in \( \mathbb{C}(\mathcal{G}) \), where \( j = k/n = h \). If we now choose more than \( hv \) distinct indices \( \mu \) from 1, 2, \( \cdots \), \( n \) (assuming that \( n > hv \)), then the matrices \( P_\mu \) are \( r \)-dependent and we have equations \( \sum P_\mu x_\mu = 0 \) (\( x_\mu \) in \( K \), not all of them 0). We proceed as in the second part of the proof of (9.1B). On \( l \)-multiplying with \( E_\mu \) and using (31), we find \( \sum E_\mu U_\mu k_\mu = 0 \) (summed over \( \mu \)). Again, \( l \)-multiplying by the same \( z_\mu \) as above and adding, we find \( \sum E_\mu x_\mu = 0 \). But this implies \( x_\mu = 0 \), which gives a contradiction. Hence \( n \leq hv \), which gives

(9.2A) Let \( \mathcal{G} \) be an irreducible semigroup of degree \( n \). If \( \mathcal{G} \) has the \( l \)-rank \( k \), and \( \mathbb{C}(\mathcal{G}) \) has the \( r \)-rank \( v \), then \( n^2 \leq kv \).

This can be considered as a generalization of Burnside’s theorem (cf. §9.4).

3. Consider a similarity transformation applied to the irreducible semigroup \( \mathcal{G} \). The same transformation, then, is to be applied to \( \mathbb{C}(\mathcal{G}) \). According to (6.4B), the set \( \mathbb{C}(\mathcal{G}) \) has only one irreducible constituent \( \mathbb{B} \), and after the similarity transformation, we may assume that
\[
\mathbb{C}(\mathcal{G}) = s \times \mathbb{B}
\]
where \( n/s = t \) is the degree of \( \mathbb{B} \).
We set \( C(\mathcal{W}) = \mathcal{T} \). Since \( \mathcal{W} \) is irreducible, \( \mathcal{T} \) is a division ring. From (6.2B)
\[
C(\mathcal{T}) = C(s \times \mathcal{W}) = [C(\mathcal{W})]_s = [\mathcal{T}]_s
\]
and since \( \mathcal{G} \subseteq C(\mathcal{G}) \), we have
\[
\mathcal{G} \subseteq [\mathcal{T}]_s
\]
The irreducibility of \( \mathcal{G} \) implies the irreducibility of \( \mathcal{T} \), from the first part of theorem (6.3A). Obviously, \( C(\mathcal{T}) \supseteq \mathcal{W} \). If we had \( C(\mathcal{T}) \supseteq \mathcal{W} \), then, according to (6.2B) we would have \( C(\mathcal{G}) \subseteq C([\mathcal{T}]_s) = s \times C(\mathcal{T}) \supseteq \mathcal{W} = C(\mathcal{G}) \), which is impossible. Hence \( \mathcal{W} \) and \( \mathcal{T} \) both are irreducible division rings consisting of matrices of degree \( t \), and each is the commuting set of the other.

We now apply theorem (9.1B) to \( \mathcal{T} \) instead of \( \mathcal{G} \). If \( h_0 \) is the \( h \)-number of \( C(\mathcal{T}) = \mathcal{W} \), and \( z \) the \( l \)-rank of \( \mathcal{T} \), then \( h_0 = z/t \). But (34) shows that the \( h \)-number of \( C(\mathcal{G}) \) is \( h = s h_0 \), and hence
\[
(35) \quad \frac{k}{n} = h = s h_0 = s z/t
\]
which implies \( k = s^2 z \) since \( n = s t \). Consequently, \( \mathcal{G} \) and \( [\mathcal{T}]_s \), have the same \( l \)-rank, and therefore \( \mathfrak{M}(\mathcal{G}) = \mathfrak{M}([\mathcal{T}]_s) \). Thus we have

(9.3A) Any irreducible semigroup \( \mathcal{G} \) of degree \( n \) is, after a similarity transformation, contained in a set \( [\mathcal{T}]_s \), where \( \mathcal{T} \) is an irreducible set of matrices of degree \( n/s = t \) forming a division ring, and \( \mathcal{G} \) and \( [\mathcal{T}]_s \), have the same \( l \)-rank and hence the same enveloping module, \( \mathfrak{M}(\mathcal{G}) = \mathfrak{M}([\mathcal{T}]_s) \). Further, \( \mathcal{W} = C(\mathcal{T}) \) is the only irreducible constituent of \( C(\mathcal{G}) \) and its multiplicity is \( s \), i.e., \( C(\mathcal{G}) = s \times \mathcal{W} \). Conversely, \( \mathcal{T} = C(\mathcal{W}) \).

Let \( v \) be the \( l \)-rank of \( C(\mathcal{G}) \) which by (34) is also the \( l \)-rank of \( \mathcal{W} \), and let \( z \) be the \( l \)-rank of \( \mathcal{T} \). From (35), we obtain
\[
\frac{k v}{n^2} = \frac{s z}{t} \quad \frac{v}{t} = \frac{s}{t}
\]
Both fractions on the right side are integers; they give the multiplicity of \( \mathcal{T} \) and of \( \mathcal{W} \) in their regular representations. The same is true if we take for \( v \) the \( r \)-rank of \( C(\mathcal{G}) \). Then \( v/t \) is the multiplicity of \( \mathcal{W} \) in its second regular representation. Hence we have

(9.3B) If in (9.3A) the set \( \mathcal{T} \) has the \( l \)-rank \( z \), if \( \mathcal{G} \) has the \( l \)-rank \( k \), and \( \mathcal{W} \) the \( l \)-rank \( v \) (or the \( r \)-rank \( v \)), then \( k v/n^2 = (z/t)(v/t) \) where \( z/t \) and \( v/t \) are integers.

This gives, of course, the inequality of (9.2A); but it is not sufficient for a proof of (9.2A) in the general case, since we applied here a similarity transformation which may have changed the original ranks.

4. If the underlying division ring \( \mathcal{K} \) is a field\(^{(2)}\), then \( l \)-rank and \( r \)-rank

\(^{(2)}\) For this case, compare, for instance, Weyl [31].
always coincide. Further \( \mathcal{M}(\mathfrak{T}) = \mathfrak{T} \), since every linear combination of elements of \( \mathfrak{T} \) commutes with every element \( \mathfrak{B} \). Similarly, \( \mathcal{M}(\mathfrak{B}) = \mathfrak{B} \).

If \( \mathfrak{G} \) is an irreducible algebra of matrices, then \( \mathcal{M}(\mathfrak{G}) = \mathfrak{G} \), and (9.3A) shows that \( \mathfrak{G} \sim [\mathfrak{T}] \), where \( \mathfrak{T} \) itself is an irreducible division algebra over \( K \). This is Wedderburn's theorem.

For an irreducible division algebra \( \mathfrak{G} \) of matrices, the number \( h = k/n \) must be equal to 1; as follows for instance from (9.1C) since here it is certainly impossible to choose the coefficients in two rows arbitrarily. For such a \( \mathfrak{G} \) the rank \( k \) and the degree \( n \) are equal.

If we apply this to \( \mathfrak{T} \) and \( \mathfrak{B} \) in (9.3B), we have \( z = t \) and \( v = t \) and hence

\[
kv = n^2,
\]

where \( n \) is the degree of the irreducible semigroup \( \mathfrak{G} \), \( k \) is the rank of \( \mathfrak{G} \), and \( v \) the rank of \( \mathfrak{G}(\mathfrak{G}) \). This is the generalized Burnside theorem. We obtain the original theorem when we assume that the field \( K \) is algebraically closed, and therefore \( v = 1 \), i.e., \( k = n^2 \). This can also be derived from (9.2A).

We also obtain

\[
(9.4A) \text{ If } K \text{ is a field, and } \mathfrak{G} \text{ an irreducible algebra of matrices, we have } \mathfrak{G}(\mathfrak{G}(\mathfrak{G})) = \mathfrak{G}.
\]

**Proof.** We have \( \mathcal{M}(\mathfrak{G}) = \mathfrak{G} \), and, because of the commutativity of \( K \), this is not affected by a similarity transformation. We may assume \( \mathfrak{G} \) in the form \( \mathfrak{G} = [\mathfrak{T}] \). Further, \( \mathcal{M}(\mathfrak{T}) = \mathfrak{T} \). Then (9.3A) in connection with (6.2B) gives \( \mathfrak{G}(\mathfrak{G}(\mathfrak{G})) = \mathfrak{G}([\mathfrak{T}] \mathfrak{B}) = [\mathfrak{G}(\mathfrak{B})] = [\mathfrak{T}] = \mathfrak{G} \). The same equation \( \mathfrak{G}(\mathfrak{G}) = \mathfrak{G} \) must have been true then, before \( \mathfrak{G} \) was subjected to the similarity transformation mentioned in (9.3A).

10. **On the representation of sets of matrices as direct sums.**

**The radical**

1. We say that a set \( \mathfrak{S} \) of square matrices of degree \( n \) is the sum of two subsets \( \mathfrak{A} \) and \( \mathfrak{B} \), if \( \mathfrak{S} \) consists of all the matrices \( A + B \) with \( A \) in \( \mathfrak{A} \), \( B \) in \( \mathfrak{B} \). We write \( \mathfrak{S} = \mathfrak{A} \oplus \mathfrak{B} \), if, besides, we have \( \mathfrak{A}\mathfrak{B} = 0 \) and \( \mathfrak{B}\mathfrak{A} = 0 \) (i.e., \( AB = 0 \) and \( BA = 0 \) for any \( A \) in \( \mathfrak{A} \) and any \( B \) in \( \mathfrak{B} \)). We first prove

\[
(10.1A) \text{ If the semigroup } \mathfrak{G} \text{ breaks up completely into } m \text{ distinct (i.e., non-similar) irreducible constituents}
\]

\[
\mathfrak{G} = \left[ \begin{array}{c}
\mathfrak{F}_1 \\
\mathfrak{F}_2 \\
\vdots \\
\mathfrak{F}_m
\end{array} \right],
\]

\[
(44) \text{ The notation here is different from that in } \S 4.1.
\]
then the \( l \)-rank of \( \mathcal{G} \) is equal to the sum \( k_1 + k_2 + \cdots + k_m \) of the \( l \)-ranks \( k_i \) of \( \mathcal{G}_i \).

This is a generalization of the Frobenius-Schur theorem (25).

**Proof.** We can find an \( l \)-basis of \( \mathcal{M}(\mathcal{G}) \) such that for a fixed \( \nu \) the last \( k_\nu \) basis elements have \( k_\nu \) \( l \)-independent matrices in the place of \( \mathcal{G}_\nu \). After subtracting a suitable linear combination of these basis elements from the first \( k - k_\nu \) basis elements, we may assume that the latter have 0 in the place of \( \mathcal{G}_\nu \). On forming the regular representation \( \mathcal{R} \) of \( \mathcal{G} \) with regard to this basis, we obtain

\[
\mathcal{R} = \left( \begin{array}{ccc}
& & \\
& \mathcal{R}_v & \\
& & 
\end{array} \right)
\]

where \( \mathcal{R}_v \) is the regular representation of \( \mathcal{G}_v \). If \( f_\nu \) is the degree of \( \mathcal{G}_\nu \), we have \( \mathcal{R} \cong (k_\nu / f_\nu) \times \mathcal{G}_\nu \) (cf. (9.1A)). The constituents \( \mathcal{G}_v \) of \( \mathcal{R} \) occupy therefore at least \( k_\nu \) ordinary rows and columns of \( \mathcal{R} \). The degree \( k \) of \( \mathcal{R} \), then, cannot be smaller than the sum of all the \( k_\nu \). On the other hand, (37) shows that \( k \leq k_1 + \cdots + k_m \), and this proves the statement. At the same time, we see

(10.1B) *The regular representation \( \mathcal{R} \) of \( \mathcal{G} \) in (10.1A) contains the constituent \( \mathcal{G}_v \) with the multiplicity \( k_\nu / f_\nu \), where \( f_\nu \) is the degree of \( \mathcal{G}_\nu \).*

The result (10.1A) can be formulated in the following manner:

(10.1C) *Under the assumption of (10.1A), the module \( \mathcal{M}(\mathcal{G}) \) is a direct sum \( \mathcal{M}(\mathcal{G}) = U_1 \oplus U_2 \oplus \cdots \oplus U_m \) where \( U_\mu \) consists of those matrices \( \mathcal{M}(\mathcal{G}) \) which have nonzero elements only in the place of the constituent \( \mathcal{M}(\mathcal{G}_\mu) \) of \( \mathcal{M}(\mathcal{G}) \).*

**Proof.** Let \( M_\mu \) be an arbitrary element of \( \mathcal{M}(\mathcal{G}_\mu) \) \( (\mu = 1, 2, \cdots, m) \), and set

\[
\overline{M} = \begin{bmatrix}
M_1 \\
M_2 \\
\vdots \\
M_m
\end{bmatrix}
\]

All these \( \overline{M} \) form a \((K, \mathcal{G})\)-double module \( \overline{M} \). We have \( \overline{M} \cong \mathcal{M}(\mathcal{G}) \), and both these modules have the same \( l \)-rank according to (10.1A). Hence \( \overline{M} = \mathcal{M}(\mathcal{G}) \). We now choose \( M_\mu \) arbitrarily in \( \mathcal{M}(\mathcal{G}_\mu) \), and \( M_\nu = 0 \) for \( \nu \neq \mu \). The corresponding \( \overline{M} \) form a submodule \( U_\mu \) of \( \mathcal{M}(\mathcal{G}) \), and \( \mathcal{M}(\mathcal{G}) \) is the direct sum \( U_1 \oplus \cdots \oplus U_m \).

2. In order to study further the decomposition into direct sums, we consider two sets of square matrices \( \mathcal{A} \) and \( \mathcal{B} \) of the same degree \( n \), such that \( \mathcal{A} \mathcal{B} = 0 \). Let \( \mathcal{B} \) be the space in which the transformations of \( \mathcal{A} \) and \( \mathcal{B} \) take place. Let \( \mathcal{B}_0 \) be the subspace consisting of those vectors \( \mathcal{V}_0 \) for which \( \mathcal{A} \mathcal{V}_0 = 0 \). Then we have \( \mathcal{B} \mathcal{B}_0 \subseteq \mathcal{B}_0 \). If \( \mathcal{B}_0 \) has \( s \) dimensions and we choose a basis of \( \mathcal{B} \)

---

(25) Frobenius-Schur [10].
in which the last \( s \) vectors form a basis of \( \mathcal{B}_0 \), then in the corresponding similar set \( P^{-1}\mathcal{A}P \) the last \( s \) columns consist of zeros, and in \( P^{-1}\mathcal{B}P \) the first \( s \) rows consist of zeros. Hence

\[(10.2A) \text{ If } \mathcal{A} \text{ and } \mathcal{B} \text{ are two sets of square matrices of degree } n \text{ and } \mathcal{A}\mathcal{B} = 0, \text{ then we can find a similarity transformation } P \text{ such that}
\]

\[
P^{-1}\mathcal{A}P = \begin{pmatrix} \mathcal{A}_1 & 0 \\ \mathcal{E} & \mathcal{B}_1 \end{pmatrix}, \quad P^{-1}\mathcal{B}P = \begin{pmatrix} 0 & \mathcal{A}_1 \\ \mathcal{D} & \mathcal{B}_1 \end{pmatrix},
\]

where both sets are broken up according to the same scheme \((n-s, s|n-s, s)\).

We may have here \( s = 0 \), if \( \mathcal{B} = 0 \). Then the second row and column in (38) are missing. Similarly, we may have \( s = n \), if \( \mathcal{A} = 0 \), and then the first row and column in (38) are missing. If \( \mathcal{A} \neq 0, \mathcal{B} \neq 0 \), the set \( \mathcal{Q} \) consisting of all sums \( A + B \) with \( A \) in \( \mathcal{A} \), \( B \) in \( \mathcal{B} \) is reducible. This gives

\[(10.2B) \text{ The set } \mathcal{Q} \text{ in (10.1C) cannot be written as a direct sum } \mathcal{A} \oplus \mathcal{B} \text{ with } \mathcal{A} \neq 0, \mathcal{B} \neq 0.\]

3. As an application of (10.2A), we prove

\[(10.3A) \text{ Let } \mathcal{Q} \text{ be a set of square matrices of degree } n \text{ which has no constituents } 0. \text{ If } \mathcal{Q} \text{ can be written as a sum } \mathcal{Q} = \mathcal{A} \oplus \mathcal{B} \text{ with } \mathcal{A} \neq 0, \mathcal{B} \neq 0, \text{ then there exists a similarity transformation } P \text{ such that}
\]

\[
P^{-1}\mathcal{Q}P = \begin{pmatrix} \mathcal{A}_1 & 0 \\ \mathcal{B}_1 & \mathcal{E} \end{pmatrix}
\]

and \( P^{-1}\mathcal{A}P \) consists of the matrices of \( P^{-1}\mathcal{Q}P \) which have 0 in the place of \( \mathcal{B}_1 \) and \( P^{-1}\mathcal{B}P \) consists of those matrices of \( P^{-1}\mathcal{Q}P \) which have 0 in the place of \( \mathcal{A}_1 \).

\textbf{Proof.} We may determine } \( P \) \text{ such that } \( P^{-1}\mathcal{A}P \) \text{ and } \( P^{-1}\mathcal{B}P \) \text{ have the form (38). The set } \mathcal{B}_1 \text{ has no constituent } 0, \text{ since otherwise } 0 \text{ would also be a constituent of the sum of the two sets (38), and hence of } \mathcal{Q}. \text{ If } \mathcal{S} \text{ is the semigroup generated by } P^{-1}\mathcal{B}P, \text{ and } \mathcal{M}(\mathcal{S}) \text{ its enveloping module, then the matrices } M \text{ of } \mathcal{M}(\mathcal{S}) \text{ are } l \text{-annihilators of } P^{-1}\mathcal{A}P. \text{ Further } \mathcal{M}(\mathcal{S}) \text{ breaks up in the same form as } P^{-1}\mathcal{B}P \text{ in (38) the first constituent being } 0 \text{ and the second } \mathcal{M}(\mathcal{S}_1) \text{ where } \mathcal{S}_1 \text{ is the semigroup generated by } \mathcal{B}_1. \text{ According to (8.2G) this set } \mathcal{M}(\mathcal{S}_1) \text{ contains the unit matrix } I. \text{ Let } J \text{ be a matrix of } \mathcal{M}(\mathcal{S}) \text{ which has } I \text{ in the place of } \mathcal{M}(\mathcal{S}_1), \text{ and let } A \text{ be an arbitrary element of } \mathcal{A}. \text{ We set}
\]

\[
J = \begin{pmatrix} 0 \\ D & I \end{pmatrix}, \quad P^{-1}AP = \begin{pmatrix} A_1 & 0 \\ C & 0 \end{pmatrix}.
\]

Because of } \( J(P^{-1}AP) = 0 \), \text{ we have } DA_1 + C = 0. \text{ We subtract the first row in (38), } l \text{-multiplied by } D, \text{ from the second row and add the second column,
r-multiplied by $D$, to the first column. This amounts to a similarity transformation (cf. (3.3A)). Afterwards we have $\mathfrak{C} = 0$, and we may assume that this is also true in (38). Then $\mathfrak{A} = 0$ implies $\mathfrak{A}_0 = 0$. Since $\mathfrak{A}_1$ also has no constituent 0, it follows that $\mathfrak{D} = 0$, and this proves the statement.

Repeated application of (10.3A) gives

(10.3B) If a set $\mathfrak{Q}$ without constituent 0 is a direct sum $\mathfrak{U}_1 \oplus \cdots \oplus \mathfrak{U}_m$ ($\mathfrak{U}_0 \neq 0$), then, after a suitable similarity transformation $P$, $P^{-1} \mathfrak{Q}P$ splits completely into $m$ constituents and the matrices of $P^{-1} \mathfrak{U}_n P$ have coefficients not equal to 0 only at the place of the $\mu$th of these constituents.

4. The radical $\mathfrak{R}$ of a set $\mathfrak{A}$ of square matrices consists of those matrices $N$ of $\mathfrak{A}$ which are represented by 0 in every irreducible constituent of $\mathfrak{A}$. Then $Q$ is also represented by 0 in the Loewy constituents $L_1(\mathfrak{A})$; i.e., $N$ has zeros in the main diagonal in (14). A simple computation shows that the product of any $L(\mathfrak{A})$ matrices vanishes. If $\mathfrak{A}$ is a ring of matrices, $\mathfrak{R}$ is a nilpotent ideal, $\mathfrak{R}^2 = 0$, for $L = L(\mathfrak{A})$.

We can easily study the radical of the enveloping module $\mathfrak{M}(\mathfrak{G})$ of a semigroup $\mathfrak{G}$, provided that $\mathfrak{G}$ has been brought into a suitable form by a similarity transformation.

(10.4A) Let $\mathfrak{G}$ be a semi-group which splits into irreducible constituents

(39) $\mathfrak{G} = \left\{ \mathfrak{F}_1 \mid \cdots \mathfrak{F}_m \right\}$, \hspace{1cm} $\mathfrak{M}(\mathfrak{G}) = \left\{ \mathfrak{M}(\mathfrak{F}_1) \mid \cdots \mathfrak{M}(\mathfrak{F}_m) \right\}$.

Then the radical $\mathfrak{R}$ of $\mathfrak{M}(\mathfrak{G})$ has at least the $l$-rank $k - \lambda$ where $k$ is the $l$-rank of $\mathfrak{G}$ and $\lambda$ the degree of the first Loewy constituent $L_1(\mathfrak{G})$ of the regular representation $\mathfrak{R}$ of $\mathfrak{G}$.

**Proof.** Let $M_1, \cdots, M_k$ be an $l$-basis of $\mathfrak{M}(\mathfrak{G})$ with regard to which the regular representation $\mathfrak{R}$ appears in its lower Loewy normal form. If $G$ is an arbitrary element of $\mathfrak{G}$, we have

$M_i G = \sum r_{i\lambda} M_{\lambda}$

where $R = (r_{i\lambda})$ is the matrix of $\mathfrak{R}$, associated with $G$. If $B$ is one of the $\mathfrak{F}_n$, and $M_i$ corresponds to $U_i$ in $\mathfrak{M}(\mathfrak{B})$ and $G$ corresponds to $B$, we have

$U_i B = \sum r_{i\lambda} U_{\lambda}$.

We now apply (7.8A) setting $U_i = (h_{i\alpha})$. Then $P_\alpha = (h_{i\alpha})$ will intertwine $\mathfrak{R}$ and $\mathfrak{B}$. Because of (5.2A), only the last $\lambda$ rows of $P_\alpha$ contain coefficients not equal to 0. Hence

$h_{i\alpha}^{(\alpha)} = 0$ \hspace{1cm} for $\alpha \leq k - \lambda$. 
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This shows $U_\kappa = 0$ for $\kappa \leq k - \lambda$. Hence $M_1, \ldots, M_{k-\lambda}$ are represented by 0 in each $M(\mathfrak{B})$ and, therefore, belong to $\mathfrak{A}$.

(10.4B) If the semigroup $\mathfrak{G}$ splits into irreducible constituents and the radical of $M(\mathfrak{G})$ vanishes, then $\mathfrak{G}$ is completely reducible.

Proof. We have here $k = \lambda$; i.e., $\mathfrak{A}$ is completely reducible, $L(\mathfrak{A}) = 1$. We denote by $\mathfrak{G}$ the set obtained from $\mathfrak{G}$ by replacing everything below the main diagonal in (39) by 0's, and omitting all constituents 0. According to (8.2G), a suitable linear combination of the elements of $\mathfrak{G}$ is equal to the unit matrix. A corresponding linear combination of the elements of $\mathfrak{G}$ gives a matrix $J$ of $M(\mathfrak{G})$ which in (39) has a unit matrix in the place of every $M(\mathfrak{B}) \neq 0$ and, of course, 0 in the place of every $M(\mathfrak{B}) = 0$. The product $JG$ of $J$ with an element $G$ of $\mathfrak{G}$ has the same main diagonal as $G$. Then $G - JG$ lies in the radical of $M(\mathfrak{G})$, and hence $JG = G$. Now (8.2F) can be applied. We obtain $L(\mathfrak{G}) = L(\mathfrak{A}) = 1$, i.e., $\mathfrak{G}$ is completely reducible.

If $K$ is noncommutative, the converse of assertion (10.4B) need not be true.

5. Repeated application of (10.2A) now gives

(10.5A) If a set $\mathfrak{Q}$ of square matrices is a sum of sets $\mathfrak{Q}_1, \mathfrak{Q}_2, \ldots, \mathfrak{Q}_r$, if $\mathfrak{Q}_i \mathfrak{Q}_j = 0$ for $i < j$, and if no $\mathfrak{Q}_i$ lies in the radical of $\mathfrak{Q}$, then, after a similarity transformation, $\mathfrak{Q}$ will split into $r$ constituents $\mathfrak{I}_1, \mathfrak{I}_2, \ldots, \mathfrak{I}_r$. The matrices of $\mathfrak{Q}_s$ have 0 in the place of every $\mathfrak{I}_s, \sigma \neq \rho$.

Proof. We apply (10.2A) to the case that $\mathfrak{A}$ is the sum of $\mathfrak{Q}_1, \mathfrak{Q}_2, \ldots, \mathfrak{Q}_r$ and $\mathfrak{A}$ is a union of $\mathfrak{Q}_1, \mathfrak{Q}_2, \ldots, \mathfrak{Q}_r$. Then we have an equation (38). Here, $\mathfrak{A}_1 \neq 0$, since $\mathfrak{A}_1$ does not lie in the radical of $\mathfrak{A}$. Let $\mathfrak{Q}_s^*$ be the set which stands in $\mathfrak{Q}_s \subseteq \mathfrak{Q}$ in the place of $\mathfrak{A}_1$ ($s = 1, 2, \ldots, r - 1$). Then $\mathfrak{A}_1$ is the sum of $\mathfrak{Q}_1^*, \mathfrak{Q}_2^*, \ldots, \mathfrak{Q}_r^*$, and $\mathfrak{Q}_s^*$ does not belong to the radical of $\mathfrak{A}_1$, since otherwise $\mathfrak{Q}_s$ would belong to the radical of $\mathfrak{Q}$. If the theorem is true for the sums of $r - 1$ sets, it now follows for the sum of $r$ sets.

11. Rings which contain $n \times K$

1. We now consider rings of matrices $\mathfrak{A}$ of degree $n$ with coefficients in the division ring $K$ which are at the same time $K$-left modules and $K$-right modules, i.e., which contain $\gamma A$ and $A \gamma$ for all $A$ in $\mathfrak{A}$ and all $\gamma$ in $K$. Of course, this property will not always be preserved under similarity transformations of $\mathfrak{A}$.

If $\mathfrak{A}$ is a ring which is a $K$-left module, we have $M(\mathfrak{A}) = \mathfrak{A}$ in the notation of §8.1. If $\mathfrak{A}$ has no constituent 0, then $\mathfrak{A}$ contains the unit matrix according to (8.2G), and hence all the matrices $\gamma I, \gamma$ in $K$. These matrices form a set $\mathfrak{K}$ isomorphic with $K$ which we may denote by $n \times K$, if we identify the matrix $(\gamma)$ of first degree with $\gamma$. Any ring $\mathfrak{A}$ which contains $\mathfrak{K} = n \times K$ is a $K$-left module and a $K$-right module.
We prove several lemmas which connect $\mathfrak{A}$ with sets of matrices whose coefficients lie in the centre $Z$ of $K$. This centre $Z$ is a field.

(11.1A) If $\mathfrak{A}$ is a ring of matrices which is a $K$-left module and a $K$-right module, then an $l$-basis $A_1, A_2, \ldots, A_k$ can be chosen such that the coefficients of each $A_i$ lie in the centre $Z$ of $K$. The $A_i$ form a basis of the algebra $\mathfrak{A} = \mathfrak{A} \cap [Z]_n$ over the field $Z$. We have $\mathfrak{A} = \mathfrak{M}(\mathfrak{A})$.

**Proof.** The set $\mathfrak{A}$ obviously is a $(K, \mathfrak{K})$-double module. Now $\mathfrak{K} = n \times K$ is completely reducible with $K$ as its only irreducible constituent. According to (7.6A), the same is true for the set $\mathfrak{K}$ which $\mathfrak{A}$ associates with $\mathfrak{K}$. If we choose a suitable $l$-basis $A_k$ in $\mathfrak{A}$, we have $\mathfrak{K} = k \times K$ where $k$ is the $l$-rank of $\mathfrak{A}$. Then $A_i \gamma = \gamma A_i$ for every $\gamma$ in $K$. This shows that the coefficients of $A_i$ lie in $Z$.

Every element $A$ of $\mathfrak{A}$ has the form $A = \sum \gamma_i A_i$ with coefficients $\gamma_i$ in $K$. These $\gamma_i$ are uniquely determined, and we have a system of $n^2$ linear equations for them. If $A$ belongs to $[Z]_n$, i.e., if the coefficients of $A$ lie in $Z$, then the coefficients of these linear equations lie in $Z$. Hence (cf. §3.4) the $\gamma_i$ themselves lie in $Z$. This proves (11.1A).

We now consider the commuting ring $\mathfrak{C}(\mathfrak{A})$. We prove

(11.1B) If $\mathfrak{A}$ is a ring of matrices which is a $K$-left module and has no constituent 0, then $\mathfrak{C}(\mathfrak{A}) = \mathfrak{C}(\mathfrak{A}) \cap [Z]_n$ and $\mathfrak{N}(\mathfrak{A}) = \mathfrak{M}(\mathfrak{C}(\mathfrak{A}))$.

**Proof.** Here, $\mathfrak{K} = n \times K \subseteq \mathfrak{A}$ and hence $\mathfrak{C}(\mathfrak{A}) \subseteq \mathfrak{C}(n \times K) = [\mathfrak{C}(K)]_n = [Z]_n$. Further $\mathfrak{C}(\mathfrak{A}) \subseteq \mathfrak{C}(\mathfrak{A})$. On the other hand, every matrix $M$ of the intersection $\mathfrak{C}(\mathfrak{A}) \cap [Z]_n$ commutes with the $A_i$ of (11.1A) and with all $\gamma$ in $K$. Hence $M$ belongs to $\mathfrak{C}(\mathfrak{A})$, and $\mathfrak{C}(\mathfrak{A}) = \mathfrak{C}(\mathfrak{A}) \cap [Z]_n$. The ring $\mathfrak{C}(\mathfrak{A})$ contains $\mathfrak{K}$. If we apply (11.1A) to it, we obtain $\mathfrak{C}(\mathfrak{A}) = \mathfrak{M}(\mathfrak{C}(\mathfrak{A}))$.

2. (11.2A) If $\mathfrak{A}$ is a set of matrices of degree $n$ which contains $\mathfrak{K} = n \times K$, we may determine a matrix $P$ with coefficients in the centre $Z$ of $K$, such that $P^{-1} \mathfrak{A} P = \mathfrak{A}^*$ splits into irreducible constituents. If $\mathfrak{A}$ is completely reducible, we may add here the additional condition that $\mathfrak{A}$ splits completely into irreducible constituents.

**Proof.** We split $\mathfrak{A}$ into irreducible constituents using a similarity transformation $Q$ with coefficients in $K$,

$$Q^{-1} \mathfrak{A} Q = \begin{pmatrix} \mathfrak{A}_1 \\ \vdots \\ \mathfrak{A}_m \end{pmatrix}.$$

If $\mathfrak{A}$ is completely reducible, we may assume that all the terms below the main diagonal vanish. The subset $Q^{-1} \mathfrak{A} Q$ of $Q^{-1} \mathfrak{A} Q$ is completely reducible, and $K$ is its only irreducible constituent. If we use (40) only for $Q^{-1} \mathfrak{A} Q$, the set $\mathfrak{K}$,
which takes the place of \( A_n \) is completely reducible, and \( K \) is its only irreducible constituent. After applying a suitable similarity transformation to (40), we may assume that \( R = f_a \times K \) where \( f_a \) is the degree of \( A_n \). Now the set \( Q^{-1} R Q \) splits into \( n \) constituents \( K \). Since it is completely reducible, we can transform it into \( n \times K \) by elementary similarity transformations\( ^{(a)} \), \$4.5. If we apply these elementary similarity transformations to (40), the triangular form will not be changed. We may therefore assume right from the beginning that \( Q^{-1} R Q = n \times K = R \). If \( A \) is completely reducible, no elementary similarity transformations are needed. We now have \( Q^{-1} (\gamma I) Q = \gamma I \) for every \( \gamma \) in \( K \).

Then \( \gamma Q = Q \gamma \), i.e., \( Q \) has coefficients in \( Z \), and we may take \( P = Q \).

3. Let \( A \) be a ring of matrices of degree \( n \) which contains \( n \times K \). If \( A \) is a homomorphic set of matrices of degree \( m \), and if the element \( \gamma I_n \) of \( A \) corresponds to \( \gamma I_m \) in \( B \) for every \( \gamma \) in \( K \), then \( A \) is said to be a representation of degree \( m \) of \( A \). If we split \( A \) into irreducible constituents by means of the transformation \( P \) of (11.2A), the irreducible constituents of \( A \) will then be representations of \( A \).

If we use the basis \( A \) of (11.1A) for the definition of the regular representation \( R \) of \( A \), then \( R \) will actually be a representation of \( A \).

Any two representations \( B_1 \) and \( B_2 \) of \( A \) are to be considered as related sets (§3.1) with \( B_i = A \). If \( B_1 \) and \( B_2 \) are similar, say \( B_1 = Q^{-1} B_2 Q \), then \( \gamma I = Q^{-1} (\gamma I) Q \) for every \( \gamma \) in \( K \). This implies that \( Q \) has coefficients in \( Z \).

(11.3A) If two representations of the ring \( A \supseteq n \times K \) are similar, then the corresponding similarity transformation has coefficients in the centre of \( K \).

4. We now derive the results of the structure theory of algebras\( ^{(b)} \).

(11.4A) If \( A \neq 0 \) is an irreducible ring of matrices which is a \( K \)-left module, then \( A \sim \{ X \} \), where \( X \) is a division ring consisting of matrices and \( s > 0 \) an integer. We have \( C(C(A)) = A \).

Proof. Since \( A \) has no constituent 0, we have \( A = n \times K \subseteq A \). Obviously, \( C(C(A)) \supseteq A \subseteq A \). On applying (11.1A) to this ring \( C(C(A)) \) we see that it has a basis consisting of matrices \( C_\gamma \) with coefficients in \( Z \). These matrices \( C_\gamma \) have the following two properties: (a) they belong to \( [Z]_n \); (b) they commute with every element of \( C(A) \cap [Z]_n \), which is equal to \( C(A) \) because of (11.1B).

From (11.1A) it follows that \( A \) is irreducible with regard to \( Z \). Let us consider for the moment only matrices with coefficients in \( Z \). Then (9.4A) shows that the commuting ring of the commuting ring of \( A \) is \( A \) itself. In other words: every matrix \( C \) with the properties (a) and (b) belongs to \( A \). Then the \( C_\gamma \) belong to \( A \subseteq A \) and hence \( C(C(A)) \subseteq A \) which implies \( C(C(A)) = A \).

We can now use the argument of §9.3. We set \( B = C(A) \); this set is com-

\( ^{(a)} \) The degrees \( n_i \) in §3.3 are here to be taken as equal to 1.

\( ^{(b)} \) Cf., for instance, Albert [1, 2], Deuring [7].
pletely reducible and has only one irreducible constituent \( \mathfrak{B} \). We may set

\[
Q^{-1}WQ = s \times \mathfrak{B}
\]

where \( Q \) is a matrix with coefficients in \( K \) (not necessarily in \( Z \)), and \( \mathfrak{B} \) is irreducible and a division ring. Then

\[
Q^{-1}WQ = C(s \times \mathfrak{B}) = [C(\mathfrak{B})]_n,
\]

and \( C(\mathfrak{B}) = \mathfrak{I} \) itself is irreducible, and a division ring. This proves (11.4A).

We now prove easily in the familiar manner that the ring \( \mathfrak{A} \) is simple, i.e., possesses no proper subideal. There is no properly nilpotent element not equal to 0 in \( \mathfrak{A} \).

Consider an arbitrary ring \( \mathfrak{A} \) of matrices which contains \( n \times K \). We determine a similarity transformation with the properties stated in (11.2A). Since the elements of \( n \times K \) are transformed into themselves, we may assume without restriction that \( \mathfrak{A} \) itself splits into irreducible constituents,

\[
\mathfrak{A} = \begin{bmatrix} \mathfrak{A}_1 & \ldots & \mathfrak{A}_r \end{bmatrix}.
\]

Using (11.3A), we easily see that we may assume that similar \( \mathfrak{A}_\mu \) are always equal. Let \( \mathfrak{A}_1, \mathfrak{A}_2, \ldots, \mathfrak{A}_m \) be the distinct irreducible constituents appearing, and denote the \( i \)-rank of \( \mathfrak{A}_\mu \) by \( k_\mu \). Then \( \mathfrak{M}(\mathfrak{A}) = \mathfrak{A}, \mathfrak{M}(\mathfrak{A}_\mu) = \mathfrak{A}_\mu \).

If we replace everything below the main diagonal in (41) by 0, we obtain a representation \( \mathfrak{A}^* \) of \( \mathfrak{A} \). The elements of the radical \( \mathfrak{N} \) of \( \mathfrak{A} \) and only these are represented by 0; we see that \( \mathfrak{A}/\mathfrak{N} \) and \( \mathfrak{A}^* \) are isomorphic. From (10.1A) it follows that \( \mathfrak{A}^* \) has the \( i \)-rank \( \sum k_\mu \). Hence

(11.4B) If \( \mathfrak{A} \) is a ring of matrices which contains \( n \times K \), its \( i \)-rank is given by

\[
k = k_1 + k_2 + \cdots + k_m + v
\]

where \( k_1, k_2, \ldots, k_m \) are the \( i \)-ranks of the non-similar irreducible constituents \( \mathfrak{A}_1, \mathfrak{A}_2, \ldots, \mathfrak{A}_m \) of \( \mathfrak{A} \) and \( v \) is the \( i \)-rank of the radical \( \mathfrak{N} \) of \( \mathfrak{A} \). If in each \( \mathfrak{A}_\mu \) an arbitrary element \( F_\mu \) has been chosen, then there are elements \( A \) of \( \mathfrak{A} \) which are represented by \( F_\mu \) in \( \mathfrak{A}_\mu \) for \( \mu = 1, 2, \ldots, m \).

If \( \mathfrak{A} \) is completely reducible, we may assume that (41) splits completely into irreducible constituents. We then find \( \mathfrak{N} = 0 \). Conversely, if \( \mathfrak{N} = 0 \), it follows from (10.4B) that \( \mathfrak{A} \) is completely reducible. A ring is semisimple, if its radical vanishes. Hence

(11.4C) A ring \( \mathfrak{A} \supseteq n \times K \) is semisimple, if and only if \( \mathfrak{A} \) is completely reducible.

Ordinarily, the radical is defined as the set of all properly nilpotent elements \( N \) of \( \mathfrak{A} \). But to such an \( N \), there corresponds a properly nilpotent \( N_\mu \) of \( \mathfrak{A}_\mu \). Since \( \mathfrak{A}_\mu \) is irreducible, we have \( N_\mu = 0 \). Hence \( N \) belongs to \( \mathfrak{N} \). Con-
versely, every element of \( R \) is properly nilpotent. Both definitions of the radical coincide.

The rings \( A/R \) and \( A^* \) were isomorphic. Hence

(11.4D) If the ring \( A \cong n \times K \) has the radical \( R \), then \( A/R \) is semisimple.

If \( A \) is semisimple, we can apply (10.1C) and find:

(11.4E) Let \( A \cong n \times K \) be a semisimple ring. If \( A_1, A_2, \ldots, A_m \) are the non-

similar irreducible constituents of \( A \), then \( A \) is the direct sum \( A = U_1 \oplus U_2 \oplus \cdots \oplus U_m \) of \( m \) simple rings and \( U_\alpha \) is isomorphic with \( \bar{A}_\alpha \).

On combining the last part of (11.4A) with §6.2, we obtain

(11.4F) If \( A \) is a completely reducible ring which contains \( n \times K \), then
\[ L(\bar{A}) = A. \]

Finally, we can show that

(11.4G) If \( B \) is a simple ring of matrices, and \( B \cong n \times K \), then \( B \cong t \times A \),

where \( t > 0 \) is an integer and \( A \) an irreducible ring. Then \( B \) is isomorphic to the

ring \( A \) whose structure is described by (11.4A).

\textbf{Proof.} The radical of \( B \) must vanish. Therefore, \( B \) is completely reducible. From (11.4E) it follows that \( B \) has only one irreducible constituent.

5. We consider an arbitrary ring \( A \) of matrices which contains \( n \times K \) and

a representation \( B \) of \( A \). Let \( A_1, A_2, \ldots, A_k \) be an \( i \)-basis of \( A \) and \( A \) an arbitrary

element of \( A \). The regular representation \( \Pi \) is defined by

(42) \[ A \alpha A = \sum_\lambda r_\alpha A_\lambda, \quad r_\alpha \text{ in } K. \]

If \( A_\alpha \rightarrow B_\alpha, A \rightarrow B \) are the associated elements in \( B \), we find

(43) \[ B B_\alpha = \sum r_\alpha B_\lambda. \]

We may assume that for a certain \( t \) the elements \( B_1 = \cdots = B_t = 0 \) and that

\( B_{t+1}, \ldots, B_k \) are \( i \)-independent. On comparing (42) and (43), we see that the

regular representation of \( B \) appears as an end constituent of \( \Pi \). Using (8.2A)

we now find:

(11.5A) Let \( A \) be a ring of matrices containing \( n \times K \). Every representation \( B \)
of \( A \) of degree \( m \) appears as an end constituent of \( n \times K \) where \( K \) is the regular

representation of \( A \). Further, \( B \) appears as a constituent of \( mn \times A \).

As corollaries, we obtain:

(11.5B) If \( B \) is a representation of \( A \), then \( L(B) \subseteq L(A) \).

(11.5C) Every irreducible representation of \( A \) appears as a constituent of \( A \).

The following theorems are sometimes useful.
(11.5D) If $\mathfrak{B}_1$ and $\mathfrak{B}_2$ are two representations of $\mathfrak{A}$ which have no irreducible constituent in common, then we can find an element $Q$ of $\mathfrak{A}$ which is represented by the unit matrix in $\mathfrak{B}_1$ and by 0 in $\mathfrak{B}_2$.

**Proof.** According to (11.4B), we can find an element $A$ of $\mathfrak{A}$ which is represented by the unit matrix in every irreducible constituent of $\mathfrak{B}_1$ and by 0 in every irreducible constituent of $\mathfrak{B}_2$. Then $A$ corresponds to a radical element $B_2$ of $\mathfrak{B}_2$. If we replace $A$ by a power of $A$, we may assume $B_2 = 0$. If $A$ is represented by $B_1$ in $\mathfrak{B}_1$, then $B_1 - I$ lies in the radical of $\mathfrak{B}_1$; we have $(B_1 - I)^t = 0$ for some integer $t > 0$. Hence we may write $I$ as a polynomial $f(B_1)$ without constant term of $B_1$. Then $Q = f(A)$ will satisfy the required conditions.

(11.5E) If $\mathfrak{B}_1$ and $\mathfrak{B}_2$ are two representations of $\mathfrak{A}$ which have no irreducible constituent in common, and if $B_1$ and $B_2$ are arbitrary elements of $\mathfrak{B}_1$ and $\mathfrak{B}_2$ respectively, then we may find an element $A$ of $\mathfrak{A}$ which is represented by $B_1$ in $\mathfrak{B}_1$ and by $B_2$ in $\mathfrak{B}_2$.

**Proof.** Let $A^{(1)}$ be an element of $\mathfrak{A}$ which is represented by $B_1$ in $\mathfrak{B}_1$ and determine $Q$ as in (11.5D). Then $QA^{(1)}$ is represented by $B_1$ in $\mathfrak{B}_1$ and by 0 in $\mathfrak{B}_2$. Similarly, we may find an element $QA^{(2)}$ of $\mathfrak{A}$ which is represented by 0 in $\mathfrak{B}_1$ and by $B_2$ in $\mathfrak{B}_2$. Then we may set $A = QA^{(1)} + QA^{(2)}$.

(11.5F) If $\mathfrak{B}$ is a representation of $\mathfrak{A}$, the radical of $\mathfrak{A}$ is represented by the radical of $\mathfrak{B}$.

**Proof.** It is clear that radical elements of $\mathfrak{A}$ are represented by radical elements of $\mathfrak{B}$. Conversely, let $B$ be a radical element of $\mathfrak{B}$. We set $\mathfrak{B}_1 = \mathfrak{B}$; for $\mathfrak{B}_2$ we take the representation of $\mathfrak{A}$ which splits completely into those irreducible representations of $\mathfrak{A}$ which do not appear in $\mathfrak{B}$. We then apply (11.5E) to the case $B_1 = B$, $B_2 = 0$. The corresponding $A$ lies in the radical of $\mathfrak{A}$ and is represented by $B$ in $\mathfrak{B}$.

### 12. The regular representation of rings which contain $n \times K$

1. We consider again a ring $\mathfrak{A}$ of matrices which is a $K$-left module, in particular a ring $\mathfrak{A}$ which contains $n \times K$. The regular representation $\mathfrak{R}$ of $\mathfrak{A}$ is a set of linear transformations of $\mathfrak{A}$ where $\mathfrak{A}$ is considered as a contragredient vector space. The element $A$ of $\mathfrak{A}$ is associated with the transformation $R(A)$ which maps the variable element $X$ of $\mathfrak{A}$ upon $XA = X^*$. In particular, if $A_1, A_2, \ldots, A_k$ is an $l$-basis of $\mathfrak{A}$, we have

$$A^* = A \cdot A = \sum r_{\alpha} A_{\lambda}$$

where $R(A) = (r_{\alpha})$.

A subspace $\mathcal{I}$ of $\mathfrak{A}$ which is invariant under the transformation of $\mathfrak{R}$, then, is a right ideal $\mathcal{I}$ of $\mathfrak{A}$ which is a $K$-left module. Since we shall consider the elements $\gamma$ of $K$ as operators of $\mathfrak{A}$, where the operation is defined as $l$-multi-
plication by \( \gamma \), we shall tacitly assume that the right ideals considered are \( K \)-left modules.

Any splitting of \( R \) into constituents will correspond to an ascending chain of invariant subspaces \( \mathcal{T}_* \) (cf. §4.4), i.e., an ascending chain of \( r \)-ideals of \( R \). More explicitly, if

\[
\mathcal{T} = \left( \begin{array}{c}
\mathcal{S}_1 \\
\ddots \\
\mathcal{S}_m
\end{array} \right)
\]

where \( \mathcal{S}_n \) is a constituent of degree \( h_n \), then the linear combinations \( \sum \gamma_n A_r \)

of the first \( h_1 + h_2 + \cdots + h_p \) basis elements with coefficients \( \gamma_n \) in \( K \) form an

\( r \)-ideal \( \mathcal{T}_n \) of \( R \). We set \( \mathcal{T}_0 = (0) \) and have

\[
\mathcal{T}_0 = (0) \subset \mathcal{T}_1 \subset \mathcal{T}_2 \subset \cdots \subset \mathcal{T}_{m-1} \subset \mathcal{T}_m = \mathcal{R}.
\]

Conversely, assume that such a chain of \( r \)-ideals is given where \( \mathcal{T}_n \) has the

\( l \)-rank \( t_n \). We choose the \( l \)-basis \( A_1, A_2, \ldots, A_k \) of \( R \) such that the first \( t_n \)

basis elements form an \( l \)-basis of \( \mathcal{T}_n \) for \( \mu = 1, 2, \ldots, m \). Then the regular

representation \( \mathcal{R} \) formed with regard to this basis \( A_\mu \) breaks up in the form

(44), the degrees \( h_n \) being given by \( h_n = t_n - t_{n-1} \). We say that the \( l \)-basis \( A_\mu \) has been adapted to the chain (45) of \( r \)-ideals. If we change the \( A_\mu \) corresponding

to \( \mathcal{S}_n \), i.e., the \( A_\mu \) with \( t_{n-1} < \kappa \leq t_n \), in such a manner that the new basis is

still adapted to the chain (45), then \( \mathcal{R} \) undergoes a similarity transformation of the type (3.3C).

2. We assume that the ring \( R \) contains \( n \times K \). Every \( r \)-ideal \( \mathcal{T} \) is a \( K \)-left

module and a \( K \)-right module. Then, (11.1A) can be applied. The set

\( \mathcal{T} = \mathcal{T} \cap [Z]_n \) will be a right ideal of \( \mathcal{R} = \mathcal{R} \cap [Z]_n \) considered as an algebra

over \( Z \). Every right ideal \( \mathcal{T} \) of \( \mathcal{R} \) will be obtained in this form, if we take

\( \mathcal{T} = \mathcal{M}(\mathcal{T}) \).

(12.2A) If \( \mathcal{R} \) is a ring containing \( n \times K \), then by

\[
\mathcal{T} = \mathcal{T} \cap [Z]_n, \quad \mathcal{T} = \mathcal{M}(\mathcal{T})
\]

there is defined a (1-1) correspondence between the set of the \( r \)-ideals \( \mathcal{T} \) of \( \mathcal{R} \) and

the set of the \( r \)-ideals \( \mathcal{T} \) of \( \mathcal{R} = \mathcal{R} \cap [Z]_n \). Here \( \mathcal{R} \) is considered as an algebra over

the centre \( Z \) of \( K \).

Further, we easily see from (11.1A) that

(12.2B) If an ascending chain of \( r \)-ideals of \( \mathcal{R} \) is given, we can choose an

\( l \)-basis \( A_\mu \) of \( \mathcal{R} \) which is adapted to this basis such that every \( A_\mu \) has coefficients in

the centre \( Z \).

(12.2C) Let \( A_1, A_2, \ldots, A_k \) be an \( l \)-basis of \( \mathcal{R} \) such that the regular representa-
tion \( \mathcal{R} \) of \( \mathcal{R} \) formed with regard to this basis splits into constituents which are
irreducible in $\mathbb{Z}$. If the same basis $\mathcal{B}_s$ is used for the definition of the regular representation $\mathcal{R}$ of $\mathbb{A}$, then $\mathcal{R}$ splits into constituents which are irreducible in $K$.

3. We now discuss conditions under which the $\mathfrak{S}_n$ in (44) are completely reducible.

$\text{(12.3A)}$ Let $\mathbb{A}$ be a ring containing $n \times K$ whose radical is $\mathcal{R}$. Let $(0) = \mathbb{A}_0 \subset \mathbb{A}_1 \subset \cdots \subset \mathbb{A}_m = \mathbb{A}$ be a chain of right ideals. In the corresponding splitting (44) of the regular representation $\mathcal{R}$, the constituent $\mathfrak{S}_n$ is completely reducible, if and only if $\mathbb{A}_n \subset \mathbb{A}_{n-1}$.

**Proof.** If $\mathbb{A}_n \subset \mathbb{A}_{n-1}$, then $\mathcal{R}$ will be represented by 0 in $\mathfrak{S}_n$. From (11.5F) and (11.4C) it follows that $\mathfrak{S}_n$ has the radical $(0)$ and hence is completely reducible. Conversely, if $\mathfrak{S}_n$ is completely reducible, it represents $\mathcal{R}$ by 0. Then $\mathbb{A}_n \subset \mathbb{A}_{n-1}$, as was stated.

The complete reducibility of $\mathfrak{S}_n$ is, of course, equivalent to the complete reducibility of $\mathbb{A}_n/\mathbb{A}_{n-1}$ considered as an additive group with the elements of $K$ as $l$-operators and the elements of $\mathbb{A}$ as $r$-operators.

In order to obtain the lower Loewy normal form of $\mathcal{R}$, we must choose $\mathbb{A}_{m-1}$ as small as possible such that $\mathbb{A}_m \mathcal{R} \subset \mathbb{A}_{m-1}$; then $\mathbb{A}_{m-2}$ as small as possible such that $\mathbb{A}_{m-1} \mathcal{R} \subset \mathbb{A}_{m-2}$. Thus

$\text{(12.3B)}$ Let $\mathbb{A}$ be a ring containing $n \times K$ whose radical is $\mathcal{R}$. The lower Loewy normal form of the regular representation $\mathcal{R}$ of $\mathbb{A}$ corresponds to the chain of $r$-ideals $(0) = \mathcal{R} \subset \mathcal{R}^{L-1} \subset \mathcal{R}^{L-2} \subset \cdots \subset \mathcal{R} \subset \mathbb{A}$ (38). The exponent $L$ here is equal to the number $L(\mathbb{A}) = L(\mathcal{R})$ of Loewy constituents of $\mathbb{A}$ and $\mathcal{R}$ (cf. (8.2B)).

Similarly, we obtain from (12.3A) the theorem that

$\text{(12.3C)}$ Under the assumptions of (12.3B), the upper Loewy normal form of $\mathcal{R}$ corresponds to the series of ideals $(0) = \mathcal{O}_0 \subset \mathcal{O}_1 \subset \cdots \subset \mathcal{O}_L = \mathbb{A}$, where $\mathcal{O}_i$ consists of the $l$-annihilators of $\mathcal{R}^i$ in $\mathbb{A}$.

If we consider $\mathbb{A}$ as an additive group with the elements of $K$ as $l$-operators and the elements of $\mathbb{A}$ as $r$-operators, we may say that $\mathcal{R} \subset \mathcal{R}^{L-1} \subset \cdots \subset \mathcal{O}_L$ and $\mathcal{O}_0 \subset \mathcal{O}_1 \subset \cdots \subset \mathcal{O}_L$ are the upper and the lower Loewy series of $\mathbb{A}$.

4. From (12.3B) we see that the degree $\lambda$ of $\mathcal{L}_1(\mathcal{R})$ is equal to $k - \nu$ where $k$ is the $l$-rank of $\mathbb{A}$ and $\nu$ is the $l$-rank of $\mathcal{R}$. In the notation of (11.4B) $\lambda = \sum k_\mu$. But the argument of §10.1 easily shows that every $\mathcal{S}_\mu$ appears at least $k_\mu/f_\mu$ times in $\mathcal{L}_1(\mathcal{R})$. Therefore, the constituents $\mathcal{S}_\mu$ occupy at least $k_\mu$ ordinary rows of $\mathcal{L}_1(\mathcal{R})$. Because $\lambda = \sum k_\mu$, we obtain:

$\text{(12.4A)}$ If $\mathcal{S}_\mu$ is an irreducible representation of $\mathbb{A}$ of $l$-rank $k_\mu$ and of degree $f_\mu$, then $\mathcal{S}_\mu$ appears exactly $k_\mu/f_\mu$ times in the first Loewy constituent $\mathcal{L}_1(\mathcal{R})$ of the regular representation $\mathcal{R}$ of $\mathbb{A}$.

---

(38) Cf. Nesbitt [19].
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