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1. Introduction. We study closure operators \( (A^* \supset A, A \supset B) \) on a partially ordered set. Closures in algebra depart from topology in that \( (A \cup B)^* = A^* \cup B^* \) fails, and the domain of operation is usually not a boolean algebra, but only a lattice. Closure is strongly related to the concept of the galois correspondence (§3). The idea of general galois correspondences with two basic properties as a method for studying the general galois theory of relations and mathematical structures was first expressed by O. Ore in his Colloquium Lectures in Chicago, 1941 [11](). Every closure arises from a galois correspondence between two partially ordered sets. Every galois correspondence between complete lattices of subsets of two sets is defined by a binary relation between the elements of the sets. Every closure on a complete lattice of subsets of a set is extensible to all subsets. Every closure on all subsets of a set \( P \) is defined by a binary relation between \( P \) and another set. Every topological closure on a boolean algebra of subsets of a set is extensible to one on all subsets. A generalization of Krull's topology for the automorphism group of an algebraic field is obtained, and applied to characterize the regularly closed subspaces of the conjugate space of a Banach space. A necessary and sufficient condition is given for the existence of a topological closure on all subsets of a group with closure operator \( (\cdot) \) on its subgroup lattice, such that a group is \( (\cdot) \) closed if and only if it is topologically closed. This is combined with results of Baer on primary groups to topologically characterize the subgroups "closed" under the galois correspondence between \( P \) and its automorphism group. A metric, totally disconnected topological group may be defined in the automorphism group by using Krull's methods on the subgroups of \( P \) of bounded period.

2. Closure operators. Let \( \mathcal{P} \) be a partially ordered set with elements \( A, B, C, \ldots \) and order relation \( (\supset) \). A closure operator (cf. [16]) on \( \mathcal{P} \) is a correspondence \( A \rightarrow A^* \) on \( \mathcal{P} \) to \( \mathcal{P} \) subject to

- C1. \( A^* \supset A \).
- C2. \( A^* = A^* \).
- C3. \( A \supset B \) implies \( A^* \supset B^* \).
- C2'. \( A \supset B^* \) implies \( A^* \supset B^* \).
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It is trivial to verify the equivalence of C1, C2' with C1–3.

In case $\mathcal{P}$ is a lattice (union $\vee$, intersection $\cap$) a closure operator may satisfy one or more of the additional properties

- **C4.** $(A \vee B)^* = A^* \vee B^*$.
- **C5.** $0^* = 0$ (if $\mathcal{P}$ contains a zero: $0 \subseteq A$, all $A \in \mathcal{P}$).
- **C6.** $P$, $Q$ minimal over $0$ (points) and $P^* = Q^*$ implies $P = Q$.
- **C7.** For every point $P$, $P^* = P$.
- **C8.** $(A \wedge B)^* = A^* \wedge B^*$.

Denote by $C$ the class of all "closed" elements $C$ (for which $C^* = C$).

**Theorem 1.** If $\mathcal{P}$ is a partially ordered set with a C1–3 closure (*), then the set $C$ of closed elements has the properties:

1. If $C_a$ are elements of $C$ and $\cap C_a$ exists in $\mathcal{P}$ then $\cap C_a$ is in $C$ and is a g.l.b. of the $C_a$ relative to $C$.
2. If $C_a$ are elements of $C$ and $\cup C_a$ exists in $\mathcal{P}$ then $(\cup C_a)^*$ is in $C$ and is a l.u.b. of the $C_a$ relative to $C$.
3. If $\{C_a\}$ is the set of all $C \subseteq C$ for which $C \supseteq A$, then $\cap C_a$ exists in $\mathcal{P}$ and is $A^*$.

**Corollary 1.** If $\mathcal{P}$ is a (conditionally) complete lattice, so is $C$ under the same order.

**Corollary 2.** If $X \rightarrow X^*$ is a C1–3 closure on the lattice (boolean algebra) $\mathcal{P}$ of all subsets of a set, then the closed sets form a complete lattice.

The proofs are trivial. For example C3: If $A \subseteq C_a$, then $A^* \subseteq C_a^* = C_a$, and $A^*$ is a lower bound of the $C_a$. However, if $B \subseteq$ every $C_a$, $A^*$ is itself a $C_a \supseteq A$, and $B \subseteq A^*$.

We may even begin, following E. H. Moore [10], with a set of undefined "closed" elements and define $A^*$ by means of them, thus:

**Theorem 2.** If $\mathcal{P}$ is a partially ordered set, with unit 1, and a subset $C$ containing 1 and containing, for each $A \in \mathcal{P}$, the intersection of all $C \supseteq A$, $C \in C$, then the definition $A^* = \cap (C; C \in C, C \supseteq A)$ is a C1–3 closure.

**Proof.** C1 is trivial. Since $A^*$ is in $C$, $A^{**} = \cap (C; C \in C, C \supseteq A^*) \subseteq A^*$. If $A \subseteq B$, the set $(C; C \in C, C \supseteq B)$ is a subset of $(C; C \in C, C \supseteq A)$. Hence $A^* \subseteq B^*$.

The concept of closure introduced here departs from its topological source in two directions. The domain of the operator need not be the boolean algebra of all subsets of a set, or indeed a boolean algebra at all; and moreover, the restrictive properties C4, C6, C7 are not assumed. There seems some reason for hoping that a highly developed theory of such operators may throw light on many algebraic structures which are usually lattices rather than boolean algebras, and admitting closures satisfying C3 rather than C4.

**Example 1.** $\mathcal{P}$ is the boolean algebra of all subsets of a set, $A^*$ the topological closure of subset $A$; properties C1–7 hold.
Example 2. \( \mathcal{B} \) is the boolean algebra of all subsets \( A \) of a group, \( A^* \) is the subgroup generated by elements of \( A \); C1–3 hold, but not C6, 7, 4.

Example 3. \( \mathcal{B} \) is the boolean algebra of all subsets \( A \) of the quotient field \( \mathcal{F} \) of domain of integrity \( D \), \( A^* \) the general Prüfer ideal generated by the elements of \( A \). (A Prüfer ideal \([12]\) is defined as a class \( \{ A \} \subset \mathcal{F} \) associated with the subset \( A \subset \mathcal{F} \), subject to \( A \subset \{ A \} ; B \subset \{ A \} \) implies \( \{ B \} \subset \{ A \} ; \{ \text{single element } \alpha \} = \text{principal ideal } \mathcal{D} \alpha ; \alpha \in \{ A \} \text{ implies } \alpha \beta \in \{ A \beta \} \). \( \mathcal{B} \) satisfies C1–3. Thus Dedekind ideals, \( \mathcal{B} \)-ideals, \( \mathcal{A} \)-ideals are examples.

Example 4. \( \mathcal{B} \) is the lattice of positive integers \( A \), with \( A \supset B \) meaning "\( A \) divides \( B \)." Define \( A^* \) as the product of all the distinct prime factors of \( A \). One verifies C1–4, C8! There are no points in \( \mathcal{B} \).

Example 5. \( \mathcal{B} \) is the boolean algebra of subsets \( A \) of the unit square, \( A^* \) the "direct product" of the projections \( A_x \) and \( A_y \) of \( A \). More generally, the projective boolean algebras of Ulam \([15]\) are examples. One verifies C1–3, C7, not C4.

Example 6. \( \mathcal{B} \) is lattice modul \([6; \text{p. 105}]\), with 0 the zero of addition, \( A^* = A \lor 0 \), the positive part of \( A \); C1–4 hold.

As we shall see in the next section, all closure operators on partially ordered sets arise, many in a natural manner, from the general galois correspondences. We defer further examples to that place.

3. Galois correspondences. We now summarize Ore's theory\(^{(1)}\). Let \( \mathcal{B}, \mathcal{Q} \) be partially ordered sets, admitting a pair of correspondences \( (\gamma) \), \( P \rightarrow \mathcal{Q}(P) \) on \( \mathcal{B} \) to \( \mathcal{Q} \), and \( Q \rightarrow \mathcal{B}(Q) \) on \( \mathcal{Q} \) to \( \mathcal{B} \), subject to

G1. \( P_1 \supset P_2 \) implies \( \mathcal{Q}(P_1) \subset \mathcal{Q}(P_2) \), and \( Q_1 \supset Q_2 \) implies \( \mathcal{B}(Q_1) \subset \mathcal{B}(Q_2) \).

G2. \( \mathcal{B}(P) \supset P \), and \( \mathcal{Q}(Q) \supset Q \).

Theorem 3 (Ore). The operator \( P \rightarrow P^* = \mathcal{B}\mathcal{Q}(P) \) is a closure satisfying C1–3. The element \( P \) is closed \( (P = P^*) \) if and only if \( P = \mathcal{B}(Q) \) for some \( Q \in \mathcal{Q} \).

If \( \mathcal{B}, \mathcal{Q} \) are complete ordered, the correspondences \( (\gamma) \) define dual isomorphisms of the lattices of closed elements, and \( \mathcal{B} (\lor Q_a) = \lor \mathcal{B}(Q_a) \).

Verification of C1, C3 is trivial. For C2, note that \( \mathcal{Q}\mathcal{B}\mathcal{Q}(P) = \mathcal{Q}(P) \). For \( P \subset \mathcal{B}\mathcal{Q}(P) \) implies \( \mathcal{Q}(P) \supset \mathcal{B}\mathcal{Q}(P) \) while \( \mathcal{Q}\mathcal{B}(\mathcal{Q}(P)) \supset \mathcal{Q}(P) \). The condition for \( P \) closed follows immediately. Complete order in \( \mathcal{B}, \mathcal{Q} \) implies the same for their lattices of closed elements by Corollary 1. Cf. \([6; \text{p. 25}]\). Finally, \( \lor Q_a \supset Q_a \) implies \( \mathcal{B}(\lor Q_a) \subset \mathcal{B}(Q_a) \), and \( \mathcal{B}(\lor Q_a) \subset \lor \mathcal{B}(Q_a) \). But \( \lor \mathcal{B}(Q_a) \subset \mathcal{B}(\lor Q_a) \supset \lor \mathcal{B}(Q_a) \), \( \mathcal{Q}(\lor \mathcal{B}(Q_a)) \supset \lor Q_a \), and \( \lor \mathcal{B}(Q_a) \subset \lor \mathcal{B}(Q_a) \subset \lor \mathcal{B}(\lor Q_a) \).

Ore calls a G1, 2 correspondence \( (\gamma) \) a galois correspondence, and under such, \( \mathcal{B}\mathcal{Q}(P) \) the galois closure of \( P \).

The equivalence of the ideas of closure and galois closure is emphasized by the following theorem.

Theorem 4. If \( \mathcal{B} \) is a partially ordered set with C1–3 closure \( P \rightarrow P^* \) and
closed elements $C$, and $Q$ is the partially ordered set of all subsets $Q$ of $C$ whose intersections exist in $P$, then the correspondences $(\gamma): P \rightarrow Q(P) = (\text{all } C \in C; C \supset P)$ and $Q \rightarrow P(Q) = \cap(\text{all elements of } Q)$ are galois $G1$, $2$, and $Q^* = P \cap P$. Thus every closure is a galois closure.

**Proof.** $G1$. That $P_1 \supset P_2$ implies $Q(P_1) \supset Q(P_2)$ is trivial; $Q_1 \supset Q_2$ implies $\cap(Q_1) \supset \cap(Q_2)$, hence $Q_2 \subset Q_1$. $Q(P)$ is in $Q$ by $G3$ of Theorem 1.

$G2$. $(\gamma_1)(P) = \cap(C; C \in C, C \supset P) = P \supset P$ by $G3$ of Theorem 1 and $C1$. Also $\gamma_2(Q) = (C; C \in C, C \supset \cap(Q)) \supset Q$, for every element of $Q$ is in $C$ and $C \supset \cap(Q)$.

**Example 7.** Let $E$ be a set, $P$ the lattice of all partitions (equivalence relations) of the elements of $E$; $P_1 \supset P_2$ means $P_1$ is a refinement of $P_2$; $Q$ is the lattice of all subgroups of the full symmetric group $S$ (all 1-1 transformations) of $E$ onto $E$. Let $P(Q)$ be the partition defined by the equivalence relation $a = b$ meaning $a = b^\gamma$ for some $\gamma \in Q$, and $Q(P)$ the group leaving the classes of $P$ undisturbed. This is a galois correspondence. Indeed G. Birkhoff [5] proves (a) every partition is galois closed, and $Q(P \cap P) = Q(P)$ (see Theorem 3), also (b) $Q(P_1 \cap P_2) = Q(P_1) \cup Q(P_2)$. Thus the partition lattice $P$ is isomorphic to the lattice $Q(Q)$ of "closed" subgroups of $S$.

However, most examples of closure operators arising naturally from galois correspondences involve $P$'s which are lattices of subsets of a set. We turn now to these.

4. Galois correspondences for lattices of subsets. G. Birkhoff [6; p. 24] and O. Ore [11] have studied this case. We shall attempt to show the relationship between their viewpoints.

Birkhoff considers galois correspondences arising from a binary relation $\rho$ between the elements of two sets $\Pi$ and $\Omega$, so that for every pair $p \in \Pi, q \in \Omega$ either $pq \in P$ or not. For every subset $P \subset \Pi$ define $Q(P) = (q; q \in \Omega; pq \in P)$, and for $Q \subset \Omega$ define $P(Q) = (p; p \in \Pi; pq \in Q)$. These are galois correspondences for the lattices $P, Q$ of $\Pi, \Omega$ respectively.

Ore, in his work on relations, begins from the following standpoint. Let $\Pi, \Omega$ be sets, $\phi(\Pi), \psi(\Omega)$ families of subsets $P \subset \Pi, Q \subset \Omega$ respectively. A galois correspondence is defined as any dual mapping $P \rightarrow Q(P)$ on $\phi(\Pi)$ to $\psi(\Omega)$ and $Q \rightarrow P(Q)$ on $\psi(\Omega)$ to $\phi(\Pi)$, subject to $G1, 2$.

**Theorem 5.** Every Birkhoff correspondence defines an Ore correspondence. Conversely, if the families $\phi(\Pi), \psi(\Omega)$ of an Ore correspondence are closed under (unrestricted) union and intersection, and cover $\Pi, \Omega$ respectively, then the Ore correspondence is defined by a binary relation between $\Pi$ and $\Omega$.

The first statement is immediate, using for $\phi(\Pi), \psi(\Omega)$ the families of all subsets of $\Pi, \Omega$ respectively.

Suppose now an Ore correspondence is given between families $\phi(\Pi)$ and
ψ(Ω) as stated. Define the binary relation ppq between Π and Ω to mean that there exists a Q ∈ ψ(Ω) such that p ∈ ψ(Q) and q ∈ Ωψ(Q). This binary relation defines the Birkhoff correspondences ψₚ(Q) and Ωₚ(P) for all subsets P ⊆ Π, Q ⊆ Ω. We need only verify that ψ(Q) = ψₚ(Q) and Ω(P) = Ωₚ(P) for P ∈ ϕ(Π), Q ∈ ψ(Ω). First, Ωₚ(P) ⊆ Ωₚ(P). For let q ∈ Ω(P) and p ∈ P. Then Ωₚ(P) ∈ ψ(Ω), p ∈ P ⊆ ψₚ(P) and q ∈ Ωψₚ(P) = Ω(P). Hence ppq for all p ∈ P. Second, ψₚ(Q) ⊆ ψₚ(Q). For, let q ∈ ψₚ(Q). For every p ∈ P, there exists a a ∈ ψₚ(Q) such that q ∈ ψₚ(a) and a ∈ ψₚ(P). Then q ∈ ψₚ(Ω) = ψₚ(Ωₚ(P)). But P = ψₚ(Ω) ⊆ ψₚ(a) hence q ∈ Ω(Ωψₚ(a)) ⊆ Ωₚ(P).

Proof that ψ(Q) = ψₚ(Q) for Q ∈ ψ(Ω) involves no new difficulty and is even simpler.

Remark. The latter half of Theorem 5 holds even if the sets ϕ(Π), ψ(Ω) are complete ordered lattices of sets P, Q under set inclusion, with set intersection effective as g.l.b.

**Theorem 6.** A C₁-₃ closure operator defined on a complete lattice ψ = ϕ(Π) of subsets P of a set Π which covers Π and has set intersection for (∩) can be extended to a C₁-₃ closure on all subsets of Π.

Let P → P* be the closure on ψ. Define for every set X ⊆ Π the set X* = ∩(P ∈ ψ, P* = P, P ⊇ X), which is a closure by Theorem 2.

**Theorem 7.** Every C₁-₃ closure on all subsets P of a set Π is the galois closure defined by a binary relation between Π and a suitable set Ω.

Define Ω as the class of all closed sets C of Π. Define pp C between the elements p ∈ Π and C ∈ Ω to mean p ∈ C. We must prove P* = ψₚ(Ωₚ(P)). Now Ωₚ(P) = (C; C ∈ Ω; p ∈ C, all p ∈ P) = (C; C ∈ Ω, C ⊇ P), and ψₚ(Ωₚ(P)) = (p ∈ Π, p ∈ all C ⊇ P) = ∩(C; C ∈ Ω, C ⊇ P) = P* by E3 of Theorem 1.

**Corollary 3.** Every C₁-₃ closure relation P* on a complete ordered set ψ of subsets of a set Π which covers Π is defined by the galois closure ψₚ(Ωₚ(P)) of a binary relation between Π and a suitable set Ω.

**Theorem 8.** A C₁-₄ closure operator (*) defined on a complete boolean algebra ψ = ϕ(Π) of subsets of a set covering Π (set union and set intersection) can be extended to a C₁-₄ closure operator on all subsets of Π.

We need only verify that X* = ∩(C; C ∈ ψ; C* = C, C ⊇ X) satisfies C₄. For X, Y ⊆ Π, (X ∪ Y)* ⊆ X* ∪ Y*. For let z ∈ (X ∪ Y)*, but not to X* ∪ Y*. Then there exist closed sets C₁ ∩ X, C₂ ∩ Y with z ∈ C₁, z ∈ C₂. But C₄ holds in ψ, and (C₁ ∪ C₂) = (C₁ ∪ C₂)* is closed and contains X ∪ Y. Since z ∈ (X ∪ Y)*, z ∈ C₁ ∪ C₂, we have a contradiction.

Thus the topological closures on boolean algebras of restricted subsets of Π are realized by ordinary topologies of Π (cf. Terasaka [14]).

Remark. Since the MacNeille completion [9] embeds a partially ordered
set $\mathcal{B}$ in a complete ordered set of subsets of $\mathcal{B}$ with preservation of order and (unrestricted) intersection and union, it is clear that every C1–3 closure on $\mathcal{B}$ is essentially a C1–3 closure on a partially ordered set of subsets of a set, and hence extensible to all subsets of that set.

5. Krull topologization. We now phrase a question of the following sort. Given a family $\Omega = \psi(\Omega)$ of subsets $Q$ of a set $\Omega$ on which a C1–3 closure (*) is defined, under what circumstances is it possible to define a Hausdorff topology in $\Omega$ in such a way that a set $Q \subset Q$ is (*) closed if and only if it is topologically closed. In this section we give a partial answer suggested by the remarkable paper of Krull [8].

Example 8 (Krull). Let $\mathfrak{F} = \{a\}$ be an algebraic field over $\mathfrak{R}_0$, $\Omega$ the group of all its $\mathfrak{R}_0$-isomorphisms $q$, and the binary relation $apq$, the condition $aq = a$, between $\mathfrak{F}$ and $\Omega$. One defines $\Omega_p(Q)$ and $\Omega_p(K)$ for $Q$ a subset of $\Omega$, $K$ a subset of $\mathfrak{F}$ in the usual way (cf. §4). A set $K$ is galois-closed, $K = \Omega_p\Omega_p(K)$, if and only if it is a field. If a subset $Q \subset \Omega$ is galois-closed, $Q = \Omega_p\Omega_p(Q)$, it is a subgroup, but not every subgroup is closed. We may regard $\Omega$ as the subgroup lattice of $\Omega$ and $Q \rightarrow Q^* = \Omega_p\Omega_p(Q)$ a closure operator on $\Omega$. Krull shows how a Hausdorff topology may be defined for the elements (points) of $\Omega$ so that a group $Q$ of $\Omega$ is galois closed if and only if it is topologically closed.

We couch Krull’s essential idea in the following general way:

**Theorem 9.** Let $\mathfrak{B}$ be a complete lattice with unit 1, $\Omega$ the lattice of all subgroups $Q$ of a group $\Omega = \{q\}$, additively written, admitting a galois correspondence $G1, 2$ with $\Omega(1) = 0$. Suppose $\mathfrak{B}$ contains a family $\mathfrak{F}$ of elements $F$ such that

1. For $F_1, F_2 \in \mathfrak{F}$, one has $F_1 \vee F_2 \in \mathfrak{F}$.
2. Every $P \in \mathfrak{B}$ is a union $\bigvee F_a$ of $F_a$’s in $\mathfrak{F}$.

For every $F \in \mathfrak{F}$, $q \in \Omega$, define the coset $q + \Omega(F)$ as a neighborhood of $q$. Then $\Omega$ is a Hausdorff space (topological group if $\Omega(F)$ is invariant for all $F \in \mathfrak{F}$).

If $\mathfrak{F}$ has the further property

3. For every $F \in \mathfrak{F}$, $Q \in \Omega$, one has $\Omega\Omega(Q) \subset Q + \Omega(F)$, the set of all sums $q_1 + q_2, q_1 \in Q, q_2 \in \Omega(F)$, then the subgroup $Q$ is galois closed if and only if it is closed in the neighborhood topology.

   I. $q \in q + \Omega(F)$.
   II. $q' \in q + \Omega(F)$ implies $q' + \Omega(F) = q + \Omega(F)$.
   III. $(q + \Omega(F_1) \cap (q + \Omega(F_2))) = q + (\Omega(F_1) \cap \Omega(F_2)) = q + \Omega(F_1 \vee F_2)$.
   IV. For $q_1 \neq q_2$ there exists an $F \in \mathfrak{F}$ such that $q_1 + \Omega(F)$ and $q_2 + \Omega(F)$ are disjoint. For, if for every $F$ the neighborhoods intersect, one has $-q_2 + q_1 \in \Omega(F)$, all $F$. But $0 = \Omega(1) = \Omega(\bigvee F_a) = \bigcap \Omega F_a$ contains $-q_2 + q_1 \neq 0$, which is a contradiction.
   V. For every $F, q_1 + q_2 + \Omega(F) = q_1 + \Omega(F) + q_2 + \Omega(F)$ for $\Omega(F)$ invariant.
   VI. For every $F, -(q + \Omega(F)) = q + \Omega(F)$ for $\Omega(F)$ invariant.
Thus the axioms are established for a topological group.

VII. Let \( Q \) be galois closed. Since then \( Q = \mathcal{O}(P) \) for some \( P \), namely \( \mathcal{P}(Q) \), we show that every \( \mathcal{O}(P) \) is closed in the Krull topology. Let \( q \) be a limit point of \( \mathcal{O}(P) \), and \( P = \bigvee F_\alpha \), \( F_\alpha \in \mathcal{P} \). For every \( F_\alpha \) there is a \( q_\alpha \in \mathcal{O}(P) \subset \mathcal{O}(F_\alpha) \) such that \( q_\alpha \in q + \mathcal{O}(F_\alpha) \). Thus \( q \in \mathcal{O}(F_\alpha) \), all \( F_\alpha \). But \( \mathcal{O}(P) = \mathcal{O}(\bigvee F_\alpha) = \bigcap \mathcal{O}(F_\alpha) \) contains \( q \). Hence \( q \in \mathcal{O}(P) \) and \( \mathcal{O}(P) \) is topologically closed.

We use \( \mathcal{P}3 \) only in the final step.

VIII. Suppose \( Q \) is topologically closed. We prove \( q \in \mathcal{O}\mathcal{P}\mathcal{Q} \) implies \( q \) a limit point of \( Q \). One has for every \( F \), \( \mathcal{O}\mathcal{P}\mathcal{Q} \subset Q + \mathcal{O}(F) \), \( q = q_1 + q_2 \), \( q_1 \in Q \), \( q_2 \in \mathcal{O}(F) \). Hence \( q_1 \in q + \mathcal{O}(F) \), \( q_1 \in Q \).

**Corollary 4.** Under the conditions \( \mathcal{P}1, 2 \) of Theorem 9, the Krull topology is zero-dimensional and hence totally disconnected.

For every neighborhood \( \mathcal{O}(F) \) of the zero is closed.

**Theorem 10.** If the set \( \mathcal{P}1, 2 \) of Theorem 9 contains a denumerable sequence \( F_1 \subset F_2 \cdots \) such that every \( F \) is covered by some \( F_n \supset F \) then the Krull topology is metrizable.

For every \( q \in \Omega \), \( n = 1, 2, \cdots \) define \( U_n(q) = q + \mathcal{O}(F_n) \). Since every neighborhood \( U(q) \) is of the form \( q + \mathcal{O}(F) \) and \( F \subset F_n \) for some \( n \), \( U(q) \supset U_n(q) \). The \( U_n(q) \) form a basis for the Krull space, and \( U_n(q) \subset U_n(q) \). Also, for every \( q \in \Omega \), \( n = 1, 2, \cdots \), there is an \( m = m(q, n) = n \) itself, such that \( U_m(q) \cap U_m(q') \) non-void implies \( U_m(q') \subset U_n(q) \). For if cosets \( q + \mathcal{O}(F_m) \) and \( q' + \mathcal{O}(F_m) \) intersect, they coincide, and \( U_m(q') = U_n(q') = U_n(q) \). The metrization follows from the theorem of Frink [7]. The metric is simply \( \delta(q, q') = 1/n \) where \( n \) is the first \( m \) for which \( q + \mathcal{O}(F_m) \) and \( q' + \mathcal{O}(F_m) \) are disjoint.

The application to Example 8 of algebraic fields is of course clear. The \( F \)'s are simply the finite algebraic subfields of \( \mathbb{K} \). However, we proceed to apply Theorem 9 to the linear functional space of a Banach space.

6. **On Banach spaces.** Let \( \Pi \) be a Banach space, and \( \Omega \) the space of all linear functionals \( q \) on \( \Pi \) to the real field. Consider the binary relation \( \mathcal{P}\mathcal{Q} \) between \( \Pi \) and \( \Omega \) defined by \( q(p) = 0 \). This defines a galois correspondence between the subsets of \( \Pi \) and those of \( \Omega \). \( P \rightarrow \mathcal{O}_p(P), \ Q \rightarrow \mathcal{P}_p(Q), \ P \subset \Pi, \ Q \subset \Omega \). Banach [3, p. 57] proves that for every norm-closed subspace \( P \subset \Pi \) and element \( p \in P \), there is a linear functional \( q \) such that \( q(P) = 0 \) but \( q(p) = 1 \). It follows that a subset \( P \subset \Pi \) is galois-closed, \( P = \mathcal{P}_p\mathcal{O}_p(P) \), if and only if \( P \) is a norm-closed subspace. However, it is not true that every closed subspace \( Q \) of \( \Omega \) is galois closed, \( \mathcal{O}_p\mathcal{P}_p(Q) = Q \) (cf. Banach loc. cit. p. 116). The subspaces \( Q \) of \( \Omega \) which are galois closed are called \textit{regularly} closed by Banach.

Banach shows that a subspace \( Q \) of \( \Omega \) is regularly closed if and only if it is closed in a topology of transfinite sequences, and for \( \Pi \) separable, if and only
if it is closed in the topology of weak convergence in $\Omega$. Alaoglu [1] has recently characterized regular closure in terms of Moore-Smith convergence.

We shall show how a Krull topology may be introduced into $\Omega$ in such a way that a subspace $Q$ of $\Omega$ is galois (that is, regularly) closed if and only if it is closed in the Krull topology. Separability is not assumed, and the Krull topology defines a topological group on $\Omega$.

Our topology is closely related to that of Birkhoff [4] for general Hausdorff spaces, but differs in that our space $\Omega$ is not a transformation group of $\Pi$.

**Theorem 11.** The set $\mathcal{B}$ of all subspaces of a Banach space $\Pi$ is a complete lattice with unit $\Pi$, and the set $\mathcal{Q}$ of all subspaces of the linear functional space $\Omega$ admits with $\mathcal{B}$ a galois correspondence determined by the relation $q(p) = 0$, for $pq$; also $\mathcal{Q}(\Pi) = 0$. $\mathcal{B}$ contains the family $\mathcal{F}$ of all finite dimensional subspaces of $\Pi$, and these satisfy $\mathcal{F} \cap \mathcal{Q}$. A subspace $Q$ of $\Omega$ is galois closed (that is, regularly closed) if and only if it is closed in the Krull topology of Theorem 9. There is a lattice isomorphism between the norm-closed subspaces of $\Pi$ and the regularly closed subspaces of $\Omega$.

We need only verify $\mathcal{F}$. Let $F$ be a finite dimensional subspace of $\Pi$, with basis $x_1, \ldots, x_n$, $Q$ any subspace of $\Omega$. Then $F \cap \mathcal{B}(Q)$ is a subspace of $F = (x_1, \ldots, x_n)$. Every linear functional $q$ of $\Omega$ defines a linear functional $q_F$ on $F$ to $R$. Hence $Q$ defines a space $Q_F$ of linear functionals on $F$ to $R$. If $q \in \mathcal{Q}(F \cap \mathcal{B}(Q))$, then $q_F(F \cap \mathcal{B}(Q)) = 0$. But $F \cap \mathcal{B}(Q)$ is precisely the subspace of $F$ annihilated by all functionals of $Q_F$. Hence $q_F \in Q_F$, since for finite dimensional spaces the orthogonal complement is idempotent. Thus there exists a $q' \in Q$ such that $q$ and $q'$ have the same effect on $F$. Thus $-q' + q \in \mathcal{Q}(F)$, $q \in Q + \mathcal{Q}(F)$, and $\mathcal{B} \mathcal{Q} \subset \mathcal{Q}(F \cap \mathcal{B}(Q)) \subset Q + \mathcal{Q}(F)$.

**Corollary 5.** Every infinite dimensional subspace $Q$ of $\Omega$ is dense in itself. Hence every regularly closed such subspace is perfect (in the Krull topology).

Let $Q$ be a finite dimensional subspace of $\Pi$, with basis $x_1, \ldots, x_n$, $Q$ any subspace of $\Omega$. Then $F \cap \mathcal{B}(Q)$ is a subspace of $F = (x_1, \ldots, x_n)$. Every linear functional $q$ of $\Omega$ defines a linear functional $q_F$ on $F$ to $R$. Hence $Q$ defines a space $Q_F$ of linear functionals on $F$ to $R$. If $g \in \mathcal{Q}(F \cap \mathcal{B}(Q))$, then $q_F(F \cap \mathcal{B}(Q)) = 0$. But $F \cap \mathcal{B}(Q)$ is precisely the subspace of $F$ annihilated by all functionals of $Q_F$. Hence $q_F \in Q_F$, since for finite dimensional spaces the orthogonal complement is idempotent. Thus there exists a $q' \in Q$ such that $q$ and $q'$ have the same effect on $F$. Thus $-q' + q \in \mathcal{Q}(F)$, $q \in Q + \mathcal{Q}(F)$, and $\mathcal{B} \mathcal{Q} \subset \mathcal{Q}(F \cap \mathcal{B}(Q)) \subset Q + \mathcal{Q}(F)$.

Although the Krull topology and that of weak convergence serve equally well to characterize the regularly closed subspaces of $\Omega$ for separable $\Pi$, they are not equivalent topologies since the latter is not a Hausdorff topology: $Q^{**} \neq Q^*$ in general (cf. Banach [3, p. 209]).

While Theorem 9 provides a partial answer to the general question raised at the beginning of §5, which covers infinite algebraic number fields and Banach spaces, it is apparently rather special in its use of the family $\mathcal{F}$.

We shall see later that the condition $\mathcal{F}$ fails in the case of primary abelian
groups, and that while the Krull topology is of some interest in itself, it fails
to characterize the galois closed subgroups.

7. A necessary and sufficient condition. Let \( \Omega \) be a group on whose sub-
group lattice \( \mathfrak{Q} \) is defined a C1–3 closure \( Q \rightarrow Q^* \).

**Theorem 12.** In order that there exist a C1–4 closure \( X \rightarrow X^* \) on the subsets
of \( \Omega \) such that, for a subgroup \( Q \),
(a) \( Q^* \) is a subgroup of \( \Omega \),
(b) \( Q^* = Q \) if and only if \( Q^* = Q \),
it is necessary and sufficient that,
(c) for groups \( Q, Q_1, \ldots, Q_n, Q \subseteq Q_1 \cup \cdots \cup Q_n \) implies \( Q^* \subseteq Q_1 \cup \cdots \cup Q_n \).

**Necessity.** We note first that for a group \( Q, Q^* = Q^* \). Since \( Q^* \) is a group
and \( Q^{**} = Q^* \), from (b), \( Q^* = Q^* \supseteq Q \) and \( Q^* = Q^* \supseteq Q^* \). Since by (a), \( Q^* \) is a
group, and \( Q^* \supseteq Q^* \), from (b) \( Q^* = Q^* \supseteq Q \). Thus \( Q^* = Q^* \supseteq Q^* \). Hence if
\( Q \subseteq Q^* \cup \cdots \cup Q_n \), we have \( Q^* = Q^* \subseteq (Q^* \cup \cdots \cup Q_n)^* \supseteq Q^* \cup \cdots \cup Q_n^* \).

**Sufficiency.** Define \( X^* = \bigcap (\text{all finite set unions } \sum_i Q_i \supseteq X) \). Clearly
\( X^* \supseteq X \). Moreover \( X^* = \bigcap (\text{all finite } \sum_i Q_i \supseteq X \supseteq X \supseteq X \supseteq \cdots \supseteq X) \) surely contain \( X^* \). Finally, \( C_3 \) is trivial, and \( (X \cup Y)^* = \bigcap \) (finite \( \sum_i Q_i \supseteq X \cup Y \)), \( C \supseteq X \cup Y \), since the latter under the distributive law appears as
an intersection of finite \( \bigcap Q_i \supseteq X \cup Y \).

We now prove \( Q^* = Q^* \) for any subgroup \( Q \), from which (a) and (b) follow at once. By definition, \( Q^* \subseteq Q^* \). But since \( Q^* = \bigcap \) (finite \( \sum_i Q_i \supseteq Q \)), by (c)
\( \sum_i Q_i \supseteq Q \) if and only if \( \sum_i Q_i \supseteq Q \). Hence \( Q^* = Q^* \supseteq Q^* \).

**Theorem 13.** In order that there exist a C1–4, C7 (topological) closure
\( X \rightarrow X^* \) on the subsets of \( \Omega \), such that (a) and (b) of Theorem 12 obtain, it is
necessary and sufficient that
(d) for groups \( Q, Q_1, \ldots, Q_n \) and elements \( q_1, \ldots, q_m \), either \( n \) or \( m \) of which
may be zero, \( Q \subseteq Q_1 \cup \cdots \cup Q_n \cup q_1 \cup \cdots \cup q_m \) implies \( Q^* \subseteq Q_1 \cup \cdots \cup Q_n \cup q_1 \cup \cdots \cup q_m \).

**Necessity.** As before, we prove \( Q^* = Q^* \) for a group \( Q \), and \( Q^* = Q^* \). Hence
if the hypothesis of (d) holds, we have \( Q^* = Q^* \subseteq Q_1 \cup \cdots \cup Q_1 \cup q_1 \cup \cdots \cup q_m \).

**Sufficiency.** Define \( X^* \) as the set intersection of all finite set unions
\( Q_1 \cup \cdots \cup Q_n \cup q_1 \cup \cdots \cup q_m \) containing \( X \) (either \( n \) or \( m \) may be zero).

We verify C1–4 as before, and obviously \( p^* = p \) hence C7. Again (a) and (b)
follow from the result that \( Q^* = Q^* \) for a subgroup \( Q \). The proof is just as
above.

**Corollary 6.** For a topologization C1–4, 7 of a (*) closure in \( \Omega \), it is neces-
sary that \( Q^* = Q \) for a finite subgroup \( Q \).
For we can write $Q = q_1 \cup \cdots \cup q_m$ and condition (d) implies $Q^* \subseteq q_1 \cup \cdots \cup q_m = Q$.

We remark that the Krull topology satisfies C1–4, 7, (a) and (b) and hence (d). (a) holds because the topological closure of a subgroup of a topological group is a group.

8. On primary abelian groups. Let $\Pi$ be a primary abelian group of characteristic $\pi$, a prime number, with total (proper) automorphism group $\Omega$. The binary relation $pqq$ meaning $q(p) = p$ on elements $p \in \Pi$, $q \in \Omega$ defines a galois correspondence $\mathcal{B}_q(Q)$ and $\mathcal{O}_q(P)$ on $Q \subseteq \Omega$, $P \subseteq \Pi$ in the usual way (cf. §5). This induces a galois correspondence on the subgroup lattices $\mathcal{B}$ of $\Pi$ and $\Omega$ of $\Omega$. Denote by $\mathfrak{B}$ the set of all subgroups $F$ of $\Pi$ the periods of whose elements are bounded.

**Theorem 14.** The set $\mathfrak{B}$ of subgroups of elements of bounded periods satisfies $\mathfrak{B}_1$, 2 of Theorem 9 and the condition of Theorem 10. The corresponding Krull topology converts $\Omega$ into a zero-dimensional, metrizable topological group.

For $\mathfrak{B}_1$ is obvious, and $\mathfrak{B}_2$ is valid since every subgroup $P \subseteq \Pi$ is a union of the cyclic group of all its elements. Let $F_\pi$ be the (characteristic) group of all elements whose period is less than or equal to $\pi^n$. This sequence satisfies the condition of Theorem 10. The theorem follows from Theorems 9, 10 and Corollary 4.

However examples show $\mathfrak{B}_3$ fails and this topology fails to characterize the galois closed subgroups $Q = \mathcal{B}Q$. For non-topological characterization, see Shiffman [13].

The topology of Theorem 13 should be compared with an analogous but different topology introduced by G. Birkhoff [4]. We make no further attempt to discuss topologies for $\Omega$, but show how Theorem 12 combined with results of Baer [2] throws light on the galois closed subgroups $P = \mathcal{B}P$ of $\Pi$.

We quote briefly the results of Baer which we use below. Define $\pi^i\Pi = (\text{all } p^i, p \in \Pi)$, and $\pi^i\Pi = \cap (\pi^i\Pi, i = 1, 2, \cdots)$. Define $\pi^*\Pi = \text{maximal subgroup } P \text{ such that } \pi P = P$. If $\pi \neq 2$, then $\mathcal{B}(0) = 0$. For if $\mathcal{B}(0) \supseteq p \neq 0$, $p$ is left fixed by every automorphism in $\mathcal{O}(0) = \Omega$. Since $p \to -p$ is an automorphism we have $p = -p$, $2p = 0$, $\pi = 2$.

If $\pi^*\Pi = 0$ and $\pi \neq 2$, then $\mathcal{B}(P)/P = \pi^*(\Pi/P)$. If $\pi \neq 2$, $\mathcal{B}(P) = P$ for all $P \subseteq \Pi$ if and only if either $\pi^*\Pi \neq 0$ or the periods of the elements of $\Pi$ are bounded.

We now prove the following theorem.

**Theorem 15.** If $\Pi$ is a primary abelian group with $\pi \neq 2$ and $\pi^*\Pi = 0$, then condition (c) of Theorem 12 holds for subgroups $P \subseteq \Pi$, and the closure $P^+$ there defined satisfies C1–4. A subgroup $P$ is galois closed, $P = \mathcal{B}P$, if and only if it is (†) closed.

Let $P \subseteq P_1^* \cup \cdots \cup P_n^*$ where $P^*$ means $\mathcal{B}(P)$, where $P, P_1, \cdots, P_n$
are subgroups of \( \Pi \). By Baer's result, \( P^*/P = \pi^*(\Pi/P) \), that is, \( P^* = \cap(\pi^*(\Pi/P)) \). Let \( p_0 \in P^* \). Then coset \( p_0 + P = \pi^i(p_i + P) \) for all \( i \). Write \( p_0 + P = \pi^1(p_1 + P) \) and \( p_0 = \pi^1p_1 + p'_1 \), \( p'_1 \in P \), \( i = 1, 2, \ldots \). Since \( p'_1 \in P \subset P_1^* \cup \cdots \cup P_n^* \), an infinite subsequence \( p'_i \) must fall in one of the \( P_i^* \), say \( P_i^* \). Thus \( p_0 = \pi^i p_i + p'_i \), \( p_0 + P_i^* = \pi^i (p_i + P_i^*) \). Since \( \pi(\Pi/P_i^*) \supset \pi^2(\Pi/P_i^*) \supset \cdots \) we must have \( p_0 + P_i^* \in \pi^i(\Pi/P_i^*) \), for all \( i \), and \( p_0 + P_i^* \subset \pi^m(\Pi/P_i^*) = [0] \) since \( P_i^* \) is galois-closed. Hence \( p_0 + P_i^* = P_i^* \) and \( p_0 \in P_i^* \). We have thus \( P^* \subset P_1^* \cup \cdots \cup P_n^* \).

9. Topologization theorems. Although the theorems of §7 were stated with reference to the subgroup lattice of a group, for convenience in discussing the applications, no use was made of the group properties. We have really proved the following theorems.

**Theorem 16.** Let \( \Omega \) be a set of elements \( q \), \( \mathcal{Q} \) any partially ordered set of subsets \( Q \subset \Omega \) containing \( \Omega \) and closed under \( \cap \), which admits a C1–3 closure \( Q \to Q^* \). In order that there exist a C1–4 closure \( X \to X^\dagger \) on the subsets \( X \subset \Omega \) such that, for \( Q \in \mathcal{Q} \),

(a) \( Q^\dagger \in \mathcal{Q} \),

(b) \( Q^\dagger = Q \) if and only if \( Q^* = Q \),

it is necessary and sufficient that

(c) for \( Q, Q_1, \ldots, Q_n \in \mathcal{Q} \), \( Q \subset Q_1^* \cup \cdots \cup Q_n^* \) implies \( Q^* \subset Q_1^* \cup \cdots \cup Q_n^* \).

**Theorem 17.** In order that there exist a C1–4, C7 (topological) closure \( X \to X^\dagger \) on the subsets \( X \subset \Omega \) such that (a), (b) of Theorem 16 hold for \( Q \in \mathcal{Q} \), it is necessary and sufficient that

(d) for \( Q, Q_1, \ldots, Q_n \in \mathcal{Q} \), \( q_1, \ldots, q_m \in \Omega \) (either \( n \) or \( m \) may be 0), \( Q \subset Q_1^* \cup \cdots \cup Q_n^* \cup q_1 \cup \cdots \cup q_m \) implies \( Q^* \subset Q_1^* \cup \cdots \cup Q_n^* \cup q_1 \cup \cdots \cup q_m \).
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