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1. Introduction. Let $\mathcal{J}$ be a $\sigma$-field of subsets of an abstract set $M$ and let $m(e)$ be a non-negative measure function defined on $\mathcal{J}$. The classical Radon-Nikodym theorem [17, p. 36] states that, if $M$ is the union of a countable number of sets of finite measure, then a necessary and sufficient condition for a completely additive real function $R(e)$, defined over $\mathcal{J}$, to be a Lebesgue integral (with respect to $m(e)$) is that $R(e)$ be absolutely continuous relative to $m(e)$. Our purpose is to extend this theorem to functions with values in an arbitrary Banach space and apply the resulting theorem to obtain an integral representation for the general bounded linear transformation on the space of summable functions to an arbitrary Banach space. A number of writers [4, 6, 7, 8, 11, 12, 13, 14] have obtained similar extensions; however they have all imposed restrictions either on the Banach space or on the completely additive functions considered. The theorem proved here is free of all such restrictions. It is evident that any such generalization of the Radon-Nikodym theorem will involve a corresponding generalization of the Lebesgue integral, of which there are many. A variation of an integral studied in detail by B. J. Pettis(*) will be used here.

A point function $x(p)$ defined on $M$ to a Banach space $\mathcal{X}$ is said to be Pettis integrable [12] provided there exists a function $X(e)$ on $\mathcal{J}$ to $\mathcal{X}$ such that, for each element $x$ of the space $\mathcal{X}$ and each element $e$ of $\mathcal{J}$, the function $x(x(p))$ is Lebesgue integrable on the set $e$ to the value $x(X(e))$. Whenever $X(e)$ exists, it is completely additive and absolutely continuous relative to $m(e)$. On the other hand, Pettis [12, p. 303] gave an example of a completely additive function which is absolutely continuous but is not an integral in his sense. This shows that the ordinary Pettis integral cannot appear in a general Radon-Nikodym theorem. However, without changing essentially the definition or general properties of the integral, we can enlarge the class of functions admissible for integration (so that it contains certain functions other than point functions) and thus obtain an integral which will serve our purposes.

The class of functions which we will admit for integration consists of all multivalued set functions $x(e)$ defined for elements of $\mathcal{J}$ having finite, nonzero

(*) Numbers in brackets refer to the Bibliography at the end of the paper.

(†) See also Dunford [5, p. 338].
measure and subject to the condition that \( e' \subseteq e \) imply \( x(e') \subseteq x(e) \). Such functions are termed contractive. To every point function \( x(p) \) there corresponds the contractive function \( x(e) \), whose values on \( e \) are the values taken on by \( x(p) \) as \( p \) ranges over \( e \). It is well known that a trivial reformulation of one definition of the Lebesgue integral (and hence the Pettis integral) enables one to consider integration of contractive functions. Moreover, all properties of the integral not depending directly on point functions remain unchanged, and integration of a contractive function, which is associated in the above manner with a point function, is equivalent to ordinary integration of the point function. Since we no longer have to do with point functions, it is possible to replace the restriction that \( J \) be a \( \sigma \)-field of sets of points by the weaker assumption that \( J \) be a countably additive Boolean algebra.

The introduction of functions other than point functions admittedly reduces the force of the Radon-Nikodym theorem. On the other hand, if one were to insist on point functions, it would be necessary to define an integral more general than the Pettis integral. However, it is easy to prove [12, p. 281] that any integration process, which gives the Lebesgue integral in the real case and which is preserved under linear continuous transformation of the Banach space into a second Banach space, is contained in the Pettis integral. Therefore, although it may be possible to obtain the general Radon-Nikodym theorem involving only point functions, the integral used would necessarily lack some desirable elementary properties.

A few notations and definitions are collected in §2. §3 contains a definition of the variation of the Pettis integral suggested above along with some of its properties. The Radon-Nikodym theorem is proved in §4 and is applied in §5 to obtain an integral representation for the general, bounded, linear transformation on the space \( L(M) \) of summable functions to an arbitrary Banach space.

2. Notations and definitions. Throughout this and the following two sections, \( J \) will denote a countably additive Boolean algebra. In lattice terminology, \( J \) is a \( \sigma \)-complete, complemented, distributive lattice [2, p. 88]. The lattice operations of join, meet, and complementation will be indicated respectively by \( e \lor e' \), \( e \land e' \), and \( \neg e \). The join and meet of a countable number of elements \( e_n \) will be written \( \sum e_n, \prod e_n \) respectively. Since \( J \) is \( \sigma \)-complete, these will always exist in \( J \). The extreme elements of \( J \) will be denoted by \( 0 \) (null or least element) and \( M \) (unit or greatest element). An element \( e \) is said to be contained in a second element \( e' \) provided \( e \subseteq e' \). This inclusion will be written \( e \subseteq e' \) or \( e \supseteq e' \). Two elements \( e, e' \) are disjoint provided \( e \cap e' = 0 \). An ordinary \( \sigma \)-fold of sets is a countably additive Boolean algebra in which join, meet, and complement are the corresponding set-theoretic notions.

A disjoint sequence \( \{e_i\} \) of elements of \( J \) (that is, \( e_i \cap e_j = 0 \), for \( i \neq j \)) such that \( \sum e_i = e \) is called a subdivision of \( e \). The product of two subdivisions of \( e \), \( \Delta = \{e_i\} \) and \( \Delta' = \{e'_j\} \), is defined to be the sequence \( \Delta \Delta' = \{e_i \cap e'_j\} \).
From the distributive properties of \( \mathcal{J} \), it follows easily that this product is also a subdivision of \( e \). It also follows from the distributivity that every subdivision \( \{ e_i \} \) of \( M \) induces a subdivision \( \{ e \cap e_i \} \) of the element \( e \). One subdivision, \( \Delta' = \{ e_i' \} \), is said to be finer than a second, \( \Delta = \{ e_i \} \), provided every element \( e_i' \) is contained in some \( e_j \). We write \( \Delta' \geq \Delta \).

The class of elements \( x \) which satisfy a given property \( P \) will be denoted by \( \{ x \mid P \} \). The small Greek letter \( \pi \) will always stand for a finite set of positive integers, and \( \sum_{\pi} \) (for example) will mean summation over all indices contained in \( \pi \).

Let \( \mathcal{X} \) be an arbitrary linear set [1, p. 26] with real multipliers and zero element \( \theta \). If \( X, X' \) are any two subsets of \( \mathcal{X} \), then \( X + X' \) is defined to be the set \( \{ x + x' \mid x \in X, x' \in X' \} \). Similarly, if \( X \subseteq \mathcal{X} \) and \( A \) is a set of real numbers, then \( AX \) is the set \( \{ rx \mid r \in A, x \in X \} \); in particular, if \( r \) is a single real number, \( rX = \{ rx \mid x \in X \} \). We will assume \( \mathcal{X} \) to be a linear topological space of the type introduced by J. von Neumann [10, p. 4]. The system of neighborhoods of \( \theta \), which defines the topology, will be denoted by \( \mathcal{U} \). Individual elements of \( \mathcal{U} \) are denoted by \( V \). \( \mathcal{X} \) is said to be convex provided, for every \( V, V + V \subseteq 2V \). Under this condition, the closure of each of the neighborhoods is a convex set in the ordinary sense\(^{(3)}\). Another important property of the neighborhoods, in case \( \mathcal{X} \) is convex, is that \( 0 < r < r' \) implies \( rV \subseteq r'V \). We will be primarily interested in the case in which \( \mathcal{X} \) is a Banach space under one of its weak neighborhood topologies. A weak neighborhood system \( \mathcal{U}_T \) consists of all neighborhoods of the form

\[
V = \{ x \mid x_i(x) < \epsilon; \epsilon > 0, x_i \in \Gamma, i = 1, 2, \ldots, n \},
\]

where \( \Gamma \) is a subset of the space \( \overline{\mathcal{X}} \) adjoint to \( \mathcal{X} \). In case \( \Gamma \) is a total\(^{(4)}\) subset of \( \overline{\mathcal{X}} \), the system \( \mathcal{U}_T \) determines in \( \mathcal{X} \) a convex\(^{(5)}\) topology of the von Neumann type. Whenever a Banach space is under consideration, \( \mathcal{U} \) will always be understood to mean the system \( \mathcal{U}_T \), when \( \Gamma = \overline{\mathcal{X}} \).

Two subsets \( X, X' \) of \( \mathcal{X} \) are said to be equal within \( V \) provided \( X \subseteq X' + V \) and \( X' \subseteq X + V \). Two sequences \( \{ X_n \}, \{ X'_n \} \) of subsets of \( \mathcal{X} \) are said to be summably equal within \( V \) provided there exists \( \pi_V \) such that \( \pi \supseteq \pi_V \) implies \( \sum_x X_n, \sum_x X'_n \) are equal within \( V \). A sequence \( \{ X_n \} \) of subsets of \( \mathcal{X} \) is said to be unconditionally summable [13, p. 118] to the element \( x \in \mathcal{X} \) with respect to \( V \) provided there exists \( \pi_V \) such that

\[
\pm \left\{ x - \sum_r X_n \right\} \subseteq V, \quad \pi \supseteq \pi_V.
\]

If each set \( X_n \) contains only one element \( x_n \), then the condition that \( \{ X_n \} \)

\(^{(3)}\) A set \( X \subseteq \mathcal{X} \) is convex provided \( x_i \in X, r_i \geq 0 \) and \( \sum r_i = 1 \) imply \( \sum r_i x_i \in X \) (\( i = 1, 2, \ldots, n \)).

\(^{(4)}\) A subset \( \Gamma \subseteq \overline{\mathcal{X}} \) is said to be total [1, p. 42] provided \( \hat{x}(x) = 0 \), for every \( \hat{x} \in \Gamma \), implies \( x = \theta \).

\(^{(5)}\) As a matter of fact, each of the neighborhoods \( V \) is itself a convex set. Also \( -V = V \).
be unconditionally summable to \( x \) with respect to every \( V \in \mathcal{U} \) is simply the condition that the series \( \sum x_n \) be unconditionally convergent to the value \( x \) [9].

A single-valued function \( X(e) \) defined on a subset of \( \mathcal{J} \) to \( \mathcal{X} \) is said to be completely additive relative to \( \mathcal{U} \) provided the series \( \sum X(e_n) \) converges unconditionally to \( X(\sum e_n) \) in the topology \( \mathcal{U} \), whenever \( \{e_n\} \) is a countable sequence of mutually disjoint elements such that \( X(\sum e_n) \) and \( X(e_n) \) \((n=1,2,\ldots)\) are defined. In case \( \mathcal{X} \) is a Banach space under a weak neighborhood topology \( \mathcal{U}_\Gamma \), it is evident that a necessary and sufficient condition for \( X(e) \) to be completely additive relative to the topology \( \mathcal{U}_\Gamma \) is that the real function \( \hat{x}(X(e)) \) be completely additive for every \( \hat{x} \in \Gamma \). In case \( \Gamma=\overline{\mathcal{K}} \) (or if \( \Gamma \) is a determining manifold(\( ^6 \))), then it can be proved [12, p. 282; 5, p. 326] that complete additivity relative to \( \mathcal{U}_\Gamma \) is equivalent to complete additivity relative to the norm topology. In this case we simply speak of \( X(e) \) as completely additive.

A real- or infinite-valued function, which is defined on all of \( \mathcal{J} \) and is completely additive, is called a measure function over \( \mathcal{J} \), and \( m(e) \) is the measure of \( e \). A measure function \( m(e) \) over \( \mathcal{J} \) will be assumed given throughout the discussion. A function \( X(e) \), defined on a subset of \( \mathcal{J} \) to \( \mathcal{X} \), is said to be absolutely continuous provided \( m(e)=0 \) implies \( X(e)=\theta \) [17, p. 30]. If \( X(e) \) is completely additive on \( \mathcal{J} \), then it can be shown [16, p. 501] that absolute continuity is equivalent to the property that \( \lim m(e_n)=0 \) implies \( \lim X(e_n)=\theta \). The function \( X(e) \) is said to be singular provided there exists \( e_0 \) such that \( m(e_0)=0 \) and \( X(e)=X(e\cap e_0) \), for every \( e \) [17, p. 30].

3. Integration. A multi-valued function defined on a subset of \( \mathcal{J} \) to \( \mathcal{X} \) is said to be contractive provided \( e\subseteq e' \) implies \( x(e)\subseteq x(e') \), whenever \( x(e) \) and \( x(e') \) are defined. Let \( \mathcal{K}(\mathcal{J}) \) denote the class of all such contractive functions defined for elements of \( \mathcal{J} \) having finite, nonzero measure. The notation \( x(\cdot) \) will be used to indicate a function considered as an element of the class \( \mathcal{K}(\mathcal{J}) \), while \( x(e) \) will denote the set of values assumed by the function for the element \( e \).

Let \( \Delta=\{e_i\} \) be a subdivision of \( M \); then the sequence of sets \( \{x(e\cap e_i) m(e\cap e_i)\} \) is denoted by the symbol \( I(x, e, \Delta) \). Since \( x(e) \) is not defined when \( m(e) \) is infinite or zero, it will always be assumed that \( m(e\cap e_i) \) is finite and that \( x(e\cap e_i) m(e\cap e_i) \) stands for the element \( \theta \) whenever \( m(e\cap e_i)=0 \).

3.1. Definition. A function \( x(\cdot) \in \mathcal{K}(\mathcal{J}) \) is said to be \( \mathcal{U} \)-integrable on \( e \) provided there exists \( X(e) \in \mathcal{X} \) such that if \( V \in \mathcal{U} \), then there is a subdivision \( \Delta_V \) of \( e \) such that \( I(x, e, \Delta_V) \) is unconditionally summable to \( X(e) \) with respect to \( V \). \( X(e) \) is the \( \mathcal{U} \)-integral of \( x(\cdot) \) on \( e \) and we write \( X(e)=\int x(s) dm(s) \).

Except for our admission of a countably additive Boolean algebra instead

---

(\( ^6 \)) \( \Gamma \) is a determining manifold [5, p. 316] provided that \( l.u.b_\mathcal{X} \angle x_{(\cdot)} \cap \|x\| =\|x\| \).

License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use
of a σ-field of sets, Definition 3.1 is essentially the same as one given by Garrett Birkhoff [3, p. 51] and exhaustively studied by R. S. Phillips [13]. In the case where \( x \) is a Banach space under its weak neighborhood topology \( \mathcal{U} \) and \( x(\cdot) \) arises from a point function, Phillips showed this definition to be equivalent to the Pettis definition.

The \( \mathcal{U} \)-integral is a unique, single-valued function of \( \epsilon \), which is absolutely continuous and completely additive relative to \( \mathcal{U} \). Also, the integral is linear in \( x(\cdot) \); that is, if \( x(\cdot), x'(\cdot) \) are \( \mathcal{U} \)-integrable on \( \epsilon \) and \( r, r' \) are real, then \( rx(\cdot) + r'x'(\cdot) \) is \( \mathcal{U} \)-integrable on \( \epsilon \) and

\[
\int_{\epsilon} (rx(s) + r'x'(s))dm(s) = r\int_{\epsilon} x(s)dm(s) + r'\int_{\epsilon} x'(s)dm(s).
\]

The proofs of these remarks, as well as that of the next theorem, will be omitted, since they parallel exactly proofs given by Phillips.

3.2 Theorem. If \( x(\cdot) \) is \( \mathcal{U} \)-integrable on every \( \epsilon \subseteq \epsilon_0 \), then, for every \( V \subseteq \mathcal{U} \), there exists \( \Delta_V \) such that, if \( \Delta \geq \Delta_V \), then \( I(x, \epsilon, \Delta) \) is unconditionally summable to \( \int_{\epsilon} x(s)dm(s) \) with respect to \( V \) uniformly for \( \epsilon \subseteq \epsilon_0 \).

3.3 Theorem. Let \( \{e^n\} \) be a sequence of mutually disjoint elements of \( \mathcal{J} \) and, for each \( n \), let \( x(\cdot) \) be \( \mathcal{U} \)-integrable on every \( \epsilon \subseteq e^n \). If \( e^0 = \sum e^n \) and the series

\[
\sum_{n=1}^{\infty} \int_{\epsilon \cap e^n} x(s)dm(s)
\]

converges unconditionally, uniformly for \( \epsilon \in \mathcal{J} \), then \( x(\cdot) \) is \( \mathcal{U} \)-integrable on every \( \epsilon \subseteq e^0 \).

Consider the function

\[
X(\epsilon) = \sum_{n=1}^{\infty} \int_{\epsilon \cap e^n} x(s)dm(s),
\]

which is defined for all \( \epsilon \). We prove that, for every \( \epsilon \subseteq e^0 \), \( x(\cdot) \) is \( \mathcal{U} \)-integrable on \( \epsilon \) to the value \( X(\epsilon) \).

Let \( \epsilon \in \mathcal{U} \) be arbitrary; then, by Theorem 3.2, there exists a subdivision \( \Delta_v^\epsilon \) of \( e^n \) such that if \( \Delta \geq \Delta_v^\epsilon \), then \( I(x, \epsilon \cap e^n, \Delta) \) is unconditionally summable to \( \int_{\epsilon \cap e^n} x(s)dm(s) \) with respect to \( 2^{-n-1} V \) uniformly for \( \epsilon \in \mathcal{J} \). Let \( \Delta_V \) denote the subdivision of \( e^0 \) which coincides on \( e^n \) with \( \Delta_v^\epsilon \). Then, if \( \{e_i\} = \Delta \geq \Delta_V \), there exists \( \pi^{\Delta}_{\epsilon} \), which is independent of \( \epsilon \), such that \( \sum_{e_i} e_i \subseteq e^n \) and \( \pi \supseteq \pi^{\Delta}_{\epsilon} \) implies

\[
\int_{e_i \cap e^n} x(s)dm(s) - \sum_{e_i} x(e \cap e^n \cap e_i)m(e \cap e^n \cap e_i) \subseteq \frac{1}{2^{n+1}} V,
\]

for every \( e_i \).

Since the series which defines \( X(\epsilon) \) converges unconditionally, uniformly
for \( e \in \mathcal{F} \), there exists a finite set of positive integers \( \nu_0 \), which is independent of \( e \), such that \( \nu \supseteq \nu_0 \) implies

\[
\sum_{\nu} \int_{e \cap \nu} x(s) dm(s) - X(e) \in V,
\]

and \( \nu' \cap \nu_0 = 0 \) implies

\[
\pm \sum_{\nu'} \int_{e \cap \nu'} x(s) dm(s) \in V,
\]

for every \( e \).

Let \( \pi_\Delta \) denote the union of the sets \( \pi^n \), for \( n \in \nu_0 \), and consider \( \pi \supseteq \pi_\Delta \). The set \( \pi \) can be considered as the union of disjoint sets \( \pi^n \) such that \( \sum_{x^n} e_i \subseteq e^n \).

Evidently \( \pi^n \supseteq \pi^n_\Delta \), for \( n \in \nu_0 \). Therefore, replacing \( \pi \) by \( \pi^n \) in (1) and summing over \( n \in \nu_0 \), we obtain

\[
\sum_{\nu_0} \int_{e \cap \nu_0} x(s) dm(s) - \sum_{x'} x(e \cap e_i) m(e \cap e_i) \subseteq V,
\]

where \( \pi' \) is the union of the sets \( \pi^n \), for \( n \in \nu_0 \). It follows from (2) and (4) that

\[
X(e) - \sum_{x'} x(e \cap e_i) m(e \cap e_i) \subseteq 2V.
\]

Now let \( \pi'' \) be the union of those sets \( \pi^n \) for which \( n \notin \nu_0 \), and let \( \nu' \) be a finite set, disjoint from \( \nu_0 \), such that

\[
e'' \subseteq \sum_{x''} e_i \subseteq \sum_{x'} e^n.
\]

Again in (1), replace \( e \) by \( e \cap e_{x''} \) and sum over \( n \in \nu' \) to obtain

\[
\sum_{\nu'} \int_{e \cap e_{x''} \cap \nu} x(s) dm(s) - \sum_{x''} x(e \cap e_i) m(e \cap e_i) \subseteq V.
\]

Combining (3) and (6), we have

\[
- \sum_{x''} x(e \cap e_i) m(e \cap e_i) \subseteq 2V.
\]

This result plus (5) gives

\[
X(e) - \sum_{x} x(e \cap e_i) m(e \cap e_i) \subseteq 4V,
\]

and completes the proof.

3.4 Definition. A sequence \( \{x_n(\cdot)\} \) of elements of \( \mathcal{X}(\mathcal{F}) \) is said to converge

\text{(7) That approximate convergence in the ordinary sense is a special case of this is proved in [16, Theorems 12.4, 15.2]. See also Theorem 5.2 below.}
approximately to \( x(\cdot) \in \mathcal{H}(\mathcal{F}) \) on \( e_0 \) provided, for every \( n \) and \( V \subseteq \mathcal{U} \), there exists a subdivision \( \Delta_n V \) of \( e_0 \) and \( e(n, V) \in \mathcal{F} \) such that \( \lim_{n \to \infty} m(e(n, V)) = 0 \), for every \( V \), and \( \Delta \subseteq \Delta_n V \) implies that \( I(x_n, e, \Delta), I(x, e, \Delta) \) are summably equal within \( V \), for every \( e \subseteq e_0 \cap Ce(n, V) \).

The proof of the next theorem will be omitted, since it is contained in the proof of Theorem 9.5 of [16].

3.5 Theorem. Let \( x_n(\cdot) \) be \( \mathcal{U} \)-integrable on each \( e \subseteq e_0 \) and let \( \{ x_n(\cdot) \} \) converge approximately to \( x(\cdot) \) on \( e_0 \). If

\[
\lim_{n \to \infty} \int_e x_n(s) dm(s)
\]

exists for each \( e \subseteq e_0 \), then \( x(\cdot) \) is also \( \mathcal{U} \)-integrable on each \( e \subseteq e_0 \) and

\[
\lim_{n \to \infty} \int_e x_n(s) dm(s) = \int_e x(s) dm(s)
\]

uniformly for \( e \subseteq e_0 \).

4. The Radon-Nikodym theorem. The next theorem plays a fundamental role throughout this section.

4.1 Theorem. Let \( R(e) \) be a real function which is completely additive and defined for all \( e \subseteq M' \). Let \( \mathcal{A} \) denote an arbitrary subclass of \( \mathcal{F} \), each of whose elements is contained in \( M' \). Then there exists a countable (possibly finite), disjoint sequence of elements \( e_n \in \mathcal{A} \) such that \( e \in \mathcal{A} \) and \( e \subseteq C(\sum e_n) \) imply \( R(e) = 0 \).

Since \( R(e) \) is completely additive, it is evident that, for a given real number \( r > 0 \), there exists at most a finite number of mutually disjoint elements \( e \subseteq M' \) such that \( R(e) \geq r \). The theorem is an easy consequence of this fact.

4.2 Corollary. If the class \( \mathcal{A} \) of the theorem contains the join of every disjoint sequence of its elements, then there exists \( e(\mathcal{A}) \in \mathcal{A} \) such that \( e \in \mathcal{A} \) and \( e \subseteq C e(\mathcal{A}) \) imply \( R(e) = 0 \).

4.3 Theorem(8). Let \( R(e) \) be a real function, which is completely additive and defined for all \( e \subseteq M' \). Then \( M' \) can be decomposed into two disjoint elements \( M^+ \), \( M^- \) such that \( R(e) \) is non-negative for \( e \subseteq M^+ \) and is nonpositive for \( e \subseteq M^- \).

Define the class

\[
\mathcal{A}^+ = \{ e \mid R(e') \geq 0, \text{ for } e' \subseteq e \},
\]

and observe that \( \mathcal{A}^+ \) is countably additive. Let \( M^+ \) denote the element \( e(\mathcal{A}^+) \) of \( \mathcal{A}^+ \) given by Corollary 4.2, and define \( M^- = M' \cap CM^+ \). It remains to show that \( R(e) \leq 0 \), for \( e \subseteq M^- \).

(8) This theorem is well known for set functions. The proof usually given [17, p. 32] will also apply in this case. However we give an independent proof to illustrate use of Corollary 4.2.
Consider an arbitrary \( e' \subseteq M \) and define the class

\[
\mathcal{A}' = \{ e \mid e \subseteq e', R(e) \leq 0 \}.
\]

Observe that \( \mathcal{A}' \) contains the join of any countable disjoint sequence of its elements. Let \( e_- \) be the element \( e(\mathcal{A}') \) of \( \mathcal{A}' \) given by Corollary 4.2. Then \( e \subseteq e' \cap e_- \) implies \( R(e) \geq 0 \); that is, \( e' \cap e_- \subseteq \mathcal{A}' \). But, since \( e' \cap e_- \subseteq CM^+ \), it follows that \( R(e' \cap e_-) = 0 \). Therefore \( R(e') \leq 0 \), and this completes the proof.

4.4 Theorem. Let \( R(e) \) be a real function, which is completely additive and defined for all \( e \subseteq M' \), where \( M' \) is of finite measure. Then \( M' \) can be decomposed into disjoint elements \( e^0, e^+, e^- \) such that \( e \subseteq e^0 \) implies \( |R(e)| \leq m(e) \), \( e \subseteq e^+ \) implies \( R(e) \geq m(e) \), and \( e \subseteq e^- \) implies \( R(e) \leq -m(e) \).

An application of Theorem 4.3 to the function \( R(e) - m(e) \), which is obviously completely additive and defined for \( e \subseteq M' \), gives a decomposition of \( M' \) into disjoint elements \( M^+_1, M^-_1 \) such that \( R(e) \leq m(e) \), for \( e \subseteq M^+_1 \), and \( R(e) \geq -m(e) \), for \( e \subseteq M^-_1 \). Similarly, an application of Theorem 4.3 to \( R(e) + m(e) \) gives a decomposition of \( M' \) into disjoint elements \( M^+_2, M^-_2 \) such that \( R(e) \geq -m(e) \), for \( e \subseteq M^+_2 \), and \( R(e) \leq -m(e) \), for \( e \subseteq M^-_2 \). It is evident that a decomposition of the proper kind is given by \( e^0 = M^-_1 \cap M^+_2 \), \( e^+ = M^+_1 \) and \( e^- = M^+_2 \cap CM^+ \).

4.5 Theorem. Let \( R(e) \) be a real function which is completely additive and defined for all \( e \subseteq M' \), where \( M' \) is of finite measure. Then there exists a sub-
division \( \{ e_n \} \) \((n = 0, 1, 2, \ldots)\) of \( M' \) such that, for each \( n \) and \( e, e' \subseteq e_n \), it is true that

\[
| R(e)m(e') - R(e')m(e) | \leq m(e)m(e').
\]

In view of Theorem 4.3, there is no loss in assuming \( R(e) \) non-negative for \( e \subseteq M' \).

Consider first the class \( \mathcal{A} \) of all \( e \subseteq M' \) such that there exists a real number \( r(e) \) for which \( e' \subseteq e \) implies

\[
| R(e') - r(e)m(e') | \leq m(e)/2.
\]

By application of Theorem 4.1, we obtain a disjoint sequence \( \{ e_n \} \) \((n = 1, 2, \ldots)\) of elements of \( \mathcal{A} \) such that \( e \subseteq \mathcal{A} \) and \( e \subseteq C(\sum e_n) \) imply \( m(e) = 0 \). Observe that, for \( n \geq 1 \) and \( e, e' \subseteq e_n \),

\[
| R(e)m(e') - R(e')m(e) | \leq | R(e) - r(e_n)m(e) | m(e')
+ | r(e_n)m(e') - R(e') | m(e)
\leq m(e)m(e')/2 + m(e')m(e)/2 = m(e)m(e').
\]

Therefore the theorem will be proved if we show that (1) is true for \( e, e' \subseteq e_0 \), where
\( e_0 = M' \cap C(\sum e_n). \)

It will certainly be sufficient to show that \( m(e_0) = 0 \). In order to do this we prove inductively that

\[
2R(e) \geq km(e),
\]

for arbitrary \( k \) and \( e \subseteq e_0 \). Since \( R(e_0) \) is finite, it will follow immediately that \( m(e_0) = 0 \).

The function \( R(e) \) is assumed non-negative for \( e \subseteq M' \); therefore (2) holds for \( k = 0 \). Hence assume it true for \( k = 0, 1, 2, \cdots, n \). Then the function

\[
R_n(e) = 2R(e) - nm(e)
\]

is non-negative, completely additive and defined for \( e \subseteq e_0 \). Theorem 4.4 can thus be applied to obtain disjoint elements \( e^0, e^+ \) such that \( e^0 = e^0 \cup e^+ \), \( e \subseteq e_0 \) implies \( | R_n(e) | \leq m(e) \), and \( e \subseteq e^+ \) implies \( R_n(e) \geq m(e) \). But \( e^0 \subseteq \mathcal{M} \), therefore \( m(e^0) = 0 \). It follows that \( m(e^0) = m(e^+) \) and, hence, that \( R_n(e) \geq m(e) \), for \( e \subseteq e_0 \). In other words, \( 2R(e) \geq (n+1)m(e), \) for \( e \subseteq e_0 \). This completes the proof that (1) holds for all \( k \) and also completes the proof of the theorem.

We now assume that \( \mathcal{X} \) is an arbitrary Banach space topologized by the weak neighborhood system \( \mathcal{U}_r \), where \( \Gamma \) is a total subset of \( \mathcal{X} \).

4.6 Theorem. If \( M \) is the join of a countable number of elements of finite measure and \( X(e) \) is any function, with values in \( \mathcal{X} \) and defined for elements of \( \mathcal{J} \) having finite measure, such that \( \mathcal{X}(X(e)) \) is completely additive for every \( \mathcal{X} \subseteq \Gamma' \), then a necessary and sufficient condition that \( X(e) \) be representable as a \( U_r \)-integral is that \( X(e) \) be absolutely continuous.

The necessity is a consequence of the basic properties of the \( U_r \)-integral. To prove the sufficiency, we shall show that \( X(e) \) is the \( U_r \)-integral of the function

\[
x(e) = \{ X(e')/m(e') \mid e' \subseteq e, m(e') \neq 0 \},
\]
on every \( e \) of finite measure. It is obvious that \( x(\cdot) \subseteq \mathcal{X} \).

Let \( M^k \) \((k = 1, 2, \cdots)\) be mutually disjoint elements of finite measure such that \( \sum M^k = M \). Let \( V \) be an arbitrary element of \( \mathcal{U}_r \) defined by \( e > 0 \) and \( \mathcal{X}_i \subseteq \Gamma' \) \((i = 1, 2, \cdots, v)\). Consider the real functions

\[
R_i^k(e) = e^{-2k+2}m(M^k)\mathcal{X}_i(X(e)) \quad (i = 1, 2, \cdots, v; k = 1, 2, \cdots).
\]

Evidently \( R_i^k(e) \) is completely additive and defined for \( e \subseteq M^k \). In Theorem 4.5, for a particular choice of \( k \) and \( i \), take \( R(e) = R_i^k(e) \), \( M' = M^k \) and denote by \( \Delta_i^k \) the subdivision of \( M^k \) given by the theorem. Then let \( \Delta^k \) be the subdivision of \( M^k \) obtained by taking the product of the subdivisions \( \Delta_i^k \) for \( i = 1, 2, \cdots, v \). Finally, let \( \Delta_v = \{ e_n \} \) be the subdivision of \( M \) which coincides with \( \Delta^k \) on \( M^k \).
From the manner in which the subdivision $\Delta_V$ was defined, it is clear that if $e_n \subseteq M^k$ and $e', e'' \subseteq e_n$, then

$$\left| x_i(X(e'))m(e'') - x_i(X(e''))m(e') \right| \leq m(e')m(e'')\varepsilon/2^{k+2}m(M^k)$$

(i = 1, 2, \ldots, v). \tag{3}

Since $X(e)$ is absolutely continuous\(^{(9)}\), it follows from (3) that\(^{(10)}\), for every $e \in \mathcal{F}$ and $e_n \subseteq M^k$,

$$\left| x_i(X(e \cap e_n)) - x_i(x(e \cap e_n))m(e \cap e_n) \right| \leq m(e \cap e_n)\varepsilon/2^{k+2}m(M^k)$$

(i = 1, 2, \ldots, v). \tag{4}

Summation of (4) over $n \in \pi$ yields

$$\left| x_i\left( \sum_{x} X(e \cap e_n) \right) - x_i\left( \sum_{x} x(e \cap e_n)m(e \cap e_n) \right) \right| \leq \varepsilon/2$$

(i = 1, 2, \ldots, v). \tag{5}

If $e$ is of finite measure, then, since $x_i(X(e))$ is completely additive, there exists $\pi_V$ such that $\pi \supseteq \pi_V$ implies

$$\left| x_i(X(e)) - x_i\left( \sum_{x} X(e \cap e_n) \right) \right| < \varepsilon/2 \quad (i = 1, 2, \ldots, v). \tag{6}$$

Therefore, combining (5) and (6), we obtain

$$X(e) = \sum_{x} x(e \cap e_n)m(e \cap e_n) \subseteq V, \quad \text{for} \quad \pi \supseteq \pi_V.$$ 

In other words, the sequence of sets $I(x, e, \Delta_V)$ is unconditionally summable to $X(e)$ with respect to $V$. Since $V$ is arbitrary, we have proved $X(e) = \int x(s)dm(s)$.

In case\(^{(11)}\) $\Gamma = \mathfrak{F}$, the condition that $x(X(e))$ be completely additive, for every $\mathfrak{F} \subseteq \Gamma$, is equivalent to the condition that $X(e)$ be completely additive (in the norm topology). In this case Theorem 4.6 has the following form.

4.7 Theorem. If $M$ is the join of a countable number of elements of finite measure and $X(e)$ is any completely additive function with values in $\mathfrak{F}$ and defined for elements of $\mathcal{F}$ having finite measure, then a necessary and sufficient condition that $X(e)$ be representable as a $V$-integral is that $X(e)$ be absolutely continuous.

\(^{(9)}\) Observe that (3) is obtained without the assumption of absolute continuity. However, since we have made the convention that $x(e)m(e)$ stand for $\theta$ when $m(e) = 0$, absolute continuity is needed in order for (4) to hold when $m(e \cap e_n) = 0$.

\(^{(10)}\) The notation $x(x(e))$ stands for the set of real numbers $\{ x(x) \mid x \in x(e) \}$. Also, if $A$ is a set of real numbers and $k$ is a constant, then $|A| \leq k$ means that $|r| \leq k$, for every $r \in A$.

\(^{(11)}\) Or if $\Gamma$ is a determining manifold.
It is not difficult to prove the following generalization of the Lebesgue decomposition theorem\(^{(12)}\) [17, p. 35].

4.8 THEOREM. Every completely additive function \(X(e)\), with values in \(\mathcal{X}\) and defined for elements of \(\mathcal{F}\) having finite measure, can be represented uniquely as the sum of an absolutely continuous and a singular part, both of which are also completely additive.

Theorems 4.7 and 4.8 give immediately the next theorem.

4.9 THEOREM. If \(M\) is the union of a countable number of elements of finite measure, then any completely additive function \(X(e)\), with values in \(\mathcal{X}\) and defined for elements of \(\mathcal{F}\) having finite measure, can be represented in the form\(^{(13)}\)

\[
X(e) = X_0(e) + \int \text{x}(s)\text{d}m(s),
\]

where \(X_0(e)\) is completely additive and singular and the integral is the \(\mathcal{U}\)-integral.

5. Representation of linear transformations on summable functions to a Banach space. In this section, \(\mathcal{F}\) is taken to be a \(\sigma\)-field of subsets of an abstract set \(M\). It will be assumed throughout that \(M\) is the union of a countable number of mutually disjoint sets \(M^k\) of finite measure. The Banach space of real-valued, summable point functions defined over \(M\) is denoted by \(L(M)\). The point function \(f(p)\), considered as an element of \(L(M)\), will be denoted by the symbol \(f(.)\). Associated with \(f(.)\) is the contractive function \(f(:)\) defined by

\[
f(e) = \{f(p) \mid p \in e, e \in \mathcal{F}\}.
\]

The integral defined in §3 reduces in this case to the ordinary Lebesgue integral, which we write as \(\int f(s)\text{d}m(s)\) to conform with the notation of §3. Thus, the norm of \(f(.) \in L(M)\) is

\[
\|f(.)\| = \int_M |f(s)|\text{d}m(s).
\]

If \(x(\cdot) \in \mathcal{X}(\mathcal{F})\) and \(f(.) \in L(M)\), the function \(x(\cdot)f(\cdot)\) is defined by

\[
x(e)f(e) = \{xr \mid x \in x(e), r \in f(e)\}.
\]

It is evident that \(x(\cdot)f(\cdot) \in \mathcal{X}(\mathcal{F})\). The object of this section is to obtain a \(\mathcal{U}\)-integral representation for the general bounded linear transformation on \(L(M)\) to an arbitrary Banach.

\(^{(12)}\) The proof involves an application of Corollary 4.2 in which \(\mathcal{A}\) consists of all elements of \(\mathcal{F}\) which are of measure zero. See [15, Theorem 4.5].

\(^{(13)}\) This decomposition is unique to the extent given by Theorem 4.7; however the function \(x(:)\) is not unique.
5.1 Lemma. Let $V \subseteq U$ and let $x_i (i = 1, 2, \cdots, n)$ be any finite set of elements of $\mathcal{X}$ such that $\sum x_i \in V$, for every subset $\pi$ of the integers $(1, 2, \cdots, n)$. Then, for arbitrary real numbers $r_i$ such that $|r_i| \leq r$, it is true that $\sum_{i=1}^{n} r_i x_i \in 2rV$.

Assume first that $0 \leq r_i \leq r$, $r_i \leq r$, and define $y_i = \sum_{j=1}^{n} x_j, c_i = (r_i - r_{i-1})r^{-1}$, with $c_1 = r_1$. Observe that $c_i \geq 0$ and $\sum c_i \leq 1$. Since $V$ is a convex set and contains $\theta$ as well as each of the elements $y_i$, it follows immediately that $\sum c_i y_i \in V$. But observe that $\sum c_i y_i = r^{-1} \sum r_i x_i$; therefore $\sum r_i x_i \in rV$. Similarly, if $-r \leq r_i \leq 0$, we can obtain $\sum r_i x_i \in -rV$. Now let $|r_i| \leq r$ be arbitrary and define

$$r_i^+ = \begin{cases} r_i, & \text{if } r_i \geq 0, \\ 0, & \text{if } r_i < 0, \end{cases}$$

$$r_i^- = \begin{cases} r_i, & \text{if } r_i < 0, \\ 0, & \text{if } r_i \geq 0. \end{cases}$$

Then $\sum_{i=1}^{n} r_i^+ x_i \in V$ and $\sum_{i=1}^{n} r_i^- x_i \in -rV$. Hence

$$\sum r_i x_i = \sum r_i^+ x_i + \sum r_i^- x_i \in rV - rV \subseteq 2rV,$$

which completes the proof.

5.2 Theorem. If $f_n(.)$ converges approximately to $f(.)$ in the ordinary sense and $x(.)$ is $U$-integrable on every $e \subseteq e_0$, then $x(.)f_n(.)$ converges approximately to $x(.)f(.)$ on $e_0$ in the sense of Definition 3.4.

For every $n$ and $\delta > 0$, there exists $e(n, \delta) \in \mathcal{Y}$ such that, for each $\delta$, $\lim_{n \to \infty} m(e(n, \delta)) = 0$ and

$$|f_n(p) - f(p)| < \delta, \quad p \in Ce(n, \delta).$$

This implies

$$f_n(e) \subseteq f(e) + I_\delta, \quad f(e) \subseteq f_n(e) + I_\delta,$$

where $I_\delta$ is the interval $(-\delta, \delta)$ and $e \subseteq Ce(n, \delta)$.

Let $V \subseteq U$ be arbitrary. Since $x(.)$ is $U$-integrable on every $e \subseteq e_0$, there exists, by Theorem 3.2, a subdivision $\Delta_V$ of $e_0$ such that, if $\Delta \geq \Delta_V$, then $I(x, e, \Delta)$ is unconditionally summable to $\int x(s)dm(s)$ with respect to $V$ uniformly for $e \subseteq e_0$. That is, if $\Delta = \{e_i\}$, there exists $\pi_\Delta$, which is independent of $e$, such that $\pi \supseteq \pi_\Delta$ implies

$$\sum x(e \cap e_i)m(e \cap e_i) \subset \int x(s)dm(s) + V,$$

for every $e \subseteq e_0$. Since the $U$-integral is completely additive, $\int x(s)dm(s)$ is bounded for $e \subseteq e_0$ [15, Corollary 2.5]; therefore, there exists $k_V$ which is independent of $e \subseteq e_0$, such that
for $\pi \supseteq \pi_\Delta$ and $e \subseteq e_0$. Since (2) holds for arbitrary $e \subseteq e_0$, the restriction that $\pi$ contain $\pi_\Delta$ can also be dropped. From (2) and Lemma 5.1 it follows that

$$\sum_x x(e \cap e_i) m(e \cap e_i) \subseteq k_V,$$

for arbitrary $x$ and $\delta > 0$.

Now define $\delta_V = (2k_V)^{-1}$, $e(n, V) = e(n, \delta_V)$ and $F(e) = x(e)f(e)m(e)$. Then, for $e \subseteq e_0 \cap C e(n, V)$, (1) implies

$$F_n(e \cap e_i) \subseteq F(e \cap e_i) + I_{\delta_V} x(e \cap e_i)m(e \cap e_i),$$

$$F(e \cap e_i) \subseteq F_n(e \cap e_i) + I_{\delta_V} x(e \cap e_i)m(e \cap e_i).$$

If we sum relations (4) over arbitrary $\pi$ and apply (3), the result is

$$\sum_x F_n(e \cap e_i) \subseteq \sum_x F(e \cap e_i) + V,$$

$$\sum_x F(e \cap e_i) \subseteq \sum_x F_n(e \cap e_i) + V.$$

This means that the sequences $\left\{ x(e \cap e_i)f_n(e \cap e_i)m(e \cap e_i) \right\}$ and $\left\{ x(e \cap e_i)f(e \cap e_i)m(e \cap e_i) \right\}$ are summably equal within $V$ for every $e \subseteq e_0 \cap C e(n, V)$. Since $\lim_{n \to \infty} m(e(n, V)) = 0$, the proof is complete.

5.3 Definition. Let $x(\cdot)$ be $V$-integrable on every $e$ of finite measure. Then

$$\|x(\cdot)\| = \sup_{0 < m(e) < \infty} \frac{1}{m(e)} \left\| \int_e x(s) dm(s) \right\|.$$

5.4 Theorem. Let $x(\cdot)$ be $V$-integrable on every $e$ of finite measure. Then a necessary and sufficient condition that $x(\cdot)f(\cdot)$ be $V$-integrable on $e$, for arbitrary $f(.) \in L(M)$ and $e \in \mathcal{J}$, is that $\|x(\cdot)\|$ be finite. Moreover,

$$\left\| \int_e x(s)f(s) dm(s) \right\| \leq \|x(\cdot)\| \int_e |f(s)| dm(s),$$

whenever the integral on the left is defined.

The sufficiency will be proved first. Let $e^0$ be any set of finite measure and denote its characteristic function by $c_{e^0}(\cdot)$. It is obvious that $c_{e^0}(\cdot) \in L(M)$ and $x(\cdot)c_{e^0}(\cdot)$ is $V$-integrable on every $e \in \mathcal{J}$. As a matter of fact,

$$\int_e x(s)c_{e^0}(s) dm(s) = \int_{e \cap e^0} x(s) dm(s).$$

It follows easily from these remarks that if $f(.)$ is a step function which be-
longs to \( L(M) \), then \( x(:)f(:) \) is \( \mathcal{U} \)-integrable on every \( e \) and the inequality (5) holds.

Now let \( f(.) \) be an arbitrary element of \( L(M) \). Then there exists a sequence of step functions \( f_n(.) \in L(M) \) such that

\[
\lim_{n \to \infty} \int_e |f_n(s) - f(s)| \, dm(s) = 0, \quad e \in \mathcal{F}.
\]

The sequence \( \{f_n(.)\} \) will also converge approximately to \( f(.) \) in the ordinary sense. Thus, by Theorem 5.2, \( \{x(:)f_n(:)\} \) converges approximately to \( x(:)f(:) \) in the sense of Definition 3.4 on every set \( e_0 \) of finite measure. Moreover, since \( f_n(\rho) - f_m(\rho) \) is a step function,

\[
\left\| \int_e x(s)f_m(s) \, dm(s) - \int_e x(s)f_n(s) \, dm(s) \right\| \leq \| x(.) \| \int_e |f_n(s) - f_m(s)| \, dm(s).
\]

Therefore,

\[
\lim_{n \to \infty} \int_e x(s)f_n(s) \, dm(s)
\]

exists for every \( e \in \mathcal{F} \). By Theorem 3.5, it follows that \( x(:)f(:) \) is \( \mathcal{U} \)-integrable on every \( e \) of finite measure and

\[
\left\| \int_e x(s)f(s) \, dm(s) \right\| \leq \| x(.) \| \int_e |f(s)| \, dm(s).
\]

Now let \( e^0 \) be an arbitrary element of \( \mathcal{F} \). Then \( e^0 \) can be expressed as the join of a countable sequence \( \{e^n\} \) of mutually disjoint sets of finite measure. Also, since \( \int_e |f(s)| \, dm(s) \) is defined and completely additive over all of \( \mathcal{F} \), (6) implies that the series \( \sum_{e \in \mathcal{F}} x(s)f(s) \, dm(s) \) converges unconditionally, uniformly for \( e \in \mathcal{F} \). Hence Theorem 3.3 applies, and we conclude that \( x(:)f(:) \) is \( \mathcal{U} \)-integrable on \( e^0 \). That (6) holds for all \( e \in \mathcal{F} \) is a consequence of complete additivity.

Assume that \( x(:)f(:) \) is \( \mathcal{U} \)-integrable on \( e \), for arbitrary \( f(.) \in L(M) \) and \( e \in \mathcal{F} \). Let \( \bar{x} \in \mathcal{F} \) and define

\[
S(e) = \bar{x} \left( \int_e x(s) \, dm(s) \right).
\]

The function \( S(e) \), which is defined for every \( e \) of finite measure, is completely additive and absolutely continuous. It will now be proved that there exists a constant \( K(\bar{x}) < \infty \) such that

\[
| S(e) | \leq K(\bar{x})m(e),
\]

for every \( e \) of finite measure. Suppose such \( K(\bar{x}) \) does not exist, then two cases arise: (i) For each \( M^k \) there exists \( K^k(\bar{x}) \), such that \( e \subseteq M^k \) implies
\( |S(e)| \leq K^k(\bar{x})m(e) \); (ii) There is a \( k_0 \) such that, for every \( n \), there exist sets \( e \) of finite nonzero measure contained in \( M^{k_0} \) such that \( |S(e)| > n^2 m(e) \).

In case (i), we obtain immediately a sequence of disjoint sets \( e_n \) such that \( 0 < m(e_n) < \infty \) and \( |S(e_n)| > n^2 m(e_n) \). Define the real function

\[
f(p) = \begin{cases} 
(n^{-2}(m(e_n))^{-1}, & \text{for } p \in e_n, \\
0, & \text{for } p \in C(\sum e_n).
\end{cases}
\]

Then

\[
\int_M |f(s)| \, dm(s) = \sum \int_{e_n} |f(s)| \, dm(s) = \sum 1/n^2 < \infty;
\]

hence \( f(.) \in L(M) \) and \( x(.)f(.) \) is \( \mathcal{U} \)-integrable on every \( e \). Observe that

\[
\bar{x} \left( \int_M x(s)f(s) \, dm(s) \right) = \sum \frac{1}{n^2 m(e_n)} \bar{x} \left( \int_{e_n} x(s) \, dm(s) \right) = \sum \frac{S(e_n)}{n^2 m(e_n)}.
\]

Since \( |S(e_n)| > n^2 m(e_n) \), the series cannot converge. This contradiction disposes of case (i).

In case (ii), since the set \( M^{k_0} \) can be decomposed into two disjoint sets on each of which \( S(e) \) is of constant sign, there is no loss in assuming \( S(e) \geq 0 \), for \( e \subseteq M^{k_0} \). We now define inductively a sequence \( \{s_n\} \) of subsets of \( M^{k_0} \) such that \( s_k \subseteq s_{k-1} \) and

\[
S(e) \geq k^2 m(e), \quad e \subseteq s_k,
\]

\[
S(e) \leq k^2 m(e), \quad e \subseteq M^{k_0} \cap C s_k.
\]

Let \( s_0 = M^{k_0} \) and assume \( s_k \) defined for \( k = 0, 1, 2, \cdots, n - 1 \) and satisfying the desired properties. In Theorem 4.3 take \( R(e) = n^{-2} S(e) \), \( M' = s_{n-1} \) and denote by \( s_n \) the set \( e^+ \) given by the theorem. Then \( e \subseteq s_n \) implies \( S(e) \geq n^2 m(e) \). Since \( S(e) \) is assumed non-negative on \( M^{k_0} \), the set \( e^- \) given by the theorem is measure zero; therefore, if \( e \subseteq s_{n-1} \cap C s_n \), \( S(e) \leq n^2 m(e) \). Since \( e \subseteq M^{k_0} \cap C s_{n-1} \) implies \( S(e) \leq (n-1)^2 m(e) \leq n^2 m(e) \), it follows that \( S(e) \leq n^2 m(e) \), for \( e \subseteq M^{k_0} \cap C s_n \). An induction now gives the desired sequence \( \{s_n\} \). Moreover, by the hypothesis of case (ii), \( m(s_n) > 0 \), for every \( n \). Also, since \( S(e) \) is bounded for \( e \subseteq M^{k_0} \), \( \lim_{n \to \infty} m(s_n) = 0 \). Therefore, there exist \( n_k \) such that \( m(s_{n_k-1} \cap C s_{n_k}) > 0, k = 1, 2, \cdots \). The sets \( s_k = s_{n_k} \cap C s_{n_k-1} \) are mutually disjoint and \( e \subseteq e_k \) implies \( S(e) \geq n^2 m(e) \). This situation leads to a contradiction, just as in case (i), and completes proof of the existence of \( K(\bar{x}) \) satisfying (7).

We have proved that

\[
\text{l.u.b.} \ {0 < m(e) < \infty} \left| \bar{x} \left( \frac{1}{m(e)} \int_{e} x(s) \, dm(s) \right) \right| < \infty,
\]

for every \( \bar{x} \notin \bar{x} \). By a theorem proved by N. Dunford [5, Theorem 2], this implies
which completes proof of the theorem.

5.5 Corollary. Let \( x(\cdot) \) be \( \mathcal{U} \)-integrable on every set of finite measure. Then a necessary and sufficient condition that

\[
Tf(\cdot) = \int_M x(s)f(s)dm(s)
\]

define a bounded linear transformation on \( L(M) \) to \( \mathcal{X} \) is that \( \|x(\cdot)\| \) be finite. Moreover, \( \|x(\cdot)\| = \|T\| \).

The representation theorem which follows is a generalization of Theorem 2.1.6 of [7].

5.6 Theorem. Every bounded linear transformation \( Tf(\cdot) \) on \( L(M) \) to \( \mathcal{X} \) has a \( \mathcal{U} \)-integral representation of the form

\[
Tf(\cdot) = \int_M x(s)f(s)dm(s),
\]

where \( x(\cdot) \) is \( \mathcal{U} \)-integrable on every set of finite measure and \( \|T\| = \|x(\cdot)\| \).

Let \( e \) be of finite measure and consider the set function

\[
X(e) = Tc_e(\cdot),
\]

where \( c_e(\cdot) \) is the characteristic function of \( e \). The function \( X(e) \), which is defined for every \( e \) of finite measure, is completely additive and absolutely continuous. Hence, by Theorem 4.6, there exists \( x(\cdot) \in \mathcal{X}(\mathcal{Y}) \), integrable on sets of finite measure, such that

\[
X(e) = \int_e x(s)dm(s).
\]

Observe that

\[
\|X(e)\| \leq \|T\|m(e),
\]

for \( e \) of finite measure; hence \( \|x(\cdot)\| \) is finite and

\[
T'f(\cdot) = \int_M x(s)f(s)dm(s)
\]

defines a bounded linear transformation on \( L(M) \) to \( \mathcal{X} \) with \( \|x(\cdot)\| = \|T'\| \).

Observe that, if \( f(\cdot) \in L(M) \) is a step function, then

\[
Tf(\cdot) = T'f(\cdot).
\]
Since step functions are dense in $L(M)$, it follows that $Tf(.)$ and $T'f(.)$ are identical.
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