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Introduction. Although the asymptotic properties of solutions of differential equations have been intensively studied, the corresponding question for integral equations seems to have been neglected. This is surprising because most investigations of the asymptotic behavior of solutions of differential equations begin by converting the differential equation into an integral equation (with a special kernel).

In this paper we obtain an asymptotic series for the solution of the system of Volterra integral equations

\[ u_i(x, y, \lambda) = \sum_{j=1}^{n} \lambda \int_{v}^{u} K_{ij}(x, t, \lambda)u_j(t, y, \lambda)dt + f_i(x, y, \lambda). \]

The kernels \( K_{ij} \) and functions \( f_i \) are assumed to have asymptotic expansions of the form

\[ K_{ij}(x, y, \lambda) = K_{ij}^0(x, y) + K_{ij}^1(x, y)/\lambda + \cdots, \]
\[ f_i(x, y, \lambda) = f_i^0(x, y) + f_i^1(x, y)/\lambda + \cdots, \]

valid in certain regions of the complex \( \lambda \)-plane. Our fundamental assumption is that the characteristic roots of the matrix \( (K_{ij}^0(x, x)) \) are distinct and different from 0 for all values of \( x \) in the closed interval \([\alpha, \beta]\).

Consider the special case of a single differential equation

\[ \frac{d}{dx} u(x, \lambda) = \lambda K(x)u(x, \lambda) + f(x). \]

This has as solution

\[ u(x, \lambda) = u(\alpha) \exp \left( \lambda \int_{\alpha}^{x} K(s)ds \right) + \int_{\alpha}^{x} \exp \left( \lambda \int_{t}^{x} K(s)ds \right) f(t)dt. \]

If \( K(x) \neq 0 \) in \([\alpha, \beta]\) we may integrate by parts to obtain the series

\[ u(x, \lambda) = \exp \left( \lambda \int_{\alpha}^{x} K(s)ds \right) \left( F^0 + F^1/\lambda + \cdots \right) + g^1(x)/\lambda + \cdots + r(x, \lambda)/\lambda^k, \]

where \( F^0 = u(\alpha), \quad F^1 = f(\alpha)/K(\alpha), \quad g^1(x) = -f(x)/K(x), \quad \text{and} \quad r(x, \lambda) = \int_{\alpha}^{x} \exp \left( \lambda \int_{t}^{x} K(s)ds \right) h(t)dt, \) where \( h \) is continuous if \( K \) and \( f \) are of class \( C^k \). If \( K(x) \) is
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negative in \([\alpha, \beta]\) the remainder \(r(x, \lambda)/\lambda^k\) is in absolute value not greater than const./\(|\lambda|^k\) for all \(x\) in \([\alpha, \beta]\) and all \(\lambda\) in the right half-plane. In the case of a system of \(n\) linear differential equations

\[
d\frac{d}{dx} u_i(x, \lambda) = \sum_{i=1}^{n} \lambda K_{ij}(x, \lambda) u_j(x, \lambda) + f_i(x, \lambda)
\]

one could apply Birkhoff's results (see [1, pp. 71–87]) on the behavior of solutions of the homogeneous system and integration by parts to obtain an asymptotic series of the form

\[
u_i(x, \lambda) = \exp\left(\lambda \int_{a}^{x} \gamma_{i}(s)ds\right)\left(F^{0}_{ii} + F^{1}_{ii}/\lambda + \cdots\right) + \cdots
\]

\[
+ \exp\left(\lambda \int_{a}^{x} \gamma_{n}(s)ds\right)\left(F^{0}_{in} + F^{1}_{in}/\lambda + \cdots\right)
\]

\[
+ g_i(x)/\lambda + g^{2}(x)/\lambda^2 + \cdots,
\]

where the \(\gamma_i(x)\) are the characteristic roots of the matrix \((K_{ij}(x))\). This is exactly the type of expansion we obtain in the more general case (1). Thus the solutions of Volterra equations exhibit no new features in asymptotic behavior as compared with solutions of differential equations. The only difference is in the law of formation of the coefficients \(F^{0}_{ij}, g^{0}_{i}\). In the case of integral equations the \(F^{0}_{ij}\) are functions of \(x\) and \(y\) determined by solving first order linear differential equations and the \(g^{0}_{i}\) are determined by solving systems of Volterra equations of the first kind with the kernel matrix \((K_{ij}(x, y))\).

In \(\S 2\) we derive the formal series solutions of (1). The asymptotic character of this formal series is investigated in \(\S 3\). We do not make use of Birkhoff's theorem in this analysis. \(\S 4\) is concerned with cases in which certain terms of the expansion vanish. For example when \(f_i(x, y, \lambda) = K_{ij}(x, y, \lambda)\) the solution of (1) is the \(j\)th column of the resolvent matrix. In this case the terms \(g_i\) are identically 0, and necessary and sufficient conditions for higher order terms to vanish are derived. In \(\S 5\) we apply our results to integro-differential equations and also investigate the approach of the solution of the equation

\[
\theta(x) = \lambda \int_{a}^{x} \Gamma(x, t)\theta(t)dt + \lambda \phi(x)
\]

to the solution of the equation of the first kind

\[
0 = \int_{a}^{x} \Gamma(x, t)\theta(t)dt + \phi(x),
\]
under the assumption that the kernel $K$ has a definite order. It turns out that the solution of (2) can approach the solution of (3) only if the order is not greater than 2.

It is believed that most of the results are new even in the case $n = 1$, and $K_{11}$ and $f_1$ independent of $\lambda$. Volterra [6, pp. 241–243] derived what amounts to the first two terms of the expansion in this case, with real-valued functions and $\lambda$ approaching infinity along the real axis. Peres [4, pp. 26–30] gave another proof of Volterra's results based on the theory of functions of composition. Trjitzinsky [5, pp. 40–44] obtained a bound for the solution of the integro-differential equation considered in §5 in the case where the characteristic roots of the differential operator are not assumed distinct.

This paper constitutes a generalization of my Ph.D. thesis written at the University of California, and I wish to acknowledge helpful suggestions of Professor G. C. Evans in the course of that study.

1. **Notation and definitions.** We shall use the following definitions and conventions.

**Definition 1.1.** Let $T$ be the set of points $(x, y)$ such that $\alpha \leq y \leq x \leq \beta$, and let $I$ he the interval $\alpha \leq x \leq \beta$. Here $\alpha$ and $\beta$ are finite.

**Definition 1.2.** A function on $T$ (or $I$) is said to be of class $C^p$ if its derivatives of order $p$ are continuous on $T$ (or $I$), $p \geq 0$.

We shall be concerned with functions on $T$ or $I$ which carry points into complex-valued matrices, vectors, or numbers. To distinguish between the three types of functions we shall use Italic capitals, Italic lower case, and Greek letters respectively. The order of the matrices and vectors is fixed throughout and we denote it by $n$. The case $n = 1$ is not excluded, and in this case all statements about non-diagonal terms, and so on, are to be disregarded. All summations in which no limits appear for the summation index shall run from 1 to $n$. Thus $\sum_{m=1}^{n} a_m = a_1 + \cdots + a_{i-1} + a_{i+1} + \cdots + a_n$.

The $i, j$ element of $A(x)$ is denoted by $A(x)_{ij}$ or $A_{ij}(x)$. Similarly $e_i(x)$ or $e(x)_i$ is used to denote the $i$th component of $e(x)$. Occasionally we shall use $(\eta_{ij}(x))$ to denote the matrix whose $i, j$ element is $\eta_{ij}(x)$.

**Definition 1.3.** If $A$ and $B$ are matrix functions on $T$ then $AB$ is the matrix function on $T$ such that $AB(x, y) = A(x, y)B(x, y)$, the ordinary matrix product. If $A$ and $B$ are on $I$, $AB$ is defined in a similar way.

**Definition 1.4.** If $A$ is a matrix function and $u$ is a vector function, then $Au$ is the vector function such that $Au(x, y) = A(x, y)u(x, y)$. The right side is a vector whose $i$th component is $\sum_j A_{ij}(x, y)u_j(x, y)$.

**Definition 1.5.** If $A$ and $u$ are continuous on $T$, then $A * u$ is the vector function on $T$ such that $A * u(x, y) = \int_A A(x, t)u(t, y)dt$. This Volterra product is associative. We define $A^1 = A$, and $A^{p+1} = A * A^{p-1}$ for $p \geq 2$.

**Definition 1.6.** If $A$ and $u$ are continuous on $T$, then $A * u$ is the vector function on $T$ such that $A * u(x, y) = \int_A A(x, t)u(t, y)dt$. We have $A * (B * u) = (A * B) * u$. 
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We shall use the notation $D_1A$ or $D_2A$ to denote the matrix function whose value at the point $(x, y)$ is the derivative of $A$ with respect to its first or second variable at the point $(x, y)$. A similar notation is used for derivatives of vector functions and ordinary functions. For example if $\gamma(x, y) = x^2 + xy^3$, then $D_1\gamma(t, x) = 2t + x^3$.

We now summarize the basic part of the theory of systems of Volterra integral equations. The proofs may be found for example in [2].

Let $F(x, y, \lambda)$ be defined for $(x, y)$ in $T$ and $\lambda$ in some set $Z$ in the complex plane, and suppose $F$ is continuous on $T$ for each $\lambda$ in $Z$. Then the series $\sum_{i=1}^{\infty} \lambda^{i-1}F^i(x, y, \lambda)$ converges uniformly in $T$ for each $\lambda$ in $Z$. If we let $G(x, y, \lambda)$ be this sum, then $G$ is continuous on $T$ for each $\lambda$ in $Z$, and it is easily seen that $G - F = \lambda F \ast G = \lambda G \ast F$. Using these relations, one can show that if $F$ is of class $C^\sigma$ on $T$, then $G$ is also of class $C^\sigma$ on $T$ for each $\lambda$ in $Z$. $G$ is called the resolvent of $F$. If $f$ is continuous on $I$ for each $\lambda$ in $Z$, the solution of the system $u = \lambda F \ast u + f$ is given by $u = f + \lambda G \ast f$.

Definitions, lemmas, and theorems are numbered consecutively in each section.

2. Formal developments. Consider the system

\begin{equation}
(2.1) \quad u(x, y, \lambda) = \lambda \int_T K(x, t, \lambda)u(t, y, \lambda)dt + f(x, y, \lambda),
\end{equation}

in which

\begin{equation}
K(x, y, \lambda) = \sum_{i=0}^{k} \lambda^{-i}K^i(x, y) + \lambda^{-k-1}K'(x, y, \lambda),
\end{equation}

for $(x, y)$ in $T$ and $\lambda$ in a certain unbounded set $Z$ of the complex plane. The existence of bounds for $K'$ and $f'$ is not needed in this section. We assume $K^i$ and $f^i$ are of class $C^{k+i}$ on $T$, $0 \leq i \leq k$, and that for each $\lambda$ in $Z$, $K'$ and $f'$ are continuous on $T$. Also we suppose that the characteristic roots $\gamma_1(x), \ldots, \gamma_k(x)$ of $K^0(x, x)$ are distinct and different from 0 for each $x$ in $I$. Finally we assume $k \geq 1$ in the sense that although $K^1, \ldots, K^k$ and $K'$ may be identically zero, we wish $K^0$ to be at least of class $C^2$.

Let $C(x)$ be a matrix whose $p$th column $c_p(x)$ is a characteristic vector corresponding to $\gamma_p(x)$. The $\gamma_i$ are of class $C^{k+1}$ and it is easy to show that we may take $C$ to be of class $C^{k+1}$. The vectors $c_p(x)$ are linearly independent and hence $C(x)$ is nonsingular for each $x$ in $I$. If we make the change of variable $u(x, y, \lambda) = C(x)\psi(x, y, \lambda)$, and set $R^i(x, y) = C(x)^{-1}K^i(x, y)C(y)$, $R'(x, y, \lambda) = C(x)^{-1}K'(x, y, \lambda)C(y)$, $h^i(x, y) = C(x)^{-1}f^i(x, y)$, $h'(x, y, \lambda) = C(x)^{-1}f'(x, y, \lambda)$, then (2.1) takes the form
\begin{align}
\tag{2.3} v(x, y, \lambda) &= \lambda \int_y^x R(x, t, \lambda) v(t, y, \lambda) dt + h(x, y, \lambda)
\end{align}

where

\begin{align}
R(x, y, \lambda) &= \sum_{i=0}^{k} \lambda^{-i} R^i(x, y) + \lambda^{-k-1} R'(x, y, \lambda), \\
\tag{2.4} h(x, y, \lambda) &= \sum_{i=0}^{k} \lambda^{-i} h^i(x, y) + \lambda^{-k-1} h'(x, y, \lambda).
\end{align}

By definition of \( C(x) \) we have \( R^0(x, x) = C(x)^{-1} K^0(x, x) C(x) = (\gamma_i(x) \delta_{ij}) \).

For reference we collect our hypotheses for the system (2.3).

\textsc{Hypotheses A}. (i) \( R^i \) and \( h^i \) are of class \( C^{k+1-i}, 0 \leq i \leq k, \ k \geq 1 \); (ii) \( R' \) and \( h' \) are continuous on \( T \) for each \( \lambda \) in \( Z \); (iii) \( R^0(x, x) = (\gamma_i(x) \delta_{ij}) \); (iv) \( \gamma_i(x) \neq \gamma_j(x) \) for \( x \in I, i \neq j, 1 \leq i \leq n, 1 \leq j \leq n \); (v) \( \gamma_i(x) \neq 0 \) for each \( x \) in \( I, 1 \leq i \leq n \).

\textbf{Definition 2.1}. If \( R \) and \( F \) are matrix functions on \( T \), we define

\[ R: F(x, t, y) = R(x, t) F(t, y) \text{ for } a \leq y \leq t \leq x \leq \beta(f). \]

\textbf{Definition 2.2}. If \( G(x, t, y) \) is defined for \( a \leq y \leq t \leq x \leq \beta \), we define over this same range the following functions:

\[ D^0(G)(x, z, y) = G(x, z, y), \]
\[ D^1(G)(x, z, y) = D(G)(x, z, y) = \frac{\partial}{\partial t} [G(x, t, y) R^0(t, t)^{-1}] |_{t=z}, \]
\[ D^p(G)(x, z, y) = D(D^{p-1}(G))(x, z, y), \quad p \geq 2. \]

The operator \( D \) is not to be confused with the differentiation operators \( D_1, D_3 \) defined in §1. For future reference we calculate the diagonal terms of \( D(R^0:F)(x, x, y) \). These are given by

\begin{align}
[D(R^0:F)(x, x, y)]_{ii} &= \sum_m \frac{\partial}{\partial t} \left[ R^0_{im}(x, t) F_{mi}(t, y) / \gamma_i(t) \right] |_{t=x} \\
&= \sum_m R^0_{im}(x, x) \left[ D_1 F_{mi}(x, y) / \gamma_i(x) \\
- \frac{d}{dx} \gamma_i(x) F_{mi}(x, y) / \gamma_i(x)^2 \right] \\
&+ \sum_m F_{mi}(x, y) D_2 R^0_{im}(x, x) / \gamma_i(x)
\end{align}

(*) If \( f \) is a vector function, \( R:f \) is defined in the same way.
\[ d = D_t F_{ii}(x, y) - \frac{d}{dx} \gamma_i(x) F_{ii}(x, y) / \gamma_i(x) \]
\[ + \sum_{m} F_{mi}(x, y) D_2 R_{im}^0(x, x) / \gamma_i(x) \]
\[ = D_t F_{ii}(x, y) + F_{ii}(x) \left[ - \frac{d}{dx} \gamma_i(x) + D_2 R_{ii}^0(x, x) \right] / \gamma_i(x) \]
\[ + \sum_{m} F_{mi}(x, y) D_2 R_{im}^0(x, x) / \gamma_i(x) \]
\[ = D_t F_{ii}(x, y) - F_{ii}(x, y) D_1 R_{ii}^0(x, x) / \gamma_i(x) \]
\[ + \sum_{m} F_{mi}(x, y) D_2 R_{im}^0(x, x) / \gamma_i(x). \]

(2.5)

In the last step we have used the fact that \( D_1 R_{ii}^0(x, x) + D_2 R_{ii}^0(x, x) = d \gamma_i(x) / dx. \)

Definition 2.3. \( e(x, y) \) is the vector such that \( e_i(x, y) = \exp (\int_y^x \gamma_i(s) ds). \)

Lemma 2.4. If \( R \) and \( F \) are of class \( C^r \) on \( T \), \( r \geq 1 \), then
\[ \lambda \int_y^x R(x, t) F(t, y) e(t, y) dt = \sum_{j=0}^{r-1} (-1)^j \lambda^{-j} \left[ D^j(R:F)(x, t, y) R^0(t, t)^{-1} e(t, y) \right]_{y}^{x} \]
\[ + (-1)^r \lambda^{-(r-1)} \int_y^x D^r(R:F)(x, t, y) e(t, y) dt. \]

Proof. Obviously \( D_t e(x, y) = \lambda R^0(x, x) e(x, y) \). Integration by parts gives
\[ \lambda \int_y^x R(x, t) F(t, y) e(t, y) dt = \left[ R(x, t) F(t, y) R^0(t, t)^{-1} e(t, y) \right]_{y}^{x} \]
\[ - \int_y^x \frac{\partial}{\partial t} \left[ R(x, t) F(t, y) R^0(t, t)^{-1} \right] e(t, y) dt \]
\[ = \left[ D^0(R:F)(x, t, y) R^0(t, t)^{-1} e(t, y) \right]_{y}^{x} \]
\[ - \int_y^x D^1(R:F)(x, t, y) e(t, y) dt. \]

Applying this process \( r - 1 \) more times, we obtain our result.

Lemma 2.5. If \( a \) is of class \( C^r \), \( 1 \leq r \leq k+1 \), and if \( a(y, y) = 0 \), then the system
\[ \int_y^x R^0(x, t) g(t, y) dt = a(x, y) \]
(2.6)

has a unique solution \( g \) of class \( C^{r-1} \).

Proof. The system (2.6) with \( a(y, y) = 0 \) is equivalent to the system
\[ R^0(x, x)g(x, y) + \int_y^z D_1 R^0(x, t)g(t, y)dt = D_1 a(x, y), \]

which has the solution \( g(x, y) = b(x, y) + \int_x^z S(x, t, 1)b(t, y)dt \), where \( b(x, y) = R^0(x, x)^{-1}D_1 a(x, y) \) and \( S \) is the resolvent of the kernel whose value at \( (x, y) \) is \( R^0(x, x)^{-1}D_1 R^0(x, y) \). But \( S \) is of class \( C^k \) (see §1), while \( b \) is of class \( C^{r-1} \).

**Theorem 2.6.** Under Hypotheses A, there exist functions \( F^q \) and \( g^q \) of class \( C^{k+1-q} \) on \( T \) such that if we make the change of variable

\[
\nu(x, y, \lambda) = \sum_{q=0}^{k-1} \lambda^{-q}F^q(x, y)e(x, y) + \sum_{q=1}^k \lambda^{-q}g^q(x, y) + \lambda^{-k}w(x, y, \lambda),
\]

then (2.3) takes the form

\[
w(x, y, \lambda) = \lambda \int_y^z R(x, t, \lambda)w(t, y, \lambda)dt + b^0(x, y) + d(x, y, \lambda)/\lambda
\]

\[
+ \int_y^z D(x, t, y, \lambda)e(t, y)dt + m(x, y, \lambda),
\]

where

\[
b^0(x, y) = h_k(x, y) - g_k(x, y) + \sum_{p=1}^k \int_y^z R^{k+1-p}(x, t)g^p(t, y)dt
\]

\[
- \sum_{s=0}^k \sum_{p=0}^s (-1)^{k-s}[D^{k-s}(R^{s-p}; F^p)(x, y, y)]R^0(y, y)^{-1}e(y, y),
\]

\[
d(x, y, \lambda) = h'(x, y, \lambda) + \sum_{p=1}^k \int_y^z R'(x, t, \lambda)g^p(t, y)dt
\]

\[
+ \sum_{p=0}^{2k} \sum_{p-s=k} \lambda^{k+2-s} \int_y^z R^{s-p}(x, t)g^p(t, y)dt,
\]

\[
D(x, t, y, \lambda) = R'(x, t, \lambda)\sum_{p=0}^k \lambda^{-p}F^p(t, y)
\]

\[
+ \sum_{p=0}^{2k} \sum_{p-s=k} \lambda^{k+1-s}R^{s-p}(x, t)F^p(t, y)
\]

\[
+ \sum_{p=0}^k \sum_{s=0}^s (-1)^{k+1-s}D^{k+1-s}(R^{s-p}; F^p)(x, t, y),
\]

\[
m_i(x, y, \lambda) = \sum_{j=s}^k \exp \left( \lambda \int_y^z \gamma_j(s)ds \right)\phi_{ij}(x, y),
\]

\[
\phi_{ij}(x, y) = \gamma_j(x)^{-1} \sum_{s=0}^k \sum_{p=0}^s (-1)^{k-s}[D^{k-s}(R^{s-p}; F^p)(x, x, y)]_{ij}.
\]
The \( F^g \) and \( g^g \) are independent of \( k \) and \( \lambda \), and are determined from equations (2.18a), (2.18b), and (2.18c) (see part 2 of the proof).

**Proof.** In order to simplify the manipulations, we define \( F^g(x, y) \equiv g^g(x, y) \equiv 0 \). The proof is divided into three parts.

Part 1. If \( F^g \) and \( g^g \) are functions on \( T \) of class \( C^{k+1-q} \), \( 0 \leq q \leq k-1 \), then under the substitution (2.7), (2.3) takes the form

\[
\sum_{q=0}^{k} \lambda^{-q}F^g(x, y)e(x, y) + \sum_{q=0}^{k} \lambda^{-q}g^g(x, y) + \lambda^{-k}w(x, y, \lambda)
\]

\[
= \lambda^{-(k-1)} \int_{y}^{x} R(x, t, \lambda)w(t, y, \lambda)dt + \sum_{q=0}^{k} \lambda^{-q}h^g(x, y)
\]

(2.14) \( + \sum_{q=0}^{k} \lambda^{-q} \sum_{s=0}^{k} \sum_{p=0}^{s} (-1)^{s-t}[D^{s-t}(R^{s-p}:F^p)(x, t, y)R^0(t, \lambda)^{-1}e(t, y)]_{t=x}^{t=y} \)

\( + \lambda^{-(k+1)}d(x, y, \lambda) + \lambda^{-k} \int_{y}^{x} D(x, t, y, \lambda)e(t, y)dt. \)

**Proof.** If we substitute (2.7) in (2.3) the left side becomes the left side of (2.14), while the right side becomes

\[
\lambda \int_{y}^{x} \sum_{r=0}^{k} \lambda^{-r}R^r(x, t) \sum_{p=0}^{k} \lambda^{-p}F^p(t, y)e(t, y)dt
\]

\( + \lambda^{-k} \int_{y}^{x} R'(x, t, \lambda) \sum_{p=0}^{k} \lambda^{-p}F^p(t, y)e(t, y)dt \)

(2.15) \( + \lambda \int_{y}^{x} \sum_{r=0}^{k} \lambda^{-r}R^r(x, t) \sum_{p=0}^{k} \lambda^{-p}g^p(t, y)dt \)

\( + \lambda^{-k} \int_{y}^{x} R'(x, t, \lambda) \sum_{p=0}^{k} \lambda^{-p}g^p(t, y)dt \)

\( + \lambda \int_{y}^{x} \lambda^{-k}R(x, t, \lambda)w(t, y, \lambda)dt + \sum_{q=0}^{k} \lambda^{-q}h^g(x, y) + \lambda^{-(k+1)}h'(x, y, \lambda). \)

Now for any sum we have by diagonal summation

\[
\sum_{r,p=0}^{k} \alpha_{rp} = \sum_{s=0}^{k} \sum_{p=0}^{s} \alpha_{s-p, p} + \sum_{s=k+1}^{2k} \sum_{p=s-k}^{k} \alpha_{s-p, p}.
\]

Hence the first line of (2.15) is equal to
\[
\sum_{s=0}^{k} \sum_{p=0}^{s} \lambda^{s} \int_{y}^{x} R^{s-p}\varphi(x, t, y)e(t, y)dt
\]
(2.16)
\[
+ \sum_{s=k+1}^{2k} \sum_{p=k}^{s} \lambda^{1-s} \int_{y}^{x} R^{s-p}\varphi(x, t, y)e(t, y)dt.
\]

Similarly the third line of (2.15) is equal to
\[
\sum_{s=0}^{k} \sum_{p=0}^{s} \lambda^{s} \int_{y}^{x} R^{s-p}\varphi(x, t, y)e(t, y)dt
\]
(2.17)
\[
+ \sum_{s=k+1}^{2k} \sum_{p=k}^{s} \lambda^{1-s} \int_{y}^{x} R^{s-p}\varphi(x, t, y)e(t, y)dt.
\]

The second line of (2.15) goes into the term involving \( \partial \) of (2.14) (see (2.11)). The fourth line and the last term go into the term involving \( \partial \) (see (2.10)). The rest of the last line appears in the first two terms on the right of (2.14).

Since \( g^0 = 0 \), we may write (2.17) in the form (using a change of index \( q = s - 1 \))
\[
\sum_{s=0}^{k-1} \sum_{p=0}^{q+1} \lambda^{s-q-1} \int_{y}^{x} \varphi(x, t, y)e(t, y)dt + \sum_{p=1}^{k} \lambda^{-k} \int_{y}^{x} R^{k+1-p}\varphi(x, t, y)e(t, y)dt
\]
(2.17a)
\[
+ \sum_{s=k+2}^{2k} \sum_{p=s-k}^{k} \lambda^{1-s} \int_{y}^{x} R^{s-p}\varphi(x, t, y)e(t, y)dt.
\]

The first line of (2.17a) is the second line of the right side of (2.14), and the the second line of (2.17a) completes the term involving \( \partial \) in (2.14).

The second line of (2.16) goes into the term involving \( \partial \). If we apply Lemma 2.4 with \( r = k+1-s \), the first line of (2.16) becomes
\[
\sum_{s=0}^{k} \sum_{p=0}^{s} \sum_{j=0}^{s-j} \frac{(-1)^j}{\lambda^{s+j}} [D^{i}(R^{s-p}\varphi)(x, t, y)e(t, y)]^{t=x}_{t=0}
\]
(2.16a)
\[
+ \sum_{s=0}^{k} \sum_{p=0}^{s} \frac{(-1)^{k+1-j}}{\lambda^{k}} \int_{y}^{x} D^{k+1-s}(R^{s-p}\varphi)(x, t, y)e(t, y)dt.
\]

The second line of (2.16a) completes the term involving \( \partial \). If we make a change of index \( q = s+j \), and interchange the \( q \) and \( p \) summations, the first line of (2.16a) becomes
\[
\sum_{s=0}^{k} \sum_{p=0}^{s} \sum_{q=0}^{s} \frac{(-1)^{q-s}}{\lambda^{q}} [D^{q-s}(R^{s-p}\varphi)(x, t, y)e(t, y)]^{t=x}_{t=0}
\]

If we now interchange the \( q \) and \( s \) summations we obtain the third line on the right in (2.14).

Part 2. There exist unique functions \( F^q, g^{q+1} \) such that for \( 0 \leq q \leq k-1 \) we
have:

(2.18a) \[ F^q(x, y) = \sum_{s=0}^{q} \sum_{p=0}^{s} (-1)^{s-p} D^{s-p} \langle R^{s-p}:F^p \rangle (x, x, y) R_0^p(x, x)^{-1}, \]

(2.18b) \[ g^q(y, y) = - F^q(y, y) \epsilon(y, y) + h^q(y, y), \]

\[ g^q(x, y) = \sum_{p=0}^{q+1} \int y \, R^{q+1-p}(x, t) g^p(t, y) dt + h^q(x, y) \]

(2.18c) \[ - \sum_{s=0}^{q} \sum_{p=0}^{s} (-1)^{s-p} D^{s-p} \langle R^{s-p}:F^p \rangle (x, y, y) R_0^p(y, y)^{-1} e(y, y), \]

(2.18d) \[ F^q \text{ is of class } C^{b+1-q}, \]

(2.18e) \[ g^{q+1} \text{ is of class } C^{k-q}, \]

(2.18f) \[ (2.18a) \text{ holds for diagonal elements when } q = k. \text{ (Remember } F^k(x, y) = 0). \]

Proof. For \( q > 0 \), (2.18a) may be written as

\[ F^q(x, y) R_0^q(x, x) - R_0^q(x, x) F^q(x, y) \]

(2.18a') \[ = \sum_{p=0}^{q-1} R^{q-p}(x, x) F^p(x, y) + \sum_{s=0}^{q-1} \sum_{p=0}^{s} (-1)^{s-p} D^{s-p} \langle R^{s-p}:F^p \rangle (x, x, y). \]

The \( i, j \) element on the left is \([\gamma_i(x) - \gamma_i(x)] F^q_i(x, y)\). Hence (2.18a) does not involve the diagonal elements of \( F^q \).

Let \( \Phi_m \) be the proposition: There exist unique functions \( F^m \) and \( g^m \) such that (2.18b), (2.18c), (2.18d), and (2.18e) hold for \( q = m \), while (2.18a) holds for nondiagonal elements when \( q = m \), and for diagonal elements when \( q = m+1 \).

We first prove \( \Phi_0 \). For \( q = 0 \), (2.18a) becomes

(2.19) \[ F^0(x, y) = R_0^0(x, x) F^0(x, y) R_0^0(x, x)^{-1}, \]

or \( F^0_0(x, y) = \gamma_i(x) F^0_0(x, y) / \gamma_i(x) \). This requires that we define

(2.20) \[ F^0_{ij}(x, y) = 0 \quad \text{for } i \neq j. \]

For \( q = 1 \), (2.18a') gives

\[ F^1(x, y) R_0^0(x, x) - R_0^0(x, x) F^1(x, y) = R^1(x, x) F^0(x, y) - D(R^0:F^0)(x, x, y). \]

For diagonal elements, the left side is 0 and we obtain the equation

(2.21) \[ [D(R^0:F^0)(x, x, y)]_{ii} = D_i F^0_i(x, y) - \frac{1}{\gamma_i(x)} F^0_{ii}(x, y) D_i R^0_i(x, x) \]

\[ = R^1_i(x, x) F^0_{ii}(x, y), \]

where (2.5) and (2.20) have been used.
For \( g = 0 \), (2.18b) reads
\[
(2.22) \quad -g^0(y, y) = 0 = -F^0(y, y)e(y, y) + h^0(y, y),
\]
that is,
\[
(2.23) \quad h^0_i(y, y) = F^0_{ii}(y, y),
\]
since \( e_i(y, y) = 1 \) and \( F^0 \) is a diagonal matrix. Equations (2.21) and (2.23) determine \( F^0_d(x, y) \) uniquely and \( F^0_d \) is of class \( C^{k+1} \) since \( R^0 \) and \( h^0 \) are of class \( C^{k+1} \), and \( R^1 \) is of class \( C^k \).

Finally (2.18c) for \( g = 0 \) gives
\[
(2.24) \quad g^0(x, y) = 0 = \int_y^x R^0(x, t)e^1(t, y)dt - R^0(x, y)F^0(y, y)R^0(y, y)^{-1}e(y, y) + h^0(x, y).
\]
By Lemma 2.5 this has a solution only if \( 0 = -R^0(y, y)F^0(y, y)R^0(y, y)^{-1}e(y, y) + h^0(y, y) \). This is satisfied because of (2.19) and (2.22). Also \( g^1 \) is of class \( C^k \) by Lemma 2.5 since \( h^0 \), \( F^0 \), and \( R^0 \) are of class \( C^{k+1} \).

Now let \( r \) be an integer such that \( 1 \leq r \leq k - 1 \) and suppose \( \mathcal{P}_m \) is true for \( 0 \leq m \leq r - 1 \). We shall show \( \mathcal{P}_r \) is also true. For \( g = r \), (2.18a') gives
\[
(2.25) \quad F^r(x, y)R^0(x, x) - R^0(x, x)F^r(x, y)
\]
\[
= \sum_{p=0}^{r-1} R^{r-p}(x, x)F^p(x, y) + \sum_{s=0}^{r-1} (-1)^rD^{r-s}(R^{r-p};F^p)(x, x, y).
\]
The \( i, j \) element on the left is \( [\gamma_i(x) - \gamma_i(x)]F^r_{ij}(x, y) \). Hence for \( i \neq j \), \( F^r_{ij} \) is uniquely determined by (2.25). By the induction hypothesis the first sum on the right of (2.25) is of class \( C^{k+1-r} \), while each term in the second sum on the right is of class \( C^{k+1-r} \). Hence \( F^r \) is of class \( C^{k+1-r} \) for \( i \neq j \).

For \( g = r + 1 \), (2.18a') gives
\[
F^{r+1}(x, y)R^0(x, x) - R^0(x, x)F^{r+1}(x, y)
\]
\[
= \sum_{p=0}^{r} R^{r+1-p}(x, x)F^p(x, y) + \sum_{s=0}^{r} \sum_{p=0}^{s} (-1)^{r+1-s}D^{r+1-s}(R^{r-p};F^p)(x, x, y).
\]
Equating diagonal elements, we obtain
\[
0 = \left[ \sum_{p=0}^{r} R^{r+1-p}(x, x)F^p(x, y) \right]_{ii}
\]
\[
+ \left[ \sum_{s=0}^{r-1} \sum_{p=0}^{s} (-1)^{r+1-s}D^{r+1-s}(R^{r-p};F^p)(x, x, y) \right]_{ii}
\]
\[
- \left[ \sum_{p=0}^{r} D(R^{r-p};F^p)(x, x, y) \right]_{ii}.
\]
Upon collecting the terms involving $F^r$, this becomes
\[
[D(R^0:F^r)(x, x, y)]_{ii} - [R^1(x, x)F^r(x, y)]_{ii}
\]
\[
= \left[ \sum_{p=0}^{r-1} R^{r+1-p}(x, x)F^p(x, y) \right]_{ii} - \left[ \sum_{p=0}^{r-1} D(R^{r-p}:F^p)(x, x, y) \right]_{ii}
\]
\[
+ \left[ \sum_{s=0}^{r-1} \sum_{p=0}^{s} (-1)^{r+1-s}D^{r+1-s}(R^{r-p}:F^p)(x, x, y) \right]_{ii}.
\]
\[(2.26)\]

By (2.5) the left side is
\[
D_iF^r_{ii}(x, y) - \frac{1}{\gamma_i(x)} F^r_{ii}(x, y)D_iR^0_{ii}(x, x) - F^r_{ii}(x, y)R^1_{ii}(x, x)
\]
\[(2.27)\]
\[
+ \sum_{m \neq i} F^r_{mi}(x, y) \left[ \frac{1}{\gamma_i(x)} D_iR^0_{im}(x, x) - R^1_{im}(x, x) \right].
\]
The right side of (2.26) involves previously determined functions only.

By (2.18b), for $q = r$,
\[(2.28)\]
\[
g^r(y, y) = - F^r(y, y)e(y, y) + h^r(y, y),
\]
that is,
\[(2.29)\]
\[
g^r(y, y) = - \sum F^r_{im}(y, y) + h^r_{ii}(y, y).
\]

Since $g^r$ and the non-diagonal elements of $F^r$ have already been determined, (2.26), (2.27), and (2.29) determine $F^r$. It is of class $C^{k+1-r}$ since all the coefficients in (2.26) are of class $C^{k-r}$, and $h^r$ is of class $C^{k+1-r}$.

Finally by (2.18c) for $q = r$, we have
\[(2.30)\]
\[
g^{r+1}(x, y) = \sum_{p=0}^{r+1} \int R^{r+1-p}(x, t)g^p(t, y)dt + h^{r+1}(x, y)
\]
\[
- \sum_{s=0}^{r} \sum_{p=0}^{s} (-1)^r s D^r_s(R^{r-p}:F^p)(x, y, y)R^0(y, y)^{-1}e(y, y).
\]

By Lemma 2.5 this will determine $g^{r+1}$ provided that
\[(2.31)\]
\[
g^r(y, y) = h^r(y, y)
\]
\[
- \sum_{s=0}^{r} \sum_{p=0}^{s} (-1)^s D^r_s(R^{r-p}:F^p)(y, y, y)R^0(y, y)^{-1}e(y, y).
\]

By (2.18a) for $q = r$, (2.31) reduces to $g^r(y, y) = h^r(y, y) - F^r(y, y)e(y, y)$, which is precisely (2.28). Now $\int R^{r+1-p}(x, t)g^p(t, y)dt$ is of class $C^{k+1-r}$ for $1 \leq p \leq r$ and vanishes identically for $p = 0$ since $g^0 = 0$. Also $h^r$ and $D^{r-s}(R^{r-p}:F^p)$, $0 \leq p \leq s \leq r$, are of class $C^{k+1-r}$.

Hence $g^{r+1}$ is of class $C^{k-r}$. 
By induction we have established the validity of \( \mathcal{P}_0, \ldots, \mathcal{P}_{k-1} \). This proves that (2.18a) holds for nondiagonal elements when \( 0 \leq q \leq k - 1 \) and for diagonal elements when \( 1 \leq q \leq k \). Also (2.18a) holds for diagonal elements when \( q = 0 \) by (2.20). The rest of part 2 also follows from \( \mathcal{P}_0, \ldots, \mathcal{P}_{k-1} \).

Part 3. Using the \( F^a, g^{a+1} \) of part 2, equation (2.3) takes the form (2.8) under the substitution (2.7).

**Proof.** By part 1, (2.3) takes the form (2.14). By (2.18a) and (2.18c) the coefficients of \( \lambda^{-q}, 0 \leq q \leq k - 1 \), cancel (with the exception of the first term on the right). If we multiply both sides of what remains by \( \lambda^k \) and use (2.9), we obtain (2.8) with

\[
m(x, y, \lambda) = \sum_{s=0}^{k} \sum_{p=0}^{s} (-1)^{k-s} D^{k-s}(R^{s-p}:F^p)(x, x, y) R^0(x, x)^{-1} e(x, y).
\]

We have only to prove (2.12). By (2.18f), since \( F^k = 0 \) and \( R^0(x, x)^{-1} = (\gamma_i(x)^{-1} \delta_{ij}) \),

\[
\sum_{s=0}^{k} \sum_{p=0}^{s} (-1)^{k-s} [D^{k-s}(R^{s-p}:F^p)(x, x, y)]_{ii} = 0.
\]

Hence

\[
m_i(x, y, \lambda) = \left[ \sum_{s=0}^{k} \sum_{p=0}^{s} (-1)^{k-s} D^{k-s}(R^{s-p}:F^p)(x, x, y) R^0(x, x)^{-1} e(x, y) \right]
\]

\[
= \sum_{s=0}^{k} \sum_{p=0}^{s} (-1)^{k-s} \sum_{j \neq i} \left\{ [D^{k-s}(R^{s-p}:F^p)(x, x, y)]_{ij} \gamma_j(x)^{-1} \right\}
\]

\[
\cdot \exp \left( \lambda \int_y^z \gamma_j(t) dt \right)
\]

\[
= \sum_{j \neq i} \phi_{i,j}(x, y) \exp \left( \lambda \int_y^z \gamma_j(t) dt \right),
\]

by (2.13).

3. **The asymptotic behavior.** In this section we shall assume that the expressions (2.2) and (2.4) are asymptotic expressions, that is, that there exist bounds for \( K' \) and \( f' \), and hence for \( R' \) and \( h' \) on the set \( (x, y, \lambda) \) for which \( (x, y) \in T, \lambda \in Z \). We shall show that these assumptions lead to bounds for the remainder \( w \) in the expansion for \( v \) given by Theorem 2.6.

First we define the set \( Z \).

**Definition 3.1.** Let \( Z \) be the set of points \( \lambda \) in the complex plane such that

\[
(3.1) \quad \Re(\lambda \gamma_i(x)) \geq \Re(\lambda \gamma_i(x)), \quad i = 2, \ldots, n; x \in I(i). \tag{4}
\]

\( (4) \) \( \Re(a) \) denotes the real part of \( a \).
If the \( \gamma_i \) are constants there will be an ordering of the \( \gamma_i \) for which \( Z \) is not empty. Hence, since the \( \gamma_i \) are continuous, there will be such an ordering provided \( I \) is sufficiently short. This ordering is held fixed throughout this section. It is easy to prove that \( Z \) is a closed sector (which may degenerate to a ray) with vertex at the origin.

**Definition 3.2.** Let \( Z_i \) be the subsector of \( Z \) in which \( \Re(\lambda \gamma_i(x)) \geq 0 \) for all \( x \) in \( I \), and let \( Z_2 \) be the subsector in which \( \Re(\lambda \gamma_i(x)) \leq 0 \) for all \( x \) in \( I \).

**Definition 3.3.** Let \( \mathcal{T}_i \) be the set of points \((x, y, \lambda)\) for which \((x, y) \in T, \lambda \in Z_i, i=1, 2\).

**Definition 3.4.** If \( F \) is a function with domain \( \mathcal{T}_2 \), we shall denote by \( \overline{F} \) the function on \( \mathcal{T}_2 \) such that \( \overline{F}(x, y, \lambda) = e_i(x, y)^{-1} F(x, y, \lambda) \). A similar convention will be used for vector functions.

If \( A \) is the resolvent of \( F \), then it is easily seen that \( \overline{A} \) will be the resolvent of \( \overline{F} \). Another useful identity is \( \overline{F} \overline{G} = \overline{F \ast G} \).

Before finding bounds for \( w \), we establish a few lemmas. We begin by considering the system

\[
(3.2) \quad w(x, y, \lambda) = \lambda \int_y^x R(x, t, \lambda) \, w(t, y, \lambda) \, dt + b(x, y, \lambda),
\]

in which \( R \) and \( b \) are not necessarily the same functions considered in \( \S 2 \). Let \( R^0 \) be a continuous function satisfying (iii), (iv), and (v) of Hypotheses A, and let \( G(x, y) = R^0(y, y) \). Evidently

\[
G^*(x, y) = \left( \frac{\gamma_i(y)}{\bar{p}} \right) \left( \int_y^x \gamma_i(s) \, ds \right)^p \delta_{i,i}.
\]

If \( H \) is the resolvent of \( G \), it follows that \( H(x, y, \lambda) = (\gamma_i(y)e_i(x, y)\delta_{i,i}) \). Let

\[
M(x, y, \lambda) = \left( \int_y^x e_i(x, t) D_i R^0_i(t, y) \, dt \right),
\]

\[
N = M + (R - R^0) + \lambda H \ast (R - R^0),
\]

and let \( S \) be the resolvent of \( N \).

**Lemma 3.5.** If \( R^0 \) is of class \( C^1 \) and if \( R \) and \( b \) are continuous on \( T \) for each \( \lambda \) in \( Z \), then the solution of \((3.2)\) may be written in the form \( w = p + \lambda S \ast p \), where \( p = b + \lambda H \ast b \). Also \( \bar{w} = \bar{p} + \lambda \bar{S} \ast \bar{p} \).

**Proof.** Let \( L(x, y) = R^0(x, y) - R^0(y, y) \), and let \( B = \lambda(R - R^0) \). Then \((3.2)\) may be written in the form

\[
w - \lambda G \ast w = \lambda L \ast w + B \ast w + b.
\]

Using the fact that \( H \) is the resolvent of \( G \), we have

\[
w = \lambda L \ast w + B \ast w + b + \lambda^2 H \ast L \ast w + \lambda H \ast B \ast w + \lambda H \ast b.
\]
But
\[
\lambda [H \ast L(x, y)]_{ij} = \lambda \int_y^x \gamma_i(t) e_i(x, t) L_{ij}(t, y) \, dt
\]
\[
= - \left[ L_{ij}(t, y) e_i(x, t) \right]_y^x + \int_y^x e_i(x, t) D_i L_{ij}(t, y) \, dt
\]
\[
= - L_{ij}(x, y) + M_{ij}(x, y, \lambda),
\]
since \( L(y, y) = 0, D_i L(t, y) = D_i R^0(t, y) \). Hence by definition of \( p, B, \) and \( N \),
\[
w = \lambda L \ast w + B \ast w + b = \lambda L \ast w + B \ast w + \lambda M \ast w + \lambda H \ast w + \lambda H \ast b = p + \lambda N \ast w.
\]
From this it follows that \( \bar{w} = \bar{p} + \lambda \bar{N} \ast \bar{w} \). Since \( S \) and \( \bar{S} \) are the resolvents of \( N \) and \( \bar{N} \) respectively, the proof of Lemma 3.5 is complete.

For the next two lemmas we make the following hypotheses about the functions in (3.2):
\[
R(x, y, \lambda) = R^0(x, y) + R_1(x, y)/\lambda + W(x, y, \lambda)/\lambda^2,
\]
\[
b(x, y, \lambda) = b^0(x, y) + d(x, y, \lambda)/\lambda,
\]
where \( R^0 \) is of class \( C^2 \), \( R_1 \) and \( b^0 \) are of class \( C^1 \), and \( W \) and \( d \) are continuous on \( T \) for each \( \lambda \) in \( Z \). As always \( R^0(x, x) = (\gamma_i(x)\delta_{ij}) \).

**Lemma 3.6.** If \( W \) is bounded in \( T_1 \), then \( \lambda S \) is bounded in \( T_1 \). If \( \bar{W} \) is bounded in \( T_2 \), then \( \lambda \bar{S} \) is bounded in \( T_2 \).

**Proof.** Integrating by parts, we have
\[
M_{ij}(x, y, \lambda) = \int_y^x e_i(x, t) D_i R^0_{ij}(t, y) \, dt
\]
\[
(3.3) = \frac{1}{\lambda \gamma_i(y)} D_i R^0_{ij}(y, y) e_i(x, t) - \frac{1}{\lambda \gamma_i(x)} D_i R^0_{ij}(x, y)
\]
\[+ \frac{1}{\lambda} \int_y^x e_i(x, t) \frac{\partial}{\partial t} \left[ \frac{1}{\gamma_i(t)} D_i R^0_{ij}(t, y) \right] \, dt.
\]
Since \( \Re(\lambda \gamma_i(x)) \leq \Re(\lambda \gamma_1(x)) \leq 0 \), it follows that \( \lambda M \) is bounded in \( T_1 \). Integration by parts also shows that \( \lambda H \ast R^1 \) is bounded. The boundedness of \( W \) implies the boundedness of \( \lambda (R - R^0) = R^1 + W/\lambda \) and of \( H \ast W \). Hence \( \lambda N \) is bounded in \( T_1 \). If we let \( \eta \) be a bound for \( \lambda N \), we have
\[
|N_{ij}^{*}(x, y, \lambda)| \leq \sum_m \int_y^x |N_{im}(x, t, \lambda)N_{mj}(t, y, \lambda)| \, dt
\]
\[
\leq \sum_m \int_y^x \frac{\eta^2}{|\lambda|^2} \, dt = \frac{\eta^2 (x - y)}{|\lambda|^2}.
\]
By induction,
\[ |N^*_{ij}(x, y, \lambda)| \leq \frac{n^{r-1} \eta^r (x - y)^{r-1}}{|\lambda|^{r-1}}. \]

Hence \( |S_{ij}(x, y, \lambda)| \leq \eta \exp \left( \eta (x - y) / |\lambda| \right) \leq \text{const.} / |\lambda|. \)

The proof of the boundedness of \( \lambda \mathcal{N} \) in \( \mathcal{T}_2 \) proceeds as before. We have only to divide through by \( e_1(x, y) \) after integrating by parts. The boundedness of \( \lambda \mathcal{S} \) follows as before.

**Lemma 3.7.** If \( W \) and \( d \) are bounded in \( \mathcal{T}_1 \), then \( w \) is bounded in \( \mathcal{T}_1 \). If \( W \) and \( d \) are bounded in \( \mathcal{T}_2 \), then \( \tilde{w} \) is bounded in \( \mathcal{T}_2 \).

**Proof.** Using the notation of Lemma 3.5, we have in this case
\[
p_i(x, y, \lambda) = b_i^0(x, y) + d_i(x, y, \lambda) / \lambda + \lambda \int_y^z \gamma_i(t) e_i(x, t) [b_i^0(t, y) + d_i(t, y, \lambda) / \lambda] dt.
\]

Integration by parts shows that the third term is bounded in \( \mathcal{T}_1 \), and hence \( p \) is bounded in \( \mathcal{T}_1 \). Using Lemma 3.6, it follows that \( \lambda \mathcal{S} \circ p \) is bounded. Hence \( w = p + \lambda \mathcal{S} \circ p \) is bounded in \( \mathcal{T}_1 \). The proof of the second statement is similar.

**Lemma 3.8.** Retaining the hypotheses on \( R \) of Lemmas 3.6 and 3.7 suppose that
\[ b_i(x, y, \lambda) = \sum_{j=1}^r \phi_{ij}(x, y) e_{ij}(x, y), \]
where \( \phi_{ij} \) is of class \( C^1 \). Then if \( W \) is bounded in \( \mathcal{T}_1 \), \( w \) is bounded in \( \mathcal{T}_1 \). If \( W \) is bounded in \( \mathcal{T}_2 \), \( \tilde{w} \) is bounded in \( \mathcal{T}_2 \).

**Proof.** In this case
\[
p_i(x, y, \lambda) = \sum_{j=1}^r \left[ \phi_{ij}(x, y) e_{ij}(x, y) + \lambda \int_y^z \gamma_i(t) e_i(x, t) \phi_{ij}(t, y) e_{ij}(t, y) dt \right].
\]

Now the second term in brackets is equal to
\[
\lambda e_i(x, y) \int_y^z \gamma_i(t) \phi_{ij}(t, y) e_{ij}(t, y) e_i(t, y)^{-1} dt = e_i(x, y) \left[ \frac{\gamma_i(t) \phi_{ij}(t, y) e_i(t, y) e_i(t, y)^{-1}}{\gamma_i(t) - \gamma_i(t)} \right]_y^z
\]
\[
- e_i(x, y) \int_y^z \frac{d}{dt} \left[ \frac{\gamma_i(t) \phi_{ij}(t, y)}{\gamma_i(t) - \gamma_i(t)} \right] e_i(t, y) e_i(t, y)^{-1} dt.
\]
Hence
\[ p_i(x, y, \lambda) = \sum_{j=1}^{m} \left( \frac{\gamma_j(x)\phi_i(x, y)}{\gamma_j(x) - \gamma_i(x)} \right) e_i(x, y) - \left( \frac{\gamma_i(y)\phi_i(y, y)}{\gamma_i(y) - \gamma_i(y)} \right) e_i(x, y) \]
(3.6)
\[ - \int_y^z \frac{\partial}{\partial t} \left[ \frac{\gamma_i(t)\phi_i(t, y)}{\gamma_i(t) - \gamma_i(t)} \right] e_i(x, t)e_i(t, y)dt. \]

This shows that \( p \) is bounded in \( C_1 \), and hence, as in Lemma 3.7, \( w \) is bounded in \( C_1 \). Also it is evident from (3.6) that \( \bar{p} \), and hence \( \bar{w} \), is bounded in \( C_2 \).

**Theorem 3.9.** In the expansion given by Theorem 2.6 for the solution of (2.3), if \( R' \) and \( h' \) are bounded in \( C_1 \), then \( w/\lambda \) is bounded in \( C_1 \). If \( \bar{R}' \) and \( \bar{h}' \) are bounded in \( C_2 \), then \( \bar{w}/\lambda \) is bounded in \( C_2 \).

**Proof.** The equation for \( w \) is
\[ w(x, y, \lambda) = \lambda \int_y^z R(x, t, \lambda)w(t, y, \lambda)dt + b^0(x, y) + d(x, y, \lambda)/\lambda \]
(3.7)
\[ + \int_y^z D(x, t, y, \lambda)e(t, y)dt + m(x, y, \lambda), \]
where \( b^0, d, D, \) and \( m \) are defined in the statement of Theorem 2.6. Now \( R^s \) and \( h^s \) are of class \( \mathcal{C}^{k+1-\eta} \) by Hypotheses A and we have shown that \( F^s \) and \( g^s \) are of class \( \mathcal{C}^{k+1-\eta} \). Hence for \( 0 \leq \rho \leq s \leq k, R^{s-\rho} \cdot F^\rho \) is of class \( \mathcal{C}^{k+1-\eta} \) and hence \( D^{k-\rho}(R^{s-\rho} \cdot F^\rho) \) is of class \( \mathcal{C}^{1} \). Also \( R^{k+1-\rho} \cdot g^s \) is of class \( \mathcal{C}^{1} \) for \( 1 \leq \rho \leq k \). Hence \( b^0 \) is of class \( \mathcal{C}^{1} \). In the same way one sees that \( \phi_{ij} \) is also of class \( \mathcal{C}^{1} \) and that for each \( \lambda \) in \( Z \), \( d \) and \( D \) are continuous. Furthermore the hypotheses on \( R' \) and \( h' \) assure us that \( \bar{d} \) and \( \bar{D} \) are uniformly bounded. Hence \( \int_y^z D(x, t, y, \lambda)e(t, y)dt \) is uniformly bounded in \( C_2 \). But it does not necessarily remain bounded when multiplied by \( \lambda \). Hence all we can conclude from Lemmas 3.7 and 3.8 is that \( w/\lambda \) is bounded in \( C_1 \). The hypotheses on \( \bar{R}' \) and \( \bar{h}' \) also guarantee that \( \bar{d} \) and \( e_1(x, t)^{-1}D(x, t, y, \lambda) \) are bounded in \( C_2 \).

Hence
\[ e_1(x, y)^{-1} \int_y^z D(x, t, y, \lambda)e(t, y)dt \]
is also uniformly bounded in \( C_2 \). Applying Lemmas 3.7 and 3.8 we obtain our result.

The above estimates for \( w \) can be greatly improved if we restrict \( \lambda \) to vary in the interior of the regions \( Z_1, Z_2 \). This will now be shown.

**Definition 3.10.** Let \( Z'_1 \) be the subsector of \( Z_1 \) in which \( |\pi - \arg \lambda \gamma_1(x)| \leq \pi/2 - \delta \) for all \( x \) in \( I \), where \( \delta \) is a small positive constant whose choice will not be restricted later. Let \( Z'_2 \) be the subsector of \( Z_2 \) in which \( |\arg \lambda \gamma_1(x)| \leq \pi/2 - \delta \) for all \( x \) in \( I \), where \( \delta \) is a small positive constant whose choice will not be restricted later.
\[ \leq \pi/2 - \delta \] for all \( x \) in \( I \). Let \( \mathcal{C}_i \) be the set of points \((x, y, \lambda)\) for which \((x, y) \in T\), and \( \lambda \in \mathcal{Z}_i, i = 1, 2. \)

**Lemma 3.11.** Let \( \psi \) be continuous for each \( \lambda \) in \( \mathcal{Z}_i \) and be uniformly bounded on the set \((x, t, y, \lambda)\) for which \( \alpha \leq y \leq t \leq x \leq \beta, \lambda \in \mathcal{Z}_i \). Then

\[
\lambda \int_T^x \psi(x, t, y, \lambda) e_i(x, t) dt
\]

and

\[
\lambda \int_T^x \psi(x, t, y, \lambda) e_i(t, y) dt
\]

are uniformly bounded in \( \mathcal{C}_i \), \( 1 \leq i \leq n \). A similar statement with \( e_i \) replaced by \( e_i^{-1} \) holds for \( \lambda \) in \( \mathcal{Z}_2 \).

**Proof.** Let \( \eta \) be a bound for \( \psi \), and let \( \gamma \) be the minimum value of \(|\gamma_i(x)|\) for \( x \in I, i = 1, \cdots, n \). Then \( \gamma > 0 \) and \( \Re(\lambda \gamma_i(x)) \leq -|\lambda| \gamma \sin \delta \) in \( \mathcal{C}_i \). Hence in \( \mathcal{C}_i \)

\[
|\int_T^x \psi(x, t, y, \lambda) e_i(x, t) dt| \leq \left| \lambda \right| \eta \int_T^x \exp \left( -|\lambda| \gamma (x - t) \sin \delta \right) dt
\]

\[
\leq \frac{\eta}{\gamma \sin \delta} \left[ 1 - \exp \left( -|\lambda| \gamma (x - y) \sin \delta \right) \right]
\]

The other statements are proved in a similar way.

For the next four lemmas we make the hypothesis that

\[ R(x, y, \lambda) = R^0(x, y) + W(x, y, \lambda)/\lambda, \]

where \( R^0 \) is of class \( C^1 \), \( W \) is continuous on \( T \) for each \( \lambda \) in \( Z \), \( W \) is bounded in \( \mathcal{C}_i \) and \( \overline{W} \) is bounded in \( \mathcal{C}_i \).

**Lemma 3.12.** Under the above the hypothesis, \( \lambda S \) is bounded in \( \mathcal{C}_i \) and \( \overline{\lambda S} \) is bounded in \( \mathcal{C}_i \).

**Proof.** In this case \( N = M + W/\lambda + \lambda \cdot \overline{W} \). Applying Lemma 3.11 we see that \( \lambda N \) is uniformly bounded in \( \mathcal{C}_i \). The boundedness of \( \lambda S \) in \( \mathcal{C}_i \) now follows by a repetition of the argument in Lemma 3.6. In the same way we prove that \( \overline{\lambda S} \) is bounded in \( \mathcal{C}_i \).

**Lemma 3.13.** Suppose that \( b(x, y, \lambda) = b^0(x, y) + d(x, y, \lambda)/\lambda \), where \( b^0 \) is of class \( C^1 \) and \( d \) is continuous on \( T \) for each \( \lambda \) in \( \mathcal{Z}_i \) and \( d \) is bounded in \( \mathcal{C}_i \). Then
\[ w_i(x, y, \lambda) = b_i^0(y, y) e_i(x, y) + w'(x, y, \lambda)/\lambda, \]

where \( w' \) is bounded in \( \mathcal{C}_t \).

**Proof.** Equation (3.4) and an integration by parts yield

\[
p_i(x, y, \lambda) = d(x, y, \lambda)/\lambda + b_i^0(y, y)e_i(x, y)
+ \int_y^x e_i(x, t) [D_1 h_i(t, y) + \gamma_i(t) d(t, y, \lambda)] dt.
\]

By Lemma 3.11, \( p_i(x, y, \lambda) - (b_i^0(y, y)e_i(x, y)) \leq \eta_1/|\lambda| \), where \( \eta_1 \) is a constant. Also \( |b_i^0(y, y)e_i(x, y)| \leq \eta_2 \exp(-|\lambda| \gamma(x-y) \sin \delta) \), where \( \eta_2 \) is a constant and \( \gamma = \min |\gamma_i(x)| \). Hence if \( \eta \) is a bound for \( \lambda S \), we have

\[
|\lambda S \cdot p(x, y, \lambda)| = \left| \sum_i \sum_j \lambda S_{ij}(x, t, \lambda) p_i(t, y, \lambda) dt \right|
\leq \sum_i \int_y^x \eta \left[ \eta_2 \exp(-|\lambda| \gamma(x-t) \sin \delta) + \eta_1/|\lambda| \right] dt
\leq \sum_i \eta \left[ \frac{\eta_2}{|\lambda| \gamma \sin \delta} + \frac{\eta_1(\beta - \alpha)}{|\lambda|} \right] = \text{const.}
\]

Therefore \( w = p + \lambda S \cdot p \) has the stated properties.

The hypothesis on \( b_i^0 \) can be weakened, but the lemma does not hold if \( b_i^0 \) is merely continuous or even absolutely continuous. The analogue of Lemma 3.13 for \( \lambda \) in \( \mathcal{Z}_t \) is false in general. For example the equation

\[
\theta(x) = \lambda \int_0^x \left[ 1 - (2/3)(x-t)^{3/2} \right] \theta(t) dt + 1
\]

has the solution \( \theta(x) = \exp(\lambda x) \left[ 1 - \Gamma(3/2)x/\lambda^{1/2} + \theta_1(x, \lambda)/\lambda \right] \) where \( \theta_1 \) is bounded for large positive \( \lambda \).

**Lemma 3.14.** If \( b(x, y, \lambda) = b^0(x, y) + d(x, y, \lambda)/\lambda \), where \( b^0 \) and \( d \) are continuous on \( T \) for each \( \lambda \) in \( \mathcal{Z}_t \), while \( d \) is uniformly bounded in \( \mathcal{C}_t \), then \( \tilde{w} \) is bounded in \( \mathcal{C}_t \).

**Proof.** By (3.4),

\[
\tilde{p}_i(x, y, \lambda) = b_i^0(x, y)e_i(x, y)^{-1} + \tilde{d}(x, y, \lambda)/\lambda
+ \lambda \int_y^x \gamma_i(t) b_i^0(t, y)e_i(x, t)e_i(x, t)^{-1} e_i(t, y)^{-1} dt
+ \lambda \int_y^x \gamma_i(t) d(t, y, \lambda)e_i(t, y)e_i(x, t)^{-1} dt.
\]
The first two terms on the right are bounded in $\mathcal{G}_2'$, while the third term is bounded by Lemma 3.11. The last term is bounded because the integrand is bounded. Hence by Lemma 3.12, $\tilde{w} = \tilde{p} + \lambda \tilde{S} \ast \tilde{p}$ is bounded in $\mathcal{G}_2'$.

**Lemma 3.15.** Let $b_i(x, y, \lambda) = \sum_{i \neq i} \phi_{ij}(x, y)e_i(x, y)$, where $\phi_{ij}$ is of class $\mathcal{C}_1$. Then

$$w_i(x, y, \lambda) = \sum_{i \neq i} \frac{\phi_{ij}(y, y)}{\gamma_i(y) - \gamma_i(y)} [\gamma_j(y)e_i(x, y) - \gamma_i(x)e_i(x, y)] + w'_i(x, y, \lambda)/\lambda,$$

where $w'$ is bounded in $\mathcal{G}_2'$. Also $\tilde{w}$ is bounded in $\mathcal{G}_2'$.

**Proof.** In this case $p$ is given by (3.6). By Lemma 3.11 there exist constants $\eta_1$ and $\eta_2$ such that

$$|p_i(x, y, \lambda)| \leq \eta_1/|\lambda| + \eta_2 \exp(-|\lambda| \gamma(x - y) \sin \delta)$$

in $\mathcal{G}_2'$. Hence as in Lemma 3.13, $|\lambda \tilde{S} \ast p(x, y, \lambda)| \leq \text{const.}/|\lambda|$ in $\mathcal{G}_2'$. We have only to show that

$$\lambda \left[ \frac{\gamma_j(x)\phi_{ij}(x, y)}{\gamma_j(x) - \gamma_i(x)} - \frac{\gamma_j(y)\phi_{ij}(y, y)}{\gamma_j(y) - \gamma_i(y)} \right] e_i(x, y)$$

is uniformly bounded in $\mathcal{G}_2'$. This is majorized by $|\lambda| \xi(x - y) \exp(-|\lambda| \gamma \cdot (x - y) \sin \delta)$, where

$$\xi = \max \left| \frac{\partial}{\partial x} \left( \frac{\gamma_j(x)\phi_{ij}(x, y)}{\gamma_j(x) - \gamma_i(x)} \right) \right|.$$
\[ w_i(x, y, \lambda) = b_i^0(y, y)e_i(x, y) + \sum_{j=1}^{i-1} \frac{\phi_{ij}(y, y)}{\gamma_j(y) - \gamma_i(y)} \left[ \gamma_i(y)e_i(x, y) - \gamma_i(y)e_i(x, y) \right] \\
+ w_i(x, y, \lambda)/\lambda, \]

where \( w' \) is bounded in \( \mathcal{G}' \). But by (2.9) and (2.13),

\[ b_i^0(y, y) = h_i^k(y, y) - g_i^k(y, y) - \sum_{j=1}^{i-1} \phi_{ij}(y, y), \]

since \( \phi_{ij}(x, y) = 0 \) by (2.18f). As for \( \bar{d} \), it is obvious that \( \bar{d} \) is bounded in \( \mathcal{G}' \) and since \( R' \) is bounded in \( \mathcal{G}' \), \( D \) is uniformly bounded. Hence by Lemma 3.10,

\[ \left| e_1(x, y)^{-1} \left( \int_D D(x, \lambda, \lambda) \sigma(t, y) dt \right) \right| \]

\[ = \sum_2^m \int_D D_{ij}(x, \lambda, \lambda) \sigma(t, y) e_1(x, y)^{-1} e_1(x, y)^{-1} dt \leq \text{const.}/|\lambda| \]

in \( \mathcal{G}' \). Applying Lemmas 3.14 and 3.15 we find that \( \bar{w} \) is bounded in \( \mathcal{G}' \).

Let us examine the content of the previous theorem. Theorem 3.16 tells us that

\[ v(x, y, \lambda) = \sum_{i=0}^{k-1} \lambda^{-i}F_i(x, y)e_i(x, y) + \sum_{i=1}^k \lambda^{-i}g_i(x, y) + \lambda^{-k}w(x, y, \lambda), \]

where \( w \) is given by (3.8). Now for \( \lambda \) in \( Z' \) the \( F^i \) terms are of significance only in the neighborhood of points for which \( x = y \). Indeed for a fixed point \( (x, y) \) in \( T \) with \( x > y \), \( \lambda^{k+1}F_i(x, y)e_i(x, y) \) and \( \lambda^{k+1}w(x, y, \lambda) \) are uniformly bounded in \( Z'_1 \). Hence we may write

\[ v(x, y, \lambda) = \sum_{i=1}^k \lambda^{-i}g_i(x, y) + r^1(x, y, \lambda)/\lambda^{k+1} \]

where the remainder \( r^1 \) is bounded in \( Z'_1 \). Similarly for a fixed point \( (x, y) \) in \( T \) with \( x > y \) we have

\[ v(x, y, \lambda) = \sum_{i=0}^{k-1} \lambda^{-i}F_i(x, y)e_i(x, y) + r^2(x, y, \lambda)e_1(x, y)/\lambda^k \]

where \( r^2 \) is bounded in \( Z' \). This shift of dominance as \( \lambda \) crosses from \( Z'_1 \) to \( Z'_2 \) is closely analogous to Stokes' phenomenon in the theory of differential equations [3, p. 554]. But the bounds on \( r^1 \) and \( r^2 \) depend on \( (x, y) \) and in general become infinite as \( (x, y) \) approaches the line \( x = y \). Hence in order to have a remainder which is uniformly bounded in \( \mathcal{G}_1 \) and in \( \mathcal{G}_2 \), we must take into account the \( F^i \) in the first expansion and the \( g^i \) in the second expansion.
However, we need only keep the part of the $F^0$ which represents their behavior in the neighborhood of $x = y$ well enough for our purposes. For example, if we expand $F^0$ in the Taylor series

$$F^0(x, y) = F^0(y, y) + D_1F^0(y, y)(x - y) + \cdots + D_1^kF^0(y, y)(x - y)^k/k! + Q(x, y),$$

then $|Q_{ij}(x, y)| \leq \eta (x - y)^{k+1}$ in $T$, where $\eta$ is a constant. Hence by an argument analogous to the one used in Lemma 3.16, $\lambda^{k+1}Q(x, y)e(x, y)$ is uniformly bounded in $C$, and $Q$ may be absorbed into $w'$. In the same way we may replace $F^i(x, y)$ by the first $k + 1 - i$ terms in its Taylor expansion about $x = y$. For the second expansion we may replace $g^i$ by the first $k - i$ terms in its Taylor expansion about $x = y$.

Finally we note that Theorems 3.11 and 3.16 provided asymptotic expansions for the solutions of (2.1), since $u(x, y, \lambda) = C(x)v(x, y, \lambda)$.

4. Special cases and the resolvent kernel. In this section we shall consider cases in which certain terms of the asymptotic series for the solution of (2.3) vanish. Of special interest is the case in which $h$ is such that the solution is a column of the resolvent of $R$.

**Theorem 4.1.** Suppose that $h(x, y, \lambda) = h^0(x, y)$. Let $p$ be a non-negative integer less than $k$. Then in the expansion (2.7), $F^0 = \cdots = F^p = 0$ if and only if $h^0(y, y) = D_1h^0(y, y) = \cdots = D_1^p h^0(y, y) = 0$.

**Proof.** If $h^0(y, y) \equiv 0$, then $F^0(y, y) \equiv 0$ by (2.23). Hence by (2.21), $F^0_u(x, y) \equiv 0$. Also the nondiagonal elements of $F^0$ are already identically 0. By (2.24)

$$\int_y^x R^0(x, t)g^1(t, y)dt + h^0(x, y) = 0.$$ 

Hence

$$D_1h^0(x, y) = - R^0(x, x)g^1(x, y) + \int_y^x D_1R^0(x, t)g^1(t, y)dt,$$

and therefore $0 = D_1h^0(y, y) = R^0(y, y)g^1(y, y)$. Since $R^0(y, y)$ is nonsingular, it follows that $g^1(y, y) \equiv 0$. In the same way one sees that $D_1g^1(y, y) = 0$ for $1 \leq i \leq p - 1$. Let $r$ be a positive integer less than $p$, and suppose that for $1 \leq j \leq r$ we have $F^j = 0$ and $g^j(y, y) \equiv 0$. Then $D_1g^j(y, y) = \cdots = D_1^{p-j}g^j(y, y) \equiv 0$. Hence the nondiagonal elements of $F^r$ are identically 0. Also by (2.26) and (2.27), $F^r_u$ satisfies a homogeneous first order linear differential equation. But by (2.29) and the induction hypothesis $0 \equiv g^r(y, y) = F^r_u(y, y)$. Hence the diagonal elements of $F^r$ also vanish identically. Finally by (2.30)
If we differentiate \( p - r \) times we find that 
\[ g^{p+1}(y, y) = D_{1}g^{p+1}(y, y) = \cdots = D_{q}g^{q+1}(y, y). \] 
This completes our induction proof of the first part of our statement.

Now suppose \( F^{0} = \cdots = F^{p} = 0 \). Then by (2.18c) we have

\[ h^{0}(x, y) = \int_{y}^{x} R^{0}(x, t)g^{1}(t, y)dt, \]
\[ g^{1}(x, y) = \int_{y}^{x} R^{0}(x, t)g^{2}(t, y)dt + \int_{y}^{x} R^{1}(x, t)g^{1}(t, y)dt, \]
\[ \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \]
\[ g^{p}(x, y) = \int_{y}^{x} R^{0}(x, t)g^{p+1}(t, y)dt + \cdots + \int_{y}^{x} R^{p}(x, t)g^{1}(t, y)dt. \]

Hence \( h^{0}(y, y) = g^{0}(y, y) = \cdots = g^{p}(y, y) = 0 \). If we differentiate the first \( p \) equations we find that 
\[ D_{1}h^{0}(y, y) = D_{1}g^{1}(y, y) = \cdots = D_{1}g^{p-1}(y, y) = 0. \] 
Continuing in this way we arrive at our result.

In the general case where the \( h^{q} \) are not identically 0 for \( q \geq 1 \), the condition that \( F^{0} = \cdots = F^{p} = 0 \) becomes \( g^{1}(y, y) = h^{1}(y, y), j = 0, \cdots, p \). This leads to a complicated condition on the values of the \( h^{q} \) and their derivatives at \( x = y \).

We now turn our attention to the \( g^{i} \)'s. The case in which \( g^{1} \) is identically 0, turns out to be equivalent to the case in which the solution of (2.3) is a column of the resolvent of \( R \).

**Theorem 4.2.** In the expansion (2.7), \( g^{1} \equiv 0 \) if and only if 
\[ h^{0}(x, y) = R^{0}(x, y)b(y) \] 
for some vector \( b \) depending on \( y \) alone.

**Proof.** By (2.24), \( g^{1} \equiv 0 \) if and only if
\[ h^{0}(x, y) = R^{0}(x, y)F^{0}(y, y)R^{0}(y, y)^{-1}e(y, y). \]
Hence if \( g^{1} \equiv 0 \), \( h^{0} \) must have the form indicated. Conversely if \( h^{0}(x, y) = R^{0}(x, y)b(y) \), then \( b(y) = R^{0}(y, y)^{-1}h^{0}(y, y) \). Hence
\[ h^{0}(x, y) = R^{0}(x, y)R^{0}(y, y)^{-1}h^{0}(y, y) = R^{0}(x, y)R^{0}(y, y)^{-1}F^{0}(y, y)e(y, y) \]
by (2.22), and the right side is equal to \( R^{0}(x, y)F^{0}(y, y)R^{0}(y, y)^{-1}e(y, y) \) since diagonal matrices commute.

**Definition 4.3.** Let \( e_{i}^{p} \) be the vector whose \( i \)th component is \( \delta_{ip} \).

If we set \( h = Re_{p} \), then \( h \) becomes the \( p \)th column of \( R \). In this case the solution of (2.3) will be the \( p \)th column of the resolvent of \( R \) (see §1). Thus Theorem 2.6 furnishes an asymptotic expansion for each column of the resolvent. By Theorem 4.2, in each of these expansions \( g^{1} \equiv 0 \). A natural
question then is the nature of kernels $R$ which are such that $g^2 \equiv 0$ in the expansion for each of the columns of the resolvent. This is answered by:

**Theorem 4.4.** In the expansions for the columns of the resolvent $S$ of $R$ all the $g^1$s are identically 0, and all the $g^2$s are identically 0 if and only if $R^0(x, y)$ has the form $A(x)B(y)$.

**Proof.** In (2.7) we set $h^i = R^i e^p$. Then $g^1 \equiv 0$ and the equation for $g^2$ becomes

\[ 0 = \int_y^x R^0(x, t) g^2(t, y) \, dt + h^1(x, y) \]

\[ + \left[ D(R^0 : F^0)(x, y, y) - R^1(x, y) F^0(y, y) \right] R^0(y, y)^{-1} e(y, y). \]

By (2.22) we have

\[ R^1(x, y) F^0(y, y) R^0(y, y)^{-1} e(y, y) \]

\[ = R^1(x, y) R^0(y, y)^{-1} h^0(y, y) = R^1(x, y) e^p = h^1(x, y) \]

since the diagonal matrices $F^0(y, y)$ and $R^0(y, y)^{-1}$ commute. Also by (2.18a)

\[ F^1(y, y) = [-D(R^0 : F^0)(y, y, y) + R^1(y, y) F^0(y, y) + R^0(y, y) F^1(y, y)] R^0(y, y)^{-1}. \]

Hence if we multiply each side on the right by $e(y, y)$ and use (2.18b) and (4.2) we obtain

\[ h^1(y, y) = [-D(R^0 : F^0)(y, y, y) + R^0(y, y) F^1(y, y)] R^0(y, y)^{-1} e(y, y) + h^1(y, y). \]

Thus

\[ R^0(x, y) F^1(y, y) R^0(y, y)^{-1} e(y, y) \]

\[ = R^0(x, y) R^0(y, y)^{-1} D(R^0 : F^0)(x, y, y) R^0(y, y)^{-1} e(y, y). \]

Now (4.1), (4.2), and (4.3) show that $g^2 \equiv 0$ in the expansion for the $p$th column of $S$ if and only if

\[ [D(R^0 : F^0)(x, y, y) - R^0(x, y) R^0(y, y)^{-1} D(R^0 : F^0)(x, y, y)] R^0(y, y)^{-1} e(y, y) = 0. \]

By definition

\[ D(R^0 : F^0)(x, y, y) = \frac{\partial}{\partial t} \left[ R^0(x, t) F^0(t, y) R^0(t, y)^{-1} \right]_{t=y} \]

\[ = R^0(x, y) \frac{\partial}{\partial t} \left[ F^0(t, y) R^0(t, y)^{-1} \right]_{t=y} \]

\[ + D_2 R^0(x, y) F^0(y, y) R^0(y, y)^{-1}. \]
Hence
\[ D(R^0:F^0)(y, y, y) = R^0(y, y) \frac{\partial}{\partial t} \left[ F^0(t, y) R^0(t, t)^{-1} \right]_{t=y} + D_2 R^0(y, y) F^0(y, y) R^0(y, y)^{-1}. \]

Thus the bracketed expression in (4.4) reduces to
\[ [D_2 R^0(x, y) - R^0(x, y) R^0(y, y)^{-1} D_2 R^0(y, y)] F^0(y, y) R^0(y, y)^{-1}. \]

Therefore our condition becomes
\[ [D_2 R^0(x, y) - R^0(x, y) R^0(y, y)^{-1} D_2 R^0(y, y)] R^0(y, y) - x e^p = 0. \]

Since \( R^0(y, y)^{-1} \) is nonsingular, this holds for \( p = 1, \ldots, n \) if and only if
\begin{equation}
D_2 R^0(x, y) = R^0(x, y) R^0(y, y)^{-1} D_2 R^0(y, y). \tag{4.5}
\end{equation}

Our proof will now be complete if we apply the following lemma.

**Lemma 4.5.** Let \( F \) be a function matrix of class \( C^1 \) on \( T \) and suppose \( F(y, y) \) is nonsingular. A necessary and sufficient condition that \( F(x, y) \) be expressible in the form \( A(x) B(y) \) is that \( D_2 F(x, y) = F(x, y) F(y, y)^{-1} D_2 F(y, y) \).

**Proof.** If \( F(x, y) = A(x) B(y) \), then \( A \) and \( B \) are nonsingular and it is easily seen that the condition is satisfied. Conversely, if \( D_2 F(x, y) = F(x, y) C(y) \), then \( F \) satisfies the system
\[ \frac{d}{dy} Y(y) = Y(y) C(y) \]
with initial conditions \( Y(x) = F(x, x) \). Now let \( Y_1(y) \) be a particular solution of this system with \( Y_1(a) \) nonsingular. Then by a classical theorem \( Y_1(y) \) is nonsingular in \( I \). Hence for each \( x \) in \( I \), \( F(x, y) = F(x, x) Y_1(x)^{-1} Y_1(y) \) for \( a \leq y \leq x \) by the uniqueness theorem.

**Theorem 4.6.** If \( R(x, y, \lambda) = R^0(x, y) = A(x) B(y) \), then in the expansion for the columns of \( S \) all the \( g \)'s are identically 0.

**Proof.** In this case \( D_2 R^0(x, y) = R^0(x, y) C^1(y) \), and hence \( D_2 R^0(x, y) = R^0(x, y) C^0(y) \). Now
\[ D(R^0:F^0)(x, y, y) = D_2 R^0(x, y) F^0(y, y) R^0(y, y)^{-1} + R^0(x, y) \frac{\partial}{\partial t} \left[ F^0(t, y) R^0(t, t)^{-1} \right]_{t=y}. \]

By (4.5) the right side has the form \( R^0(x, y) P^0(y) \), and similarly
\[ D^0(R^0:F^0)(x, y, y) = R^0(x, y) P^0(y). \]
Hence

\[(4.6) \quad D^i(R^0:F^i)(x, y, y) = R^0(x, y)R^0(y, y)^{-1}D^i(R^0:F^i)(y, y, y).\]

Now suppose all the \(g^2\)'s, \(\cdots\), \(g^r\)'s are identically 0, \(r \geq 2\). Then by (2.18c) the \(g^{r+1}\) for the \(p\)th column of \(S\) is identically 0 if and only if

\[(4.7) \quad \sum_{s=0}^{r} (-1)^{r-s}D^{r-s}(R^0:F^s)(x, y, y)R^0(y, y)^{-1}e(y, y) = 0,\]

since in our case \(h^q \equiv 0\) for \(q > 0\). Now by (2.18a) we have

\[F^r(y, y) = \sum_{s=0}^{r} (-1)^{r-s}D^{r-s}(R^0:F^s)(y, y, y)R^0(y, y)^{-1}.\]

Hence by (2.18b)

\[\sum_{s=0}^{r} (-1)^{r-s}D^{r-s}(R^0:F^s)(y, y, y)R^0(y, y)^{-1}e(y, y) = 0.\]

Therefore

\[F^r(y, y)R^0(y, y)^{-1}e(y, y) = - R^0(y, y)^{-1} \sum_{s=0}^{r-1} (-1)^{r-s}D^{r-s}(R^0:F^s)(y, y, y)R^0(y, y)^{-1}e(y, y).\]

Substituting this in the \(s = r\) term of (4.7) we obtain

\[0 = \left[ \sum_{s=0}^{r-1} (-1)^{r-s}D^{r-s}(R^0:F^s)(x, y, y) - R^0(x, y)R^0(y, y)^{-1} \sum_{s=0}^{r-1} (-1)^{r-s}D^{r-s}(R^0:F^s)(y, y, y) \right] R^0(y, y)^{-1}e(y, y).\]

But the expression in brackets vanishes because of (4.6). The case \(r = 2\) has been covered in Theorem 4.4.

In the general case the situation is described in the next theorem. The proof is long and will be omitted.

**Theorem 4.7.** In the expansion for the columns of \(S\), all the \(g^2\)'s, \(\cdots\), \(g^r\)'s are identically 0 if and only if there exist matrices \(A^0, \cdots, A^{r-2}, B^0, \cdots, B^{r-2}\) such that

\[R^0(x, y) = A^0(x)B^0(y),\]
\[R^1(x, y) = A^0(x)B^1(y) + A^1(x)B^0(y),\]
\[\cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \]
\[R^{r-2}(x, y) = A^0(x)B^{r-2}(y) + \cdots + A^{r-2}(x)B^0(y).\]
As an illustration of Theorems 4.4 and 4.6, consider the case in which
\[ R(x, y, \lambda) = R^0(x, y) = \begin{pmatrix} 1 & x - y \\ 0 & x \end{pmatrix} \]
and \( T \) does not contain the origin. It is easily seen that \( R^0(x, y)^{-1}D_2R^0(x, y) \) depends on \( y \) alone, and hence \( R^0(x, y) \) is expressible in the form \( A(x)B(y) \). For example we may choose
\[ A(x) = \begin{pmatrix} x & 1 \\ x & 0 \end{pmatrix}, \quad B(y) = \begin{pmatrix} 0 & 1 \\ 1 & -y \end{pmatrix}. \]

In this case \( S \) is easily found by solving the second equation of the system first.

\[ S(x, y, \lambda) = \begin{pmatrix} \int_\gamma e^{\lambda(x - y)} \int_\gamma e^{\lambda(x^2 - y^2)/2} dx \\
0 \end{pmatrix}x e^{\lambda(x^2 - y^2)/2} \]

The asymptotic expansion of \( S_{12}(x, y, \lambda) \) consists of a sum of two series, one multiplied by \( e^{\lambda(x-y)} \) and the other by \( e^{\lambda(x^2-y^2)/2} \). Note that when \( R(x, y, \lambda) = A(x)B(y) \), it is by no means always possible to obtain simple explicit expressions for \( S(x, y, \lambda) \) (except when \( n = 1 \)).

The solution \( u \) of (2.1) has the asymptotic expansion
\[ u(x, y, \lambda) = \sum_{i=0}^{k-1} \lambda^{-i}C(x)F^i(x, y)e(x, y) + \sum_{i=1}^{k} \lambda^{-i}C(x)g^i(x, y) + \lambda^{-k}C(x)w(x, y, \lambda). \]

Now \( h(x, y, \lambda) = C(x)^{-1}f(x, y, \lambda) \) and \( R(x, y, \lambda) = C(x)^{-1}K(x, y, \lambda)C(y) \). Hence in the statements of Theorems 4.1 and 4.2, we may replace \( h \) and \( R \) by \( f \) and \( K \). As for the other theorems in this section, let \( Q \) be the resolvent of \( K \). It is easily seen from the relations \( Q - K = \lambda K \ast Q, S - R = \lambda R \ast S \), that \( S(x, y, \lambda) = C(x)^{-1}Q(x, y, \lambda)C(y) \). Hence the \( g^2 \)'s for all the columns of \( Q \) are identically 0 if and only if the \( g^2 \)'s for all the columns of \( S \) are identically 0. Also \( R^0(x, y) = A(x)B(y) \) if and only if \( K^0(x, y) = C(x)A(x)B(y)C(y)^{-1} \). Hence in Theorems 4.4 and 4.6 we need only replace \( S \) and \( R \) by \( Q \) and \( K \). The same applies to the statement of Theorem 4.7.

5. An application. The results of the previous sections may be applied to give the asymptotic behavior of solutions to integro-differential equations of the form
\[ \theta(x, \lambda) + \lambda \alpha_1(x, \lambda)\theta(x, \lambda) + \cdots + \lambda^{n-1}\alpha_{n-1}(x, \lambda)\theta(x, \lambda) \]
\[ + \lambda^n \int_\alpha^x \Gamma(t, \lambda)\theta(t, \lambda)dt = \lambda^n\phi(x, \lambda). \]
where $\theta^{(k)}(x, \lambda) = d^k/dx^k \theta(x, \lambda)$, and the given functions have asymptotic developments of the form

$$\alpha_i(x, \lambda) = \alpha_i^0(x) + \frac{1}{\lambda}\alpha_i^1(x) + \cdots,$$

$$\phi(x, \lambda) = \phi^0(x) + \frac{1}{\lambda}\phi^1(x) + \cdots,$$

$$\Gamma(x, y, \lambda) = \Gamma_0(x, y) + \frac{1}{\lambda}\Gamma_1(x, y) + \cdots.$$

If we set

$$u_i(x, \lambda) = \lambda^{-i\theta^{(i-1)}(x, \lambda)}, \quad i = 1, \ldots, n,$$

then for $1 \leq i \leq n - 1$, we have

$$u_i(x, \lambda) = \lambda \int_a^x u_{i+1}(t, \lambda)dt + \lambda^{-i\theta^{(i-1)}(x, \lambda)},$$

and by (5.1)

$$u_n(x, \lambda) + \alpha_1(x, \lambda)u_{n-1}(x, \lambda) + \cdots + \alpha_{n-1}(x, \lambda)u_1(x, \lambda) + \lambda \int_a^x \Gamma(x, t, \lambda)u(t, \lambda)dt = \phi(x, \lambda).$$

Using (5.3) we have

$$u_n(x, \lambda) + \lambda \int_a^x \alpha_1(x, \lambda)u_n(t, \lambda)dt + \cdots + \lambda \int_a^x \alpha_{n-1}(x, \lambda)u_2(t, \lambda)dt + \lambda \int_a^x \Gamma(x, t, \lambda)u_1(t, \lambda)dt$$

$$= \phi(x, \lambda) - \alpha_{n-1}(x, \lambda)\theta(\alpha, \lambda)/\lambda - \cdots - \alpha_1(x, \lambda)\theta^{(n-2)}(\alpha, \lambda)/\lambda^{n-1}.$$

Equations (5.3) and (5.4) form a system of integral equations with kernel matrix

$$K(x, y, \lambda) = \begin{bmatrix}
0 & 1 & 0 & \cdots & 0 \\
0 & 0 & 1 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & 1 \\
-\Gamma(x, y, \lambda) & -\alpha_{n-1}(x, \lambda) & -\alpha_{n-2}(x, \lambda) & \cdots & -\alpha_1(x, \lambda)
\end{bmatrix}.$$

The characteristic equation for $K^0(x, x)$ is

$$\rho^n + \rho^{n-1} \alpha_1(x) + \cdots + \rho \alpha_{n-1}(x) + \Gamma_0(x, x) = 0.$$

If the roots of this equation are distinct and different from 0 for all $x$ in $I$.
we may apply our theory to this system.

Consider the single equation

$$
\theta(x) = \mu \int_a^x \Gamma(x, t) \theta(t) dt + \mu \phi(x).
$$

As $\mu \to \infty$, (5.5) reduces to an integral equation of the first kind

$$
\int_a^x \Gamma(x, t) \theta(t) dt + \phi(x) = 0.
$$

As an application of our theory we shall investigate the convergence of the solution of (5.5) to the solution of (5.6). Peres [4, pp. 26–30] has shown that if $\Gamma$ and $\phi$ are real-valued and of class $C^2$, and if $\Gamma(x, x)$ is positive in $I$, then the solution of (5.5) approaches the solution of (5.6) as $\mu \to \infty$ along the negative real axis (provided that $\phi(\alpha) = 0$, so that (5.6) has a solution).

We suppose that $\Gamma$ is real-valued and is of order $n$. That is, there exists an integer $n \geq 1$ such that $D_1^{n-1} \Gamma(x, x) \neq 0$ in $I$ and $D_1^p \Gamma(x, x) = 0$ for $0 \leq p < n - 1$. By adjusting the sign of $\mu$ we may suppose that $\Delta(x) = D_1^{n-1} \Gamma(x, x)$ is positive in $I$. In order that (5.6) have a solution, we assume that $\phi(\alpha) = \cdots = \phi^{(n-1)}(\alpha) = 0$.

Now (5.5) is equivalent to the integro-differential equation

$$
\theta^{(n-1)}(x) = \mu \int_a^x D_1^{n-1} \Gamma(x, t) \theta(t) dt + \mu \phi^{(n-1)}(x)
$$

with initial conditions $\theta(\alpha) = \theta^{(1)}(\alpha) = \cdots = \theta^{(n-2)}(\alpha) = 0$. If we make the substitution (5.2) where $\lambda^n = \mu$ we find that (5.7) is equivalent to the system

$$
u(x) = \lambda \int_a^x K(x, t) \nu(t) dt + f(x),$$

where

$$
K(x, y) = \begin{pmatrix}
0 & 1 & 0 & \cdots & 0 \\
0 & 0 & 1 & \cdots & 0 \\
& & \ddots & \ddots & \ddots \\
& & & D_1^{n-1} \Gamma(x, y) & 0 & 0 & \cdots & 0
\end{pmatrix}
$$

and

$$
f_i(x) = \delta_{i\alpha} \phi^{(n-1)}(x).
$$

By hypothesis $f(\alpha) = 0$. The characteristic equation for $K(x, x)$ is $\rho^n - \Delta(x) = 0$. If $\gamma_1(x), \cdots, \gamma_n(x)$ is a certain ordering of the roots, then under the substitution described in §2, we obtain the equation
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\[ v(x) = \lambda \int_a^x R(x, t)v(t)\,dt + h(x). \]

In the expansion given by Theorem 2.1 we shall drop the letter indicating the dependence of the coefficients on the lower limit of integration. Now \( h(\alpha) = C(\alpha)^{-1}f(\alpha) = 0 \). Hence by Theorem 4.1, \( F^0(x) = 0 \). By (2.24) the equation for \( g^1 \) is

\[ 0 = \int_a^x R(x, t)g^1(t)\,dt + h(x). \]

If we multiply through on the right by \( C(x) \) we obtain

\[ \int_a^x K(x, t)[C(t)g^1(t)]\,dt + f(x) = 0. \]

Using (5.8) and (5.9) we find that all the components of \( C(x)g^1(x) \) are 0 except for the first. If we denote the first component of \( C(x)g^1(x) \) by \( \xi(x) \), we have

\[ (5.10) \int_a^x D_1^{n-1}\Gamma(x, t)\xi(t)\,dt + \phi^{(n-1)}(x) = 0. \]

Now (5.10) shows that \( \xi \) is the solution of (5.6).

If \( \phi^{(n)}(\alpha) = 0 \), then \( h^{(1)}(\alpha) = 0 \) and hence, by Theorem 4.1, \( F^1(x) = 0 \). Conversely if \( \phi^{(n)}(\alpha) \neq 0 \), not all the elements in the first row of \( C(\alpha)F^1(\alpha) \) are 0. Indeed their sum is \( [C(\alpha)F^1(\alpha)\xi(\alpha)]_1 = -[C(\alpha)g^1(\alpha)]_1 = -\xi(\alpha) \) by (2.18b), and from (5.10), \( -\xi(\alpha) = \phi^{(n)}(\alpha)/\Lambda(\alpha) \).

Now suppose \( \Gamma \) and \( \phi \) are of class \( C^{n+1} \), Applying Theorem 3.10 with \( k = 3 \), we have

\[ u(x) = C(x)F^1(x)e(x)/\lambda + C(x)g^1(x)/\lambda + r(x, \lambda)/\lambda^2, \]

where \( r(x, \lambda) = g^2(x) + g^3(x) + F^2(x)e(x) + w(x, \lambda)/\lambda \) is bounded in \( \mathbb{C}_1 \), and \( \bar{s} \) is bounded in \( \mathbb{C}_2 \). If we multiply by \( \lambda \) and equate first components, we have

\[ \theta(x) = \lambda u_1(x) = \sum_i [C(\alpha)F^1(\alpha)]_{1i}\xi_i(x) + \xi(x) + r_1(x, \lambda)/\lambda. \]

Thus if \( \phi^{(n)}(\alpha) = 0 \), \( F^1(\alpha) = 0 \) and \( \theta(x) \) approaches \( \xi(x) \) uniformly in \( I \) as \( \lambda \to \infty \) in \( Z_1 \), and the same will be true if \( \lambda' \to \infty \) in \( Z_2 \) in such a way that \( R(\lambda\gamma(x)) \) remains bounded above. If \( \phi^{(n)}(\alpha) \neq 0 \), \( \theta(x) \) does not approach \( \xi(x) \) as \( \lambda \to \infty \) in \( Z_1 \), but it does for \( \lambda \) in \( Z_1' \), and the convergence will be uniform in any interval of the form \( \alpha + \eta \leq x \leq \beta \), where \( \eta \) is a small positive constant. Also \( \limsup |\theta(x)| = +\infty \) as \( \lambda \to \infty \) in \( Z_2 \) in such a way that \( R(\lambda\gamma_1(x)) \to +\infty \).

Now for \( n = 1 \), the \( Z_1 \) region is the closed left half-plane, the \( Z_1' \) region is the sector \( |\pi - \arg \mu| \leq \pi/2 - \delta \), and the \( Z_2 \) region is the closed right half-plane.
Hence if $\phi(1)(\alpha) = 0$, $\theta(x) \to \xi(x)$ uniformly in $I$ as $\mu \to \infty$ in such a way that $R(\mu)$ remains bounded above. If $\phi(1)(\alpha) \neq 0$, then $\theta(x) \to \xi(x)$ uniformly in $\alpha + \eta \leq x \leq \beta$ as $\mu \to \infty$ in the sector $|\pi - \arg \mu| \leq \pi/2 - \delta$. This last statement can also be proved by using Theorem 3.14 if $\Gamma$ and $\phi$ are only of class $C^2$.

For $n > 1$ we need only consider the $Z$ regions lying in the sector $0 \leq \arg \lambda \leq 2\pi/n$ since the solution of (5.5) is single-valued in $\mu$.

For $n = 2$, the $Z$ region corresponding to the choice $\gamma_1(x) = + (\Lambda(x))^{1/2}$ is the closed left half-plane and it is a $Z_2$ region as well. Also the $Z$ region corresponding to the choice $\gamma_1(x) = - (\Lambda(x))^{1/2}$ is the closed right half-plane and it is a $Z_2$ region as well. The $Z_1$ region in each case is the imaginary axis. Hence if $\phi(2)(\alpha) = 0$, $\theta(x)$ approaches $\xi(x)$ uniformly in $I$ as $\lambda \to \infty$ in such a way that $|R(\lambda)|$ remains bounded, that is, as $\mu \to \infty$ in such a way that $|R(\mu^{1/2})|$ remains bounded. If $\phi(4)(\alpha) \neq 0$, then $\lim sup |\theta(x)| = \infty$ as $\lambda \to \infty$ in such a way that $R(\lambda) \to \pm \infty$.

Finally for $n \geq 3$ the sectors $0 \leq \arg \lambda \leq \pi/n$, $\pi/n \leq \arg \lambda \leq 2\pi/n$ are $Z$ regions and $Z_2$ regions as well. In each of these sectors

$$R(\lambda \gamma_1(x)) = \max_{1 \leq i \leq n} R(\lambda \gamma_i(x)) \geq \frac{|\lambda|}{2} (\Lambda(x))^{1/n}.$$ 

Hence $R(\lambda \gamma_1(x)) \to + \infty$ as $\lambda \to \infty$. Thus if $\Gamma$ and $\phi$ are differentiable infinitely often, the only possibility for $\lim sup |\theta(x)|$ to remain finite as $\mu \to \infty$ is for all derivatives of $\phi$ to be 0 at $x = \alpha$.
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