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INTRODUCTION

The present paper lays no claim to deep originality. Its main purpose is
to give a systematic treatment of the methods by which topological questions
concerning compact Lie groups may be reduced to algebraic questions con-
erning Lie algebras(1). This reduction proceeds in three steps: (1) replacing
questions on homology groups by questions on differential forms. This is
accomplished by de Rham's theorems(2) (which, incidentally, seem to have
been conjectured by Cartan for this very purpose); (2) replacing the con-
sideration of arbitrary differential forms by that of invariant differential
forms: this is accomplished by using invariant integration on the group
manifold; (3) replacing the consideration of invariant differential forms by
that of alternating multilinear forms on the Lie algebra of the group.

We study here the question not only of the topological nature of the
whole group, but also of the manifolds on which the group operates. Chapter I
is concerned essentially with step 2 of the list above (step 1 depending here,
as in the case of the whole group, on de Rham's theorems). Besides consider-
ing invariant forms, we also introduce "equivariant" forms, defined in terms
of a suitable linear representation of the group; Theorem 2.2 states that,
when this representation does not contain the trivial representation, equi-
variant forms are of no use for topology; however, it states this negative result
in the form of a positive property of equivariant forms which is of interest
by itself, since it is the key to Levi's theorem (cf. later).

Chapter II is concerned with step 3 of the above list. It is then necessary
to assume that the group operates transitively on the manifold under con-
sideration, that is, that this manifold is a homogeneous space relative to the
group. Theorem 13.1, in connection with Theorem 2.3, indicates a method by
which the Betti numbers of any homogeneous space attached to a connected
compact Lie group may be computed algebraically. However, applications of
this theorem are still lacking. In particular, it is desirable to obtain an alge-
braic proof of Samelson's theorem(3) to the effect that, if a closed subgroup
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$H$ of a connected compact Lie group $G$ is not homologous to 0, then the cohomology ring of $G$ is the product of the cohomology rings of $H$ and $G/H$.

The topological questions on compact Lie groups, once they have been reduced to algebraic questions on Lie algebras, suggest a certain number of purely algebraic objects, which may be constructed in relation with any Lie algebra over a field of characteristic zero. One arrives in this way to the notion of the cohomology groups of an arbitrary Lie algebra $L$, which is the object of Chapters III and IV (Chapter III is concerned with the cohomology groups which correspond to invariant forms, Chapter IV with those which correspond to equivariant forms). Properties of these cohomology groups may be derived either from transcendental properties of compact groups (such properties apply only to semi-simple Lie algebras and are then obtained by making use of H. Weyl's "unitary trick") or purely algebraically. Thus, Whitehead's algebraic lemma (4) (which is used to prove Levi's theorems) states in our terminology that the second cohomology groups of any semi-simple Lie algebra always reduce to $\{0\}$. The first cohomology groups also reduce to $\{0\}$, and this fact can be used to prove algebraically the full reducibility of representations of semi-simple Lie algebras (cf. the paper of Hochschild quoted above). In general, the second cohomology group of any Lie algebra $L$ (with respect to the trivial representation) is the dual space of the full exterior center of $L$, a notion which was introduced by Ado(6). The theorem proved by Ado in this connection can be restated by saying that if $L \neq \{0\}$ is nilpotent, then its second cohomology group is not equal to $\{0\}$. Finally, we show (following Cartan) that the third cohomology group of a semi-simple algebra $L \neq \{0\}$ never reduces to $\{0\}$, which proves that the third Betti number of a compact connected semi-simple Lie group is always not equal to 0.

We make constant use of the notions and theorems contained in the book by one of us (C. Chevalley, Theory of Lie groups, I, Princeton University Press, 1940); this book will be referred to as LG.

Chapter I. Manifolds with operators

1. Differential forms on a manifold. Let $M$ be a manifold of dimension $d$ and class $C^2$. At every point $m$ of $M$ we consider the space $V(m)$ of tangent vectors to $M$ at $m$ [LG, p. 76]$. V(m)$ is a vector space of dimension $d$ over
the field $\mathbb{R}$ of real numbers. Given an arbitrary finite-dimensional vector space $V$ over $\mathbb{R}$, we denote by $C^q(m, V)$ the vector space of all $q$-linear alternating functions defined on $V(m)$ with values in $V$. If $V=\mathbb{R}$ then $C^q(m) = C^q(m, \mathbb{R})$ is the set of homogenous elements of order $q$ in the (contravariant) Grassmann algebra of $V(m)$. By definition $C^0(m, V) = V$.

A $V$-differential form (or shorter: $V$-form) of order $q$ on $M$ is a function $\omega$ which to each $m \in M$ assigns an element $\omega(m) \in C^q(m, V)$. If $V = \mathbb{R}$ we omit the prefix $V$- and speak of differential forms on $M$.

The usual definition of the differential $d\omega$ of a form of class $C^1$ [LG, p. 148] can be carried over to $V$-forms in the following manner. We select a basis $v_1, \ldots, v_k$ for the vectors in $V$. The $V$-form $\omega$ can then be written as $\omega = \omega^{(1)}v_1 + \cdots + \omega^{(r)}v_k$ where $\omega^{(k)}$ are differential forms. Define $d\omega = d\omega^{(1)}v_1 + \cdots + d\omega^{(r)}v_k$. Clearly $d\omega$ is a $V$-form of order $q+1$ independent of the choice of the basis.

A $V$-form $\omega$ will be called regular if both $\omega$ and $d\omega$ are of class $C^1$. In the sequel all forms will be assumed regular without explicit statement. If $\omega$ is regular then (as a consequence of Stokes' formula) $d(d\omega) = 0$, hence $d\omega$ also is regular.

$V$-forms $\omega$ such that $d\omega = 0$ are called closed. Those of the form $\omega = d\theta$ where $\theta$ is a $V$-form of one lower order are called exact. Since $dd\omega = 0$, every exact $V$-form is closed. The quotient space of the linear set of closed $V$-forms of order $q$ by the subspace of the exact $V$-forms of order $q$ will be denoted by $D^q(M, V)$ and by $D^q(M)$ if $V = \mathbb{R}$. By analogy with topology $D^q(M, V)$ will be called the $q$-dimensional cohomology group of $M$ obtained using $V$-forms.

If $V = \mathbb{R}$ then we also have the Grassmann multiplication of differential forms which to two forms $\omega^p$ and $\omega^q$ of order $p$ and $q$ respectively defines a form $\omega^p \square \omega^q$ of order $p+q$. This multiplication has the property [LG, p. 148] that

\[ d(\omega^p \square \omega^q) = d\omega^p \square \omega^q + (-1)^p \omega^p \square d\omega^q \]

which implies that the product of two closed forms is closed and that the product of a closed form and of an exact one (taken in any order) is exact. Thus the Grassmann multiplication defines a multiplication of elements in $D^p(M)$ and $D^q(M)$ with values in $D^{p+q}(M)$. The direct sum $D(M)$ of the groups $D^q(M)$ for all $q \geq 0$ thus becomes a ring (or rather an algebra over $\mathbb{R}$) which we shall call the cohomology ring of $M$ obtained using differential forms.

Let $P: V \to V$ be a linear transformation. For every $f \in C^q(m, V)$ we then...
have the composite function \( Pf \in C^2(m, V) \) and the correspondence \( f \mapsto Pf \) is a linear transformation \( P : C^2(m, V) \to C^2(m, V) \). Hence for each \( V \)-form \( \omega \) on \( M \) we may define a \( V \)-form \( P\omega \) by setting \( (P\omega)m = P(\omega m) \). It is easy to see that \( P\omega \) is regular if \( \omega \) is and that

\[
\begin{align*}
(1.2) \quad & \quad d(P\omega) = Pd\omega, \\
(1.3) \quad & \quad P_1(P_2\omega) = (P_1P_2)\omega, \\
(1.4) \quad & \quad P(r_1\omega_1 + r_2\omega_2) = r_1P\omega_1 + r_2P\omega_2, \\
& \quad \text{for} \quad r_1, r_2 \in \mathbb{R}.
\end{align*}
\]

Consider two manifolds \( M_1, M_2 \), a transformation \( T : M_1 \to M_2 \) (all of class \( C^2 \)) and a \( V \)-form \( \omega \) on \( M_2 \). If \( m \in M_1 \) then \( T \) defines [LG, p. 78] a linear mapping of the tangent vector spaces \( dT : V(m) \to V(Tm) \). If \( f \) is any \( g \)-linear function on \( V(Tm) \) then \( fT \) defined by

\[ (fT)(x_1, \cdots, x_q) = f(dT x_1, \cdots, dT x_q), \quad x_1, \cdots, x_q \in V(m), \]

is a \( g \)-linear function on \( V(m) \). Using this notation we define a \( V \)-form \( \omega T \) on \( M_1 \) by setting

\[ (\omega T)m = \omega(Tm)T. \]

If \( \omega \) is regular then so is \( \omega T \). The following properties of \( \omega T \) will be used [LG, p. 152]:

\[
\begin{align*}
(1.5) \quad & \quad d(\omega T) = (d\omega)T, \\
(1.6) \quad & \quad (r_1 \omega_1 + r_2 \omega_2)T = r_1(\omega_1 T) + r_2(\omega_2 T), \\
& \quad \text{for} \quad r_1, r_2 \in \mathbb{R}, \\
(1.7) \quad & \quad P(\omega T) = (P\omega)T, \\
(1.8) \quad & \quad (\omega T_2)T_1 = \omega(T_2T_1),
\end{align*}
\]

where, in (1.8), \( T_1 \) is a mapping of class \( C^2 \) of \( M_1 \) into \( M_2 \) and \( T_2 \) a mapping of class \( C^2 \) of \( M_2 \) into some third manifold \( M_3 \) of class \( C^2 \); \( \omega \) is a form on \( M_3 \).

2. Equivariant forms. We shall assume that a topological group \( G \) is acting as a group of transformations on \( M \). By this we mean that for each \( g \in G \) a transformation

\[ T_g : M \to M \]

of class \( C^2 \) is given such that

\[
\begin{align*}
(2.1) \quad & \quad T_g(m) \text{ is continuous in } g \text{ and } m \text{ simultaneously}, \\
(2.2) \quad & \quad T_{g_1g_2} = T_{g_1}T_{g_2}, \\
(2.3) \quad & \quad T_e(m) = m \quad \text{for each } m \in M,
\end{align*}
\]

where \( e \) denotes the unit element of \( G \).

We shall also assume that a representation \( P \) of \( G \) with a finite-dimensional vector space \( V \) over \( \mathbb{R} \) as representation space is given. For each \( g \in G \) a
linear transformation $P_g : V \to V$ is then defined satisfying conditions analogous to (2.1)–(2.3).

A (regular) $V$-form $\omega$ on $M$ will be called equivariant provided

$$P_g \omega = \omega T_g$$

for each $g \in G$. It follows from (1.2) and (1.5) that if $\omega$ is equivariant then $d\omega$ is equivariant. Propositions (1.4) and (1.6) imply that if $\omega_1$ and $\omega_2$ are equivariant, so is $r_1\omega_1 + r_2\omega_2$ for any $r_1, r_2 \in \mathbb{R}$.

A $V$-form which is the differential of an equivariant form will be called equivariantly exact. The quotient space of the linear set of closed equivariant $V$-forms of order $q$ on $M$ by the subset of equivariantly exact $V$-forms will be denoted by $E^q(M, P)$. We shall refer to $E^q(M, P)$ as the $q$-dimensional cohomology group of $M$ obtained using equivariant $V$-forms.

If $V = \mathbb{R}$ and $P$ is the trivial representation we shall write $E^q(M)$ instead of $E^q(M, P)$. Since the Grassmann product of two equivariant forms is equivariant, it follows as before that the direct sum of the spaces $E^q(M)$ forms a ring $E(M)$.

The equivariant $V$-forms form a linear subspace of the space of $V$-forms. This leads to a natural homomorphism of the cohomology groups

$$\pi : E^q(M, P) \to D^q(M, V).$$

If $V = \mathbb{R}$ and $P$ is trivial, $\pi$ is a ring homomorphism.

The following theorem will be proved in §6.

**Theorem 2.1.** If $G$ is compact then (2.5) maps $E^q(M, P)$ isomorphically into a subspace of $D^q(M, V)$.

A more detailed analysis of (2.5) follows from the decomposition of $P$ into irreducible components. Such a decomposition always exists if $G$ is compact. Let then $V = V_1 + \cdots + V_k$ be a direct decomposition of $V$ into irreducible invariant subspaces and let $P_i$ be the corresponding representations of $G$ in $V_i$. Every $V$-form $\omega$ then decomposes uniquely as

$$\omega = \omega_1 + \cdots + \omega_k$$

with $\omega_i$ being a $V_i$-form. There result direct sum decompositions

$$E^q(M, P) = \sum_i E^q(M, P_i), \quad D^q(M, V) = \sum_i D^q(M, V_i)$$

and an appropriate decomposition of (2.5). Hence we may concentrate our attention on irreducible representations.

In the following two theorems it is assumed that $G$ is compact and connected. The proofs will be given in §6.

**Theorem 2.2.** If the representation $P$ of $G$ is irreducible and nontrivial
then $E^q(M, P) = \{0\}$, that is, every closed equivariant $V$-form is equivariantly exact.

**Theorem 2.3.** If $V = R$ and $P$ is trivial, the correspondence (2.5) is a ring isomorphism onto

$$E(M) \cong D(M),$$

that is, the equivariant forms lead to the same cohomology ring as all the regular differential forms on $M$.

3. The averaging process. We assume that $G$ is compact. This implies the existence of a Haar measure with the measure of $G$ being 1. The definition and properties of integrals of real valued functions defined on $G$ carry over in a trivial fashion to functions with values in a finite-dimensional vector space $V$ over $R$.

Given a continuous $V$-form $\omega$ of order $q$ on $M$ consider the family of $V$-forms

$$\omega^g = P_g \cdot \omega T_g, \quad g \in G.$$

For each $m \in M$, $\omega^g(m)$ is a continuous function on $G$ with values in the vector space $C^q(m, V)$ (this will be established in the course of the proof of (3.1) and (3.2) below). Hence the integral

$$(I\omega)_m = \int_g \omega^g(m) \, dg$$

is a well defined element of $C^q(m, V)$. The $V$-form $I\omega$ thus obtained has the following properties (for $\omega$ regular)

(3.1) \hspace{1cm} I\omega \text{ is regular},

(3.2) \hspace{1cm} d(I\omega) = I(d\omega),

(3.3) \hspace{1cm} I\omega \text{ is equivariant},

(3.4) \hspace{1cm} \text{if $\omega$ is equivariant then $I\omega = \omega$.}

**Proof of (3.1) and (3.2).** Having selected a base in the vector space $V$, we can represent $\omega$ by its components $\omega^{(k)}$ with respect to this base; each $\omega^{(k)}$ is then a differential form of class $C^1$ on $M$. Let $m_0 \in M$ and $g_0 \in G$; we select coordinate systems $(x_1, \ldots, x_n)$ and $(y_1, \ldots, y_n)$ on $M$ at $m_0$ and $T_{g_0}(m_0)$ respectively. We can find a cubic neighbourhood $U = U(m_0, g_0)$ of $m_0$ with respect to $(x_1, \ldots, x_n)$, a cubic neighbourhood $W$ of $T_{g_0}(m_0)$ with respect to $(y_1, \ldots, y_n)$ and a neighbourhood $N = N(m_0, g_0)$ of $g_0$ in $G$ such that $T_g(U) \subset W$ for all $g \in N$. In $W$ each $\omega^{(k)}$ has a certain analytic expression

$$\omega^{(k)} = \sum_{i_1, \ldots, i_q} A^{(k)}_{i_1, \ldots, i_q}(y_1, \ldots, y_n) dy_{i_1} \cdots dy_{i_q}.$$
with respect to the coordinates \( y_1, \ldots, y_n \); the functions \( A^{(k)}_{i_1}, \ldots, i_q \) are of class \( C^1 \). On the other hand if \( m \in U \) is a point with coordinates \( (x_1, \ldots, x_n) \), and if \( g \in N \), the \( y \)-coordinates of \( T_g(m) \) are functions

\[
y_i = \theta_i(x_1, \ldots, x_n; g)
\]

of \( x_1, \ldots, x_n; g \). For \( g \) fixed, \( \theta_i \) are of class \( C^2 \) in \( x_1, \ldots, x_n \). We have

\[
(\omega^{(k)}T_g)(m) = \sum_{i_1, \ldots, i_q} A^{(k)}_i(x_1, \ldots, x_n; g) d\theta_{i_1} \cdots d\theta_{i_q}.
\]

On the other hand the mapping \( \Phi_g \) can be represented (with respect to the base in \( V \)) by a matrix \( \rho_{kl}(g) \), and we have

\[
(\omega^{(k)})(m) = \sum_{i_1, \ldots, i_q} \rho_{i_1, i_1} \cdots \rho_{i_q, i_q} \theta_{i_1} \cdots \theta_{i_q} d\theta_{i_1} \cdots d\theta_{i_q}.
\]

Now, it follows from a theorem of Montgomery(7) that not only the functions \( \theta_i \) but also their partial derivatives of order 1 and 2 are continuous functions of \( (x_1, \ldots, x_n; g) \). This implies that

\[
(\omega^{(k)})(m) = \sum_{i_1, \ldots, i_q} B^{(k)}_{i_1, \ldots, i_q}(x_1, \ldots, x_n; g) dx_{i_1} \cdots dx_{i_q}
\]

where each \( B^{(k)}_{i_1, \ldots, i_q} \) for \( g \) fixed is of class \( C^1 \) and is continuous, together with its partial derivatives in \( (x_1, \ldots, x_n; g) \).

Let \( A \) be any measurable subset of \( N(m_0, g_0) \). Then

\[
\left( \int_A \omega^{(k)}dg \right)(m) = \sum_{i_1, \ldots, i_q} \left( \int_A B^{(k)}_{i_1, \ldots, i_q}(x_1, \ldots, x_n; g)dg \right) dx_{i_1} \cdots dx_{i_q}
\]

and the functions \( \int_A B^{(k)}_{i_1, \ldots, i_q}(x_1, \ldots, x_n; g)dg \) are of class \( C_1 \). Consequently \( \int_A \omega^{(k)}dg \) is a \( V \)-form on \( M \) of class \( C_1 \) on \( U(m_0, g_0) \).

Moreover, we have

\[
\frac{\partial}{\partial x_{i_0}} \int_A B^{(k)}_{i_1, \ldots, i_q}(x_1, \ldots, x_n, g)dg = \int_A \frac{\partial}{\partial x_{i_0}} B^{(k)}_{i_1, \ldots, i_q}(x_1, \ldots, x_n, g)dg.
\]

Therefore

\[
\left( d \int_A \omega^{(k)}dg \right)(m) = \left( \int_A d\omega^{(k)}dg \right)(m) = \left( \int_A (d\omega)^{(k)}dg \right)(m)
\]

for \( m \in U(m_0, g_0) \).

Keeping \( m_0 \) fixed we now vary \( g_0 \). Since \( G \) is compact, there is a finite sequence \( g_i, \ldots, g_s \) such that the neighbourhoods \( N(m_0, g_i) \) cover \( G \). Let \( U(m_0) = \cap_i U(m_0, g_i) \). It follows that \( \int \omega^{(k)}dg \) is of class \( C_1 \) on \( U(m_0) \) and that \( d(\int \omega^{(k)}dg)(m) = (\int (d\omega)^{(k)}dg)(m) \) for \( m \in U(m_0) \). Hence \( I\omega \) is of class \( C_1 \) and

\[ d(I\omega) = I(d\omega). \] Consequently \( d(I\omega) \) also is of class \( C^1 \) and \( I\omega \) is regular.

**Proof of (3.3).** For every \( h \in G \) and \( m \in M \), we have
\[
[(I\omega)T_h](m) = I(\omega(T_hm))T_h = \left( \int \omega^s(T_hm)dg \right)T_h
\]
\[
= \int \omega^s(T_hm)T_hdg = \int (\omega^sT_h)(m)dg = \int (P_{g^{-1}}\omega^sT_gT_h)(m)dg
\]
\[
= \int (P_h\omega^h)(m)dg = P_h\int \omega^h(m)dg = P_h\int \omega^s(m)dg
\]
\[
= [P_hI(\omega)](m).
\]

Hence \( (I\omega)T_h = P_hI(\omega) \).

**Proof of (3.4).** If \( \omega \) is equivariant then \( \omega^s = \omega \) for all \( g \in G \) and \( (I\omega)(m) = \int_G \omega(m)dg = \omega(m) \) since \( G \) has measure 1.

4. **Integration of forms over cycles.** We shall use the singular homology theory as developed by one of the authors \((8)\). In particular \( S(M) \) will denote the singular complex of the manifold \( M \). The cells of \( S(M) \) are equivalence classes of singular simplexes \( T \) which are continuous maps into \( M \)
\[ T : s \to M \]
of euclidean simplexes \( s \) with ordered vertices.

Suppose now that the manifold \( M \) is of class \( C^k \). If the mapping \( T \) can be extended to a neighborhood \( U \) of \( s \) (in the cartesian space containing \( s \)) in such a way that the extended map \( T' \) be of class \( C^k \), then we shall say that \( T \) is a singular simplex of class \( C^k \). The singular simplexes of class \( C^k \) form a closed subcomplex \( S^k(M) \) of \( S(M) \), and we have the identity chain transformation
\[ e^k : S^k(M) \to S(M). \]

It has been proved\((8)\) that \( e^k \) induces isomorphisms of the respective homology and cohomology groups.

We now return to our assumption that \( M \) is of class \( C^2 \) and we shall consider only chains and cycles in \( S^2(M) \). Let
\[ T : s \to M \]
be a singular \( q \)-dimensional simplex of class \( C^2 \). We shall assume that \( T \) has been extended to a map \( T' \) of class \( C^2 \) of some neighbourhood \( U \) of \( s \). Given a continuous differential form \( \omega \) of order \( q \) on \( M \) we then have the form \( \omega T' \) on \( U \) and the integral \( \int_\alpha \omega T' \) is defined in the usual way. This integral is inde-
dependent of the choice of the extension $T'$ and of the choice of $T$ within its equivalence class.

We define

$$\int_T \omega = \int_{T'} \omega T'.$$

Given a $g$-dimensional chain $c = \sum r_i T_i$ in $S^g(M)$ (coefficients in $R$) we define

$$\int_c \omega = \sum r_i \int_{T_i} \omega.$$

If $\omega$ is of class $C^1$ then $\omega T'$ is of class $C^1$ and the classical Stokes formula implies that

$$\int_c d\omega = \int_{\partial c} \omega$$

for every $(q+1)$-chain $c$. Hence if $\omega$ is closed then $\int_c \omega = 0$. It follows that for every homology class $z$ of dimension $q$ and every closed form $\omega$ of order $q$ and class $C^1$ the integral $\int_\omega$ is defined without ambiguity.

Let $\omega$ be a closed $V$-form of class $C^1$. Taking a base in $V$, denote by $\omega^{(k)}$ the components of $\omega$ with respect to this base and by $\int_c \omega$ the element of $V$ whose components are the real numbers $\int_c \omega^{(k)}$. Clearly $\int_c \omega$ is independent of the choice of base in $V$.

If $P: V \rightarrow V$ is a linear transformation then clearly

$$\int_c P \omega = P \left( \int_c \omega \right).$$

(4.1)

Let two manifolds $M_1$, $M_2$ and a mapping $R: M_1 \rightarrow M_2$, all of class $C^2$, be given. Let $\omega$ be a $V$-form on $M_2$ of order $q$ and class $C^1$ and let $T: s \rightarrow M_1$ be a singular $q$-simplex of class $C^1$. With $T'$ defined as before, we have $(\omega R) T' = \omega(RT')$. Therefore

$$\int_T \omega R = \int_{T'} \omega RT' = \int_{RT} \omega$$

where $RT: s \rightarrow M_2$ is a singular simplex of $M_2$. Consequently for every closed form $\omega$ on $M_2$

$$\int_z \omega R = \int_{Rz} \omega$$

(4.2)

where $Rz$ is the image of the homology class $z$ under the homomorphism of the homology groups induced by $R$.

5. Formulation of de Rham's theorems. Let $H_q(M)$ and $H^q(M)$ denote
the \(q\)-dimensional homology and cohomology groups of \(M\) with real coefficients defined using the complex \(S(M)\). The groups \(H^q(M)\) and \(H_q(M)\) are in duality, the product of a cohomology class \(f\) and a homology class \(z\) being the Kronecker index \(KI(f, z)\).

For a fixed closed differential form \(\omega\) of order \(q\) on \(M\) the expression \(\int z \omega\) is a linear function on \(H_q(M)\), hence there is a unique cohomology class \(f \in H^q(M)\) such that

\[
\int z \omega = KI(f, z)
\]

for each \(z \in H_q(M)\). De Rham's theorems(9) imply that the correspondence \(\omega \mapsto f\) establishes an isomorphism.

\[D^q(M) \cong H^q(M).\]

Moreover, this isomorphism is a ring isomorphism of the cohomology ring \(D(M)\) obtained using differential forms (with the Grassmann multiplication) with the cohomology ring \(H(M)\) (with the cup product as multiplication).

In the next section we shall use the following part of the previously stated theorem:

(5.1) If \(\omega\) is a closed form such that \(\int_z \omega = 0\) for every homology class, then \(\omega\) is exact.

There is no explicit proof of the above theorem in the literature. De Rham's original proof is valid for closed manifolds \(M\) carrying a simplicial decomposition of a rather special kind(10).

Theorems 2.2 and 2.3 combined with the theorem of de Rham imply that if \(G\) is compact and connected then both \(D^q(M, V)\) and \(E^q(M, P)\) are isomorphic with certain multiples (in the sense of direct sum) of the cohomology group \(H^q(M)\) (real coefficients). In the case of \(D^q\) the multiplicity is the dimension of \(V\), in the case of \(E^q\) it is the number of times the trivial representation occurs in the irreducible decomposition of the representation \(P\).

6. Proofs of Theorems 2.1–2.3. To prove Theorem 2.1 consider an equivariant closed \(V\)-form \(\omega\) which is exact. Then \(\omega = d\theta\) for some \(V\)-form \(\theta\). By (3.2) and (3.4) we have

\[d(I\theta) = I(d\theta) = I\omega = \omega.\]

Since \(I\theta\) is equivariant by (3.3), it follows that \(\omega\) is equivariantly exact.

Before we proceed with the proofs of Theorems 2.2 and 2.3 we prove the following proposition:

(6.1) If \(G\) is connected then for every \(g \in G\) and every homology class \(z\) in \(M\), \(T_gz = z\).

(10) Cf. footnote 3, p. 62.
Let $M$ be given as some simplicial decomposition and let $K$ be a subcomplex of $M$ containing a cycle of the homology class $z$. Let $K_1$ be a complex containing $K$ in its interior. We may then find a neighbourhood $U$ of the identity $e$ in $G$ such that $T_g(K) \subset K_1$ for each $g \in U$. If we consider the family of mappings $T_g: K \to K_1$, $g \in U$, it follows that there is a neighbourhood $U_1 \subset U$ of the identity such that any map $T_g: K \to K_1$ with $g \in U_1$ is homotopic with the identity map $T_e: K \to K_1$. Hence $T_g^*z = z$ for $g \in U_1$. Since $G$ is connected, this holds for any $g \in G$.

**Proof of Theorem 2.2.** Let $\omega$ be a closed equivariant $V$-form on $M$. Since $P_g \omega = \omega T_g$ for each $g \in G$ it follows from (4.1), (4.2) and (6.1) that for every homology class $z$ we have

$$P_g \int_z \omega = \int_z P_g \omega = \int_z \omega T_g = \int_{T_g^*z} \omega = \int_z \omega.$$ 

Since this holds for every $g \in G$ and since the representation $P$ is irreducible and nontrivial it follows that $\int_z \omega = 0$. Since this holds for every $z$, (5.1) implies that $\omega$ is exact and, by Theorem 2.1, $\omega$ is equivariantly exact.

**Proof of Theorem 2.3.** We have already shown that $\pi: E^q(M) \to D^q(M)$ is an isomorphism into. It is therefore sufficient to prove that $E^q(M)$ is mapped onto $D^q(M)$. Let $\omega$ be a closed form of order $q$ on $M$. Consider the integral $\int_z I\omega$ over a $q$-dimensional homology class $z$. We have

$$\int_z I\omega = \int_z \int_g \omega^q dg = \int_z \int_g \omega T_g dg.$$ 

Since all the functions involved are continuous, Fubini's theorem can be applied; reversing the order of integration and using (4.2) and (6.1) we have

$$\int_z I\omega = \int_g \int_z \omega T_g dg = \int_g \int_{T_g^*z} \omega dg = \int_g \int_z \omega dg = \int_z \omega.$$ 

Hence $\int_z (\omega - I\omega) = 0$ and, by (5.1), $\omega - I\omega$ is exact. This completes the proof.

7. **Double equivariance.** Let $G$ and $H$ be two groups operating on $M$. We shall assume here that $V = \mathbb{R}$. A regular differential form $\omega$ on $M$ will be called doubly equivariant provided

$$\omega_T g = \omega = \omega_T h$$

for all $g \in G$ and $h \in H$. As before we may define cohomology groups $E^q(M)$ using doubly equivariant forms only, and the cohomology ring $E(M)$. As before we have a natural ring homomorphism

$$\pi: E(M) \to D(M).$$

**Theorem 7.1.** If $G$ and $H$ are compact and connected and if the transformations $T_g$ and $T_h$ commute,
\[ T_g T_h = T_h T_g \]

for all \( g \in G, h \in H \), then (7.1) is a ring isomorphism onto

\[ \tilde{E}(M) \approx D(M) \]

**Proof.** Consider the direct product \( G \times H \). For \( (g, h) \in G \times H \) define \( T_{(g, h)} = T_g T_h \). It follows from our assumptions that \( G \times H \) is a compact and connected group operating on \( M \). Let \( \omega \) be a form equivariant relative to \( G \times H \), then \( \omega T_g T_h = \omega \). Taking \( g = e \in G \) we find \( \omega T_h = \omega \) and similarly \( \omega T_g = \omega \) so that \( \omega \) is doubly equivariant. Conversely every doubly equivariant form is equivariant relative to \( G \times H \). Thus Theorem 7.1 is a consequence of Theorem 2.3.

**Chapter II. Localization**

8. The transitive case. We shall assume now that the compact group \( G \) operates on the connected manifold \( M \) transitively, that is, that for each pair \( m_1, m_2 \in M \) there is an element \( g \) in \( G \) such that \( T_g m_1 = m_2 \). We further assume that \( G \) operates on \( M \) effectively, that is, that none of the transformations \( T_g \), except \( T_e \), leave all the points of \( M \) fixed.

Let \( m_0 \) be a point of \( M \), and let \( H \) be the group of elements \( h \in G \) such that \( T_h m_0 = m_0 \). Then for any \( g \in G \), \( T_g m_0 \) depends only on the coset \( gH \) of \( g \) modulo \( H \). The mapping \( gH \to T_g m_0 \) is then a 1-1 continuous mapping of \( G/H \) onto \( M \), and since \( G/H \) is compact, it is a homeomorphism. On the other hand it follows from a theorem of Montgomery(11) that \( G \) is in this case a Lie group; therefore \( G/H \) admits the structure of an analytic manifold. Bochner and Montgomery(12) have also proved that the mapping \( gH \to T_g m_0 \) and its inverse are both of class \( C^2 \). Therefore, we may assume without loss of generality that \( M \) is identical with \( G/H \) and that \( T_{g_1} (g_2 H) = (g_1 g_2) H \).

This being done, the assumption that \( G \) is compact is no longer needed. In the remainder of this chapter \( G \) will be an arbitrary Lie group and \( H \) a closed subgroup of \( G \).

For the moment we shall study the simple case when \( H \) is the trivial subgroup and \( M = G \). We shall return to the case of a nontrivial \( H \) at the end of this chapter.

Given any function \( f \) defined on \( G \) it will be convenient to denote by \( f_e \) the value of \( f \) at the unit element \( e \) of \( G \).

Let \( L \) be the Lie algebra of the group \( G \)[LG, p. 101]. The elements of \( L \) are left invariant infinitesimal transformations \( x \) of \( G \). Hence \( x_e \) is an element of the tangent vector space \( V_e = V(e) \) to \( G \) at \( e \). Because of the left invariance condition, \( x \) is entirely determined by \( x_e \), and we may therefore regard \( V_e \) as the vector space of the Lie algebra \( L \).

---


Given any $V$-form $\omega$ of order $q$ on $G$, the element $\omega_*$ of $C^q(1, V)$ is a $g$-linear alternating function on $V_e$ to $V$. We define

$$\{\omega\}(x_1, \ldots, x_q) = \omega_*(x_1, \ldots, x_q), \quad x_i \in L.$$ 

This way to each $V$-form $\omega$ of order $q$ on $G$ there corresponds a $g$-linear alternating function $\{\omega\}$ with arguments in the Lie algebra $L$ and values in the vector space $V$. The correspondence $\omega \to \{\omega\}$ is obviously linear. Moreover if $\omega$ is equivariant then $\{\omega\} = 0$ implies $\omega = 0$. The last fact follows from the remark that the condition $P_\omega \omega = \omega T_k$ implies that $\omega(g)$ can be obtained from $\omega_*$ by means of suitable linear transformations, and hence $\omega_* = 0$ implies $\omega = 0$.

The passage from $\omega$ to $\{\omega\}$ will be referred to as localization.

9. Localization of left invariant forms. We shall assume that $V = \mathbb{R}$ and that the representation $P$ of $G$ in $V$ is trivial. The equivariance condition on a differential form then becomes a condition of left invariance: $\omega = \omega T_k$ where $T_k g = h g$. We consider two Grassmann algebras: $I_0$ the algebra of left invariant differential forms on $G$, $2^0$ the (contravariant) Grassmann algebra of the vector space of the Lie algebra $L$. The correspondence $\omega \to \{\omega\}$ is then multiplicative:

$$\{\omega_1 \square \omega_2\} = \{\omega_1\} \square \{\omega_2\}. \tag{9.1}$$

**Theorem 9.1.** Let $G$ be a Lie group. The correspondence $\omega \to \{\omega\}$ establishes an isomorphism between the algebra of left invariant differential forms on $G$ and the (contravariant) Grassmann algebra of the vector space of the Lie algebra $L$ of $G$. Moreover

$$\{d\omega\}(x_1, \ldots, x_{q+1}) = \frac{1}{q+1} \sum_{k<l} (-1)^{k+l+1} \{\omega\}([x_k, x_l], x_1, \ldots, \hat{x}_k, \ldots, \hat{x}_l, \ldots, x_{q+1}). \tag{9.2}$$

The symbol $\hat{\cdot}$ over a variable indicates that the appropriate variable is to be omitted.

**Proof.** Let $f$ be a $g$-linear alternating function on the Lie algebra $L$. Represent $f$ as a finite sum of Grassmann products

$$f^k = f_1^k \square \cdots \square f_q^k$$

where $f_1^k$ is a linear function on $L$. For each $f_i^k$ there is [LG, p. 152] an analytic left invariant form $\omega_i^*$ of order 1 on $G$ such that $\{\omega_i^*\} = f_i^k$. Define $\omega^k = \omega_1^* \square \cdots \square \omega_q^*$. Clearly $\omega^k$ is analytic and left invariant and by (9.1) $\{\omega^k\} = f^k$. This proves the first half of theorem, and in addition it proves that every left-invariant form is analytic.

Before we proceed with the proof of (9.2) it will be convenient to give this expression a slightly different form. We first notice that the right-hand side of (9.2) is an alternating function of the variables $x_1, \ldots, x_{q+1}$. Hence if
we apply the operation of alternation, the right-hand side will not change its value. On the other hand the right-hand side of (9.2) is the sum of \( q(q+1)/2 \) terms each of which is obtained from the term

\[
(9.3) \quad \{\omega\}(\{x_1, x_2\}, x_3, \ldots, x_{q+1})
\]

by applying certain permutations to the variables and multiplying by \( \pm 1 \) according to whether the permutation was even or odd. Hence applying the operation of alternation to the various summands in (9.2) will each time give the same result as alternating (9.3). Hence (9.2) is equivalent with the following formula,

\[
(9.4) \quad \{d\omega\}(x_1, \ldots, x_{q+1}) = \frac{q}{2} A[\{\omega\}(\{x_1, x_2\}, x_3, \ldots, x_{q+1})]
\]

where \( A \) is the abbreviation for "alternation."

We prove (9.4) by induction on \( q \). For \( q = 1 \), (9.4) reads

\[
\{d\omega\}(x_1, x_2) = \{\omega\}(\{x_1, x_2\})/2.
\]

This formula for left invariant differential forms \( \omega \) of order 1 is known [LG, p. 153].

Assume that (9.4) holds for orders less than \( q \). Let

\[
\omega = \omega_1 \square \omega_2
\]

be a left invariant form of order \( q \) which is a Grassmann product of a left invariant form \( \omega_1 \) of order 1 and a left invariant form \( \omega_2 \) of order \( q-1 \). Since

\[
d\omega = d\omega_1 \square \omega_2 - \omega_1 \square d\omega_2
\]

we have, by the inductive hypothesis,

\[
\{d\omega\}(x_1, \ldots, x_{q+1}) = \frac{1}{2} A[\{\omega_1\}(\{x_1, x_2\})\{\omega_2\}(x_3, \ldots, x_{q+1})]
\]

\[
- \frac{1}{2} A[\{\omega_1\}(x_1)\{\omega_2\}(\{x_2, x_3\}, x_4, \ldots, x_{q+1})]
\]

\[
= \frac{1}{2} A[\{\omega\}(\{x_1, x_2\}, x_3, \ldots, x_{q+1})]
\]

\[
- \frac{1}{2} A[\{\omega\}(x_1, \{x_2, x_3\}, x_4, \ldots, x_{q+1})]
\]

\[
= \frac{q}{2} A[\{\omega\}(\{x_1, x_2\}, x_3, \ldots, x_{q+1})].
\]

10. localization of equivariant \( V \)-forms. Let \( P \) be a representation of the Lie group \( G \) by means of linear transformations of the \( n \)-dimensional vector space \( V \). Having chosen basis vectors \( v_1, \ldots, v_n \) in \( V \) each linear
transformation \( P_{\gamma} \) is described by a matrix \( |a_{ij}(g)| \). The coefficients \( a_{ij}(g) \) are analytic functions of \( g \), and their differentials \( da_{ij} \) are analytic forms of order 1 on \( G \). For every \( x \) in the Lie algebra \( L \) of \( G \) one considers the matrix
\[
P(x) = \left| \{ da_{ij} \}(x) \right|
\]
which again may be regarded as a linear transformation of \( V \) into itself. The mapping \( x \mapsto P(x) \) is a representation of the Lie algebra \( L \).

**Theorem 10.1.** Let \( G \) be a Lie group and \( P \) a representation of \( G \) by means of linear transformations of a finite-dimensional vector space \( V \) over the field of real numbers. The correspondence \( \omega \mapsto \{ \omega \} \) establishes an isomorphism of the space of equivariant \( V \)-forms \( \omega \) of order \( q \) on \( G \) and the space of \( q \)-linear alternating functions defined on the Lie algebra \( L \) of \( G \) with values in \( V \). Moreover
\[
\{ d\omega \}(x_1, \cdots, x_{q+1}) = \frac{1}{q + 1} \sum_{k < l} (-1)^{k+l+1} \{ \omega \}(\{ x_k, x_l \}, x_1, \cdots, x_{k-1}, x_{k+2}, \cdots, x_{l-1}, x_{l+2}, \cdots, x_{q+1})
\]
\[
+ \frac{1}{q + 1} \sum_{k} (-1)^{k+1} P(x_k) \{ \omega \}(x_1, \cdots, x_{k-1}, x_k, x_{k+1}, x_{k+2}, \cdots, x_{q+1}).
\]

**Proof.** Let \( f \) be a \( q \)-linear alternating function on \( L \) to \( V \). In terms of the basis vectors \( v_1, \cdots, v_n \) in \( V \), \( f \) can be written as
\[
f = f_1 v_1 + \cdots + f_n v_n
\]
where each \( f_i \) is a \( q \)-linear alternating function on \( L \) with real values. By Theorem 9.1 there exist left invariant analytic forms \( \Omega_i \) of order \( q \) on \( G \) such that \( \{ \Omega_i \} = f_i \). Define the left invariant \( V \)-form \( \Omega \) on \( G \) by \( \Omega = \Omega_1 v_1 + \cdots + \Omega_n v_n \) then set
\[
\omega(g) = P_\gamma \Omega(g)
\]
or more precisely
\[
\omega(g) = \sum_{i,j} a_{ij}(g) \Omega_i(g) v_i.
\]
Since the \( a_{ij}(g) \)'s are analytic it follows that \( \omega \) is an analytic \( V \)-form of order \( q \) on \( G \). Since \( \omega = P_\gamma \Omega = \Omega \) it follows that \( \{ \omega \} = \{ \Omega \} = f \).

Let \( g \in G \) and let \( T_\gamma : g' \mapsto gg' \) be the corresponding left translation of \( G \). Since \( \Omega \) is left invariant we have
\[
(\omega T_\gamma)(g') = \omega(gg') T_\gamma = P_{\gamma} \Omega(gg') T_\gamma = P_{\gamma} P_{\gamma'} \Omega(g') = P_{\gamma} \omega(g') = (P_{\gamma} \omega)(g')
\]
Hence \( \omega T_\gamma = P_\gamma \omega \) and \( \omega \) is equivariant. This completes the proof of the first
part of the theorem and incidentally shows that every equivariant $V$-form on $G$ is analytic.

We proceed with the proof of (10.1). Differentiating (10.2) we have

$$d\omega = \sum_{i,j} (a_{ij}d\Omega_i + d\Omega_i \square \Omega_j)\mathbf{v}_i.$$  

Hence

$$(d\omega)_e = \sum_{i,j} (a_{ij}d\Omega_i)_e\mathbf{v}_i + \sum_{i,j} (d\Omega_i)_e \square (\Omega_j)_e\mathbf{v}_i.$$  

Applying both sides to $x_1, \ldots, x_{q+1}$ in the Lie algebra $L$ we have

$$(d\omega)(x_1, \ldots, x_{q+1}) = \{d\Omega\}(x_1, \ldots, x_{q+1}) + \sum_{i,j} \{da_{ij}\} \square \{\Omega_j\}(x_1, \ldots, x_{q+1})\mathbf{v}_i.$$  

The first term on the right-hand side is, by Theorem 9.1,

$$\{d\Omega\}(x_1, \ldots, x_{q+1}) = \frac{1}{q+1} \sum_{k<i} (-1)^{k+1+i} \{\Omega\}([x_k, x_i], x_1, \ldots, \hat{x}_k, \ldots, \hat{x}_l, \ldots, x_{q+1}).$$  

The second term evaluates as follows

$$\sum_{i,j} \{da_{ij}\} \square \{\Omega_j\}(x_1, \ldots, x_{q+1})\mathbf{v}_i$$  

$$= A \left[ \sum_{i,j} \{da_{ij}\}(x_i) \{\Omega_j\}(x_2, \ldots, x_{q+1})\mathbf{v}_i \right]$$  

$$= A \left[ P(x_1) \{\Omega\}(x_2, \ldots, x_{q+1}) \right]$$  

$$= A \left[ P(x_1) \{\omega\}(x_2, \ldots, x_{q+1}) \right]$$  

$$= \frac{1}{q+1} \sum_k (-1)^{k+1} P(x_k) \{\omega\}(x_1, \ldots, \hat{x}_k, \ldots, x_{q+1}).$$  

This completes the proof of Theorem 10.1.

11. Invariance under right translations. Given an element $h \in G$ we consider the right translation $R_h: G \to G$ defined by $R_hg = gh$. Let $P$ be a representation of $G$ with representation space $V$ and let $\omega$ be an equivariant $V$-form of order $q$ on $G$. Consider the $V$-form $\omega R_h$. We have

$$\omega R_h T_\theta = \omega T_\theta R_h = P_\theta(\omega R_h)$$
which shows that $\omega R_h$ is equivariant. If we further denote by $C_h$ the inner automorphism $g \mapsto hgh^{-1}$ induced by $h$ then

$$\omega R_h = P_h \omega T_{h^{-1}} R_h = P_h \omega C_h^{-1}. $$

This proves that $\omega = \omega R_h$ if and only if $\omega C_h = P_h \omega$. Since both $\omega$ and $\omega R_h$ are equivariant, the relation $\omega = \omega R_h$ is equivalent with $\omega_e = (\omega R_h)_e$ which in turn is equivalent with $(\omega C_h)_e = (P_h \omega)_e$. Hence we see that a necessary and sufficient condition for $\omega = \omega R_h$ is that

$$(11.1) \quad \{ \omega \} (C_h x_1, \ldots, C_h x_q) = P_h \{ \omega \} (x_1, \ldots, x_q)$$

where $x_1, \ldots, x_q \in L$ and $C_h$ is the automorphism of $L$ induced by the inner automorphism $C_h$.

**Theorem 11.1.** Let $H$ be a closed and connected subgroup of $G$, and let $L_H$ be the corresponding subalgebra of $L$. Let $\omega$ be an equivariant $V$-form of order $q$ on $G$ relative to a representation $P$. Then $\omega = \omega R_h$ for all $h \in H$ if and only if

$$P(x') \{ \omega \} (x_1, \ldots, x_q) = \{ \omega \} ([x_1, x'], x_2, \ldots, x_q) + \cdots + \{ \omega \} (x_1, \ldots, x_{q-1}, [x_q, x'])$$

for all $x' \in L_H$ and $x_1, \ldots, x_q \in L$.

**Proof.** Let $\mathfrak{A}^q$ be the vector space of all $q$-linear alternating functions on $L$ with values in $V$. Given $h \in H$ and $f \in \mathfrak{A}^q$, define the elements $P_h f$ and $Q_h f$ of $\mathfrak{A}^q$ by setting

$$(P_h f)(x_1, \ldots, x_q) = P_h(f(x_1, \ldots, x_q)), \quad (Q_h f)(x_1, \ldots, x_q) = f(C_h x_1, \ldots, C_h x_q).$$

Both correspondences $P_h : f \mapsto P_h f$ and $Q_h : f \mapsto Q_h f$ give linear representations $P$ and $Q$ of $H$ with $\mathfrak{A}^q$ as representation space. We are interested in characterizing those $f \in \mathfrak{A}^q$ for which

$$(11.3) \quad Q_h f = P_h f \quad \text{for all } h \in H.$$

Let $h = \exp (tx')$ for $x' \in L_H$. Consider

$$Q_{tx'} f = \lim_{t \to 0} \frac{Q_h f - f}{t}, \quad P_{tx'} f = \lim_{t \to 0} \frac{P_h f - f}{t}.$$

Clearly (11.3) implies

$$(11.4) \quad Q_{tx'} f = P_{tx'} f \quad \text{for all } x' \in L_H.$$

Conversely (11.4) implies (11.3) for all $h$ in a neighbourhood of $e$ in $H$ [LG, p. 118] and since $H$ is connected this implies (11.3) for all $h \in H$. We have

$$(11.5) \quad (P_{tx'} f)(x_1, \ldots, x_q) = P_{tx'} (f(x_1, \ldots, x_q)).$$
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Since [LG, p. 124]

\[ [x, x'] = \lim_{t \to 0} \frac{C_hx - x}{t} \]

and

\[ (Q_xf)(x_1, \ldots, x_q) = \lim_{t \to 0} \frac{f(C_hx_1, \ldots, C_hx_q) - f(x_1, \ldots, x_q)}{t} \]

it follows from the linearity of \( f \) that

\[ (Q_xf)(x_1, \ldots, x_q) = f([x_1, x'], x_2, \ldots, x_q) + \cdots + f(x_1, \ldots, x_{q-1}, [x_q, x']). \]

Propositions (11.4)–(11.6) combine to give formula (11.2).

12. Invariant forms. A differential form \( \omega \) on a Lie group \( G \) will be called invariant if it is both left and right invariant. It follows from Theorem 11.1 that

\[ (Q_xf)(x_1, \ldots, x_q) = f([x_1, x'], x_2, \ldots, x_q) + \cdots + f(x_1, \ldots, x_{q-1}, [x_q, x']). \]

Propositions (11.4)–(11.6) combine to give formula (11.2).

12.1 A left invariant form \( \omega \) of order \( q \) on a connected Lie group \( G \) is invariant if and only if

\[ \{\omega\}([x_1, x], x_2, \ldots, x_q) + \cdots + \{\omega\}(x_1, \ldots, x_{q-1}, [x_q, x]) = 0 \]

for all \( x, x_1, \ldots, x_q \in L \).

Assuming that \( \omega \) is invariant we compute \( \{d\omega\} \).

\[ \{d\omega\}(x_1, \ldots, x_{q+1}) = \frac{1}{q+1} \sum_{i<j} (-1)^{i+j+1} \{\omega\}([x_i, x_j], x_1, \ldots, \hat{x}_i, \ldots, \hat{x}_j, \ldots, x_{q+1}) \]

\[ = \frac{1}{2(q+1)} \sum_{i \neq j} \epsilon_{ij} \{\omega\}([x_i, x_j], x_1, \ldots, \hat{x}_i, \ldots, \hat{x}_j, \ldots, x_{q+1}) \]

where \( \epsilon_{ij} = (-1)^{i+j+1} \) if \( i < j \), and \( \epsilon_{ij} = (-1)^{i+j} \) if \( i > j \). For each fixed \( j = 1, \ldots, q+1 \) the sum vanishes in virtue of (12.2). Hence \( \{d\omega\} = 0 \) and

(12.3) Every invariant form is closed.

Assume now that the Lie group \( G \) is compact and connected. Theorem 7.1 implies that the cohomology ring of \( G \) obtained using invariant forms only is isomorphic (under the natural inclusion homomorphism) with the cohomology ring of \( G \) obtained using all the regular differential forms. Combining this with (12.3) we find:

**Theorem 12.1.** Let \( G \) be a compact and connected Lie group. Every cohomology class of differential forms on \( G \) contains precisely one invariant form. The invariant forms span a ring isomorphic with the conomology ring of the manifold \( G \).
If in addition to being compact and connected $G$ is also semi-simple then $G$ possesses a Riemannian metric invariant with respect to both left and right translations. Moreover Hodge\(^{(13)}\) has shown that the harmonic forms with respect to this Riemannian metric coincide with the forms that are invariant. Thus Theorem 12.1 gives a relatively simple proof of Hodge’s theorems on harmonic forms on a Riemannian manifold in the case where this manifold is the group manifold of a semi-simple compact group.

13. The case of a homogeneous space. We now return to the consideration of a homogenous space $G/H=M$, $H$ being a closed subgroup of the Lie group $G$. We denote by $\Pi$ the mapping $g\rightarrow gH$ of $G$ onto $M$. We use the symbols $T_g$ and $R_g$ to denote the left and right translations of $G$ while $T_g$ will denote the transformations $g'H\rightarrow gg'H$ of $M$ onto itself. We have

\begin{align}
(13.1) & \quad \Pi T_g = T_g\Pi \\
(13.2) & \quad \Pi R_h = \Pi \quad \text{for } h \in H.
\end{align}

Given any $V$-form $\omega$ on $M$ we consider the $V$-form $\omega\Pi$ on $G$. We have

\begin{align}
(13.3) & \quad d(\omega\Pi) = (d\omega)\Pi, \\
(13.4) & \quad \omega\Pi = 0 \quad \text{if and only if } \omega = 0.
\end{align}

Let $P$ be a representation of $G$ with $V$ as representation space.

(13.5) $\omega\Pi$ is equivariant if and only if $\omega$ is.

In fact, $P_\omega(\omega\Pi) = (P_\omega\omega)\Pi$ and $(\omega\Pi)T_g = (\omega T_g)\Pi$. Hence (13.4) implies that $P_\omega(\omega\Pi) = (\omega\Pi)T_g$ if and only if $P_\omega\omega = \omega T_g$.

We shall now characterize the $V$-forms on $G$ of the form $\omega\Pi$.

Let $g \in G$. Consider the tangent vector spaces $V(g)$ at $g$ and $V(\Pi g)$ at $\Pi g$. The linear mapping $d\Pi: V(g)\rightarrow V(\Pi g)$ is then a mapping onto.

(13.6) Given a $V$-form $\Omega$ of order $q$ on $G$ there is a $V$-form $\omega$ on $M$ such that $\Omega = \omega\Pi$ if and only if the following two conditions hold:

\begin{align}
(13.7) & \quad \Omega_g(x_1, \ldots, x_q) = 0 \quad \text{if } d\Pi x_i = 0 \quad \text{for at least one of the vectors } x_i \in V(g). \\
(13.8) & \quad \Omega_R_h = \Omega \quad \text{for all } h \in H.
\end{align}

The necessity of (13.7) is obvious. If $\Omega = \omega\Pi$ then $\Omega R_h = \omega\Pi R_h = \omega\Pi = \Omega$ which proves (13.8).

Assume now that $\Omega$ is given satisfying (13.7) and (13.8). Given a point $m \in M$ select $g \in G$ so that $\Pi g = m$. Given vectors $x_1, \ldots, x_q \in V(m)$ select vectors $\tilde{x}_1, \ldots, \tilde{x}_q \in V(g)$ such that $d\Pi \tilde{x}_i = x_i$. Define $\omega_m(x_1, \ldots, x_q) = \Omega_g(\tilde{x}_1, \ldots, \tilde{x}_q)$. It follows from the linearity of $\Omega_g$ and from (13.7) that $\omega_m(x_1, \ldots, x_q)$ does not depend upon the choice of $\tilde{x}_1, \ldots, \tilde{x}_q$. If we replace $g$ by $gh$ for some $h \in H$, then (13.7) implies that

$$
(13.9) \quad \Omega_g(\tilde{x}_1, \ldots, \tilde{x}_q) = (\Omega R_h)_g(\tilde{x}_1, \ldots, \tilde{x}_q) = \Omega_{gh}(dR_h \tilde{x}_1, \ldots, dR_h \tilde{x}_q).
$$

Since \( d\Pi dR_g h \mathcal{R}_g = s_i = x_i \), this proves that \( \omega_m(x_1, \ldots, x_q) \) is independent of the choice of \( g \). It is clear that \( \omega \) is a \( V \)-form such that \( \Omega = \omega \Pi \). Moreover \( \omega \) is analytic if \( \Omega \) is.

**Theorem 13.1.** Let \( G \) be a connected Lie group and \( H \) a closed connected subgroup of \( G \). Denote by \( L \) and \( L_H \) the Lie algebras of \( G \) and \( H \) respectively, by \( M \) the homogenous space \( G/H \), and by \( \Pi \) the mapping \( g \rightarrow gH \) of \( G \) onto \( M \). Consider \( G \) as a group of operators for \( M \) by setting \( T_g(g' H) = gg'H \). Let \( P \) be a representation of \( G \) and \( V \) the representation space of \( V \).

The mapping \( \omega \rightarrow \{\omega \Pi\} \) establishes a 1-1 correspondence between the equivariant \( V \)-forms \( \omega \) of order \( q \) on \( M \) and those \( q \)-linear alternating functions \{\( \beta \)\} on \( L \) which satisfy the conditions

\[
\begin{align*}
\Omega(x_1, \ldots, x_q) = 0 & \text{ if at least one } x_i \text{ is in } L_H, \\
P(x)\{\Omega\}(x_1, \ldots, x_q) &= \{\Omega\}(\{x_1, x\}, x_2, \ldots, x_q) + \cdots \\
&\quad + \{\Omega\}(x_1, \ldots, x_{q-1}[x_q, x])
\end{align*}
\]

for \( x \in L_H \), \( x_1, \ldots, x_q \in L \).

To prove Theorem 13.1 we only need to remark that (13.9) and (13.10) are equivalent with (13.7) and (13.8). In fact, if \( \Omega \) is equivariant, condition (13.7) need only be stated for \( g = e \) and then it becomes condition (13.9) since \( L_H \) is the kernel of the linear mapping \( L = V(e) \rightarrow V(\Pi e) \). Conditions (13.8) and (13.10) are equivalent in view of Theorem 11.1.

**Chapter III. Cohomology groups of Lie algebras**

14. **The cohomology ring of a Lie algebra.** Let \( L \) be a Lie algebra over a field \( K \) of characteristic 0. We denote by \( C(L) \) the contravariant Grassmann algebra over \( L \), and by \( C^q(L) \) the space of elements of order \( q \) of \( C(L) \). The elements of \( C^q(L) \) for \( q > 0 \) are the \( q \)-linear alternating functions in \( L \) with values in \( K \) and \( C^0(L) = K \). The elements of \( C^q(L) \) will also be called \( q \)-dimensional cochains in \( L \). For two cochains \( f_1 \in C^q(L) \), \( f_2 \in C^s(L) \) the product

\[
(f_1 \square f_2)(x_1, \ldots, x_{p+q}) = A(f_1(x_1, \ldots, x_p)f_2(x_{p+1}, \ldots, x_{p+q}))
\]

where \( A \) stands for the alternating operator applied to the variables \( x_1, \ldots, x_{p+q} \in L \).

Guided by the formula (9.2), we define for each cochain \( f \in C^q(L) \) a cochain \( \delta f \in C^{q+1}(L) \) called the **coboundary** of \( f \) as follows

\[
(\delta f)(x_1, \ldots, x_{q+1}) = \frac{1}{q+1} \sum_{k=1}^{q+1} (-1)^{k+1+1} f([x_k, x_1], x_1, \ldots, \hat{x}_k, \ldots, x_{q+1}).
\]

If \( q = 0 \) we set \( \delta f = 0 \). As we saw in §9, \( \delta f \) can be defined alternatively as
\[ \delta f(x_1, \ldots, x_{q+1}) = \frac{q}{2} A(f([x_1, x_2], x_3, \ldots, x_{q+1})). \]

The operation \( \delta \) maps \( C^q(L) \) linearly into \( C^{q+1}(L) \). We shall show that for \( f_1 \in C^p(L), f_2 \in C^q(L) \)

\[ \delta(f_1 \square f_2) = (\delta f_1) \square f_2 + (-1)^p f_1 \square \delta f_2. \]

In the case \( p = 0 \), the formula is obvious. The case \( p = 1 \) follows from exactly the same computation as the one made in §9. From now on we proceed by induction. Assume that (14.2) is valid for \( f' \in C^{p-1}(L) \). Let \( f \in C^q(L) \) and \( f_1 = f \square f' \). Then

\[ \begin{align*}
\delta(f_1 \square f_2) &= \delta(f \square f' \square f_2) = (\delta f) \square f' \square f_2 - f \square \delta(f_1 \square f_2) \\
&= (\delta f) \square f' \square f_2 - f \square (\delta f') \square f_2 + (-1)^p f \square f_2 \square \delta f_2 \\
&= \delta(f \square f') \square f_2 + (-1)^p (f \square f') \square \delta f_2 \\
&= (\delta f_1) \square f_2 + (-1)^p f_1 \square \delta f_2.
\end{align*} \]

This proves (14.2) for any \( f_1 \) of the form \( f \square f' \). It follows by linearity that (14.2) holds for all \( f_1 \in C^p(L) \).

We next prove for \( f \in C^q(L) \)

\[ \delta \delta f = 0. \]

The formula is obvious for \( q = 0 \). For \( q = 1 \) we have

\[ \begin{align*}
\delta \delta f(x_1, x_2, x_3) &= 2\delta f([x_1, x_2], x_3) + 2\delta f([x_2, x_3], x_1) - 2\delta f([x_1, x_3], x_2) \\
&= f([[x_1, x_2], x_3] + [[x_2, x_3], x_1] + [[x_1, x_3], x_2]) = 0.
\end{align*} \]

For \( q > 1 \) we proceed by induction. Assume first that \( f = f_1 \square f_2 \) where \( f_1 \in C^p(L), f_2 \in C^{q-1}(L) \). Then by (14.2) \( \delta f = (\delta f_1) \square f_2 - f_1 \square \delta f_2 \) and \( \delta \delta f = (\delta f_1) \square f_2 + (\delta f_1) \square \delta f_2 = 0 \). It follows by linearity that (14.3) holds for every \( f \in C^q(L) \).

Having established (14.3) we proceed with the familiar definitions of combinatorial topology. A cochain \( f \) is a cocycle provided \( \delta f = 0 \). The cocycles of dimension \( q \) form a subspace \( Z^q(L) \) of \( C^q(L) \). A cochain \( f \in C^q(L) \) is a coboundary if it is of the form \( \delta f' \) for some \( f' \in C^{q-1}(L) \). The coboundaries form a subspace \( B^q(L) \) of \( Z^q(L) \). If \( q = 0 \) then \( B^0(L) = 0 \) by definition. The factor space \( H^q(L) = Z^q(L)/B^q(L) \) is called the \( q \)th cohomology group of the Lie algebra \( L \).

If \( f_1 \in Z^p(L), f_2 \in Z^q(L) \) it follows from (14.2) that \( f_1 \square f_2 \in Z^{p+q}(L) \); if furthermore either \( f_1 \square B^p(L) \) or \( f_2 \square B^q(L) \) then \( f_1 \square f_2 \in B^{p+q}(L) \). It follows that a multiplication between elements of \( H^p(L) \) and \( H^q(L) \) with values in \( H^{p+q}(L) \) is defined and that, \( n \) being the dimension of \( L \), the direct sum \( \sum_{p=0}^n H^p(L) \) is thus made into a ring \( H(L) \) called the cohomology ring of the Lie algebra \( L \).

For \( q = 0 \) we have \( Z^0 = C^0 = K \) and \( B^0 = 0 \) so that
For \( q = 1 \) we have \( B^1 = 0 \) so that \( H^1 = Z^1 \). If \( f \in C^1(L) \) then \( (\delta f)(x_1, x_2) = 2^{-1} f([x_1, x_2]) \). If we therefore denote by \([L, L]\) the subalgebra of \( L \) spanned by elements of the form \([x_1, x_2]\), then it appears that \( f \) is a cocycle if and only if it vanishes on \([L, L]\). Hence

\[(14.5) \quad H^1(L) \text{ is the conjugate space of } L/[L, L].\]

We observe that if \( n \) is the dimension of \( L \) and \( q > n \) then every \( q \)-dimensional cochain is identically zero and \( H^q(L) = 0 \).

It is worth observing that an identical cohomology ring is obtained by dropping the factor \( 1/(q+1) \) in (14.1). In this modified form the preceding definitions apply to Lie algebras over a field of any characteristic.

**15. Connections with Lie groups.** Theorem 9.1 implies the following theorem.

**Theorem 15.1.** If \( L \) is the Lie algebra of the Lie group \( G \), then \( H^q(L) \) is isomorphic with the cohomology group \( E^q(G) \) obtained using the left invariant differential forms on \( G \). The ring \( H(L) \) is isomorphic with the ring \( E(G) \).

Applying Theorem 2.3 and de Rham’s theorem we find:

**Theorem 15.2.** If \( L \) is the Lie algebra of the compact and connected Lie group \( G \), then \( H^q(L) \) is isomorphic with the \( q \)th cohomology group \( H^q(G) \) with real coefficients and the ring \( H(L) \) is isomorphic with the cohomology ring \( H(G) \) of \( G \).

As a corollary we obtain the following generalization of a theorem of Pontrjagin:\(^{14}\)

**Theorem 15.3.** Two locally isomorphic compact connected Lie groups have isomorphic cohomology rings.

**16. Semi-simple Lie algebras.** Let \( L \) be a Lie algebra over a field \( K \) of characteristic 0. A representation \( P \) of \( L \) with a vector space \( V \) as representation space will be called fully reducible if to every \( P \)-invariant subspace \( V_1 \) of \( V \) there is a \( P \)-invariant subspace \( V_2 \) of \( V \) such that \( V \) is the direct sum \( V_1 + V_2 \). If every representation of \( L \) is fully reducible then \( L \) is called semi-simple.

In particular consider the adjoint representation defined by \( \text{ad}(x) : y \rightarrow [y, x] \) for which the linear space of \( L \) is the representation space. The invariant subspaces are then precisely the ideals of \( L \). Hence

\[(16.1) \quad \text{If } L \text{ is semi-simple then for every ideal } L_1 \text{ in } L \text{ there is an ideal } L_2 \text{ in } L \text{ such that } L \text{ is the direct sum } L_1 + L_2.\]

Using (16.1) we prove
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(16.2) If $L$ is semi-simple and $L_1$ is an ideal in $L$ then both $L_1$ and $L/L_1$
are semi-simple.

**Proof.** Using the natural homomorphism $L \rightarrow L/L_1$ every representation of
$L/L_1$ gives a representation of $L$. Since the representation of $L$ thus obtained
is fully reducible the same holds for the representation of $L/L_1$. To prove
that $L_1$ is semi-simple we observe that, in virtue of (16.1), $L_1$ is isomorphic
with $L/L_2$ where $L_2$ is an ideal of $L$.

(16.3) A semi-simple Lie algebra $L$ has center 0.

Assume that $L$ is semi-simple and has a nonzero center. Since the center
is an ideal, we may assume in virtue of (16.2) that $L$ is its own center. Let
$x_1, \ldots, x_n$ be a base in $L$ and let $V$ be a 2-dimensional vector space with
generators $v_1, v_2$. Define a representation $P$ of $L$ in $V$ by setting

$$P_x v_1 = v_2, \quad P_x v_2 = 0, \quad P_x v_j = 0 \quad \text{for } i = 2, \ldots, n; j = 1, 2.$$ 

In this representation the subspace $V_2$ generated by $v_2$ is invariant, but
since $P_x(\alpha x_1 + \beta v_2) = \alpha v_2$ for $\alpha, \beta \in K$, no other 1-dimensional subspace is
invariant. Hence $L$ is not semi-simple.

An alternative way of formulating (16.3) is

(16.4) The adjoint representation of a semi-simple Lie algebra is faithful.

(16.5) If $L$ is semi-simple then $L = [L, L]$.

Indeed, $[L, L]$ is an ideal. Therefore, by (16.2), $L/[L, L]$ is semi-simple.

Hence, by (16.3), $L/[L, L] = \{0\}$.

From (16.5) and (14.5) we deduce

(16.6) If $L$ is semi-simple then $H^1(L) = \{0\}$.

Using (16.6) we shall now prove the following theorem.

**THEOREM 16.1.** A compact connected Lie group $G$ is semi-simple if and
only if its fundamental group is finite.(48)

**Proof.** Let $L$ be the Lie algebra of $G$. Assume that $G$ is semi-simple. Then
$L$ is semi-simple and, by (16.6), $H^1(L) = \{0\}$. Hence, by Theorem 15.2,
$H^1(G) = \{0\}$ and the first Betti number of $G$ is zero. This implies that the
1-dimensional homology group of $G$ with integral coefficients is finite. How-
ever, this group is isomorphic with the fundamental group of $G$, since this
fundamental group is abelian.

Conversely assume that the fundamental group of $G$ is finite. Then the
universal covering group $\tilde{G}$ of $G$ is compact. Since $\tilde{G}$ is simply connected,
every representation of the Lie algebra $L$ is induced by some representation
of $\tilde{G}$ [LG, p. 113]. $\tilde{G}$ being compact, every representation of $\tilde{G}$ is fully re-
ducible. Hence the same follows for every representation of $L$. Hence $L$ is
semi-simple and so is $G$.

---

17. **The unitary trick.** A semi-simple Lie algebra (over the field of reals) will be called compact if it is the Lie algebra of some compact connected Lie group. Any proposition concerning the cohomology rings of compact connected semi-simple Lie groups translates in virtue of Theorem 15.2 into a similar proposition concerning the cohomology rings of compact Lie algebras. The "unitary trick" is a general method which then allows us to extend the proposition to arbitrary semi-simple Lie algebras over any field of characteristic 0.

Let $L$ be a Lie algebra over a field $K$ (of characteristic 0) and let $N$ be an extension of $K$. We shall denote by $L_N$ the Lie algebra obtained from $L$ by extending the ground field from $K$ to $N$. $L$ is semi-simple if and only if $L_N$ is semi-simple.

A property $P$ of Lie algebras will be called *linear* provided: 1° if a Lie algebra $L$ has the property $P$, then so does $L_N$ for any extension $N$ of the ground field; 2° if $L_N$ has the property $P$ for some extension $N$ of the ground field then $L$ has property $P$.

The essence of the unitary trick is then embodied in the following theorem.

**Theorem 17.1.** Let $P$ be a linear property. If all compact Lie algebras have property $P$ then all semi-simple Lie algebras have property $P$.

**Proof.** First assume that $L$ is a semi-simple Lie algebra over the field $C$ of complex numbers. H. Weyl has proved(16) that there is a compact Lie algebra $L'$ such that $L'$ is isomorphic with $L$. Hence $L$ has the property $P$.

Next assume that $L$ is a semi semi-simple Lie algebra over a field $K$ which can be deduced from the field of rationals by the adjunction of a finite number of elements. Then $K$ may be regarded as a subfield of $C$. Since $L_C$ is semi-simple it has the property $P$ and therefore $L$ has the property $P$.

Finally let $L$ be a semi-simple Lie algebra over an arbitrary field $K$ of characteristic 0, and let $x_1, \cdots, x_n$ be a base of $L$. We then have

\[
[x_i, x_j] = \sum_{k=1}^{n} c_{ijk} x_k,
\]

Let $K_0$ be the smallest subfield of $K$-containing the quantities $c_{ijk}$. Then the vector space $L_0 = K_0 x_1 + K_0 x_2 + \cdots + K_0 x_n$ has the structure of a Lie algebra over $K_0$, the brackets $[x_i, x_j]$ having the same meaning in $L_0$ as in $L$. It is easily seen that $L_0$ is semi-simple and that $(L_0)_K = L$. Since the field $K_0$ can be deduced from the field of rationals by the adjunction of a finite number of elements, it follows that $L_0$ has the property $P$ and therefore $L$ also has the property $P$.

18. **Hopf's theorem.** We shall apply the unitary trick to carry over cer-

---

tain theorems proved by H. Hopf (17) for compact Lie groups to semi-simple Lie algebras. Hopf's theorem asserts that the cohomology ring $H(G)$ of a compact connected Lie group is isomorphic with the direct sum of cohomology rings of a finite number of odd-dimensional spheres.

Theorem 18.1. The cohomology ring $H(L)$ of a semi-simple Lie algebra $L$ over a field $K$ of characteristic 0 is isomorphic with the direct sum of the cohomology rings (over $K$) of a finite number of odd-dimensional spheres.

Proof. Hopf's theorem combined with Theorem 15.2 gives a proof for compact Lie algebras. It therefore remains to verify that the property described in the conclusion of the theorem is linear. Let then $N$ be an extension of the ground field $K$. A simple argument shows then that the cohomology ring $H(L_N)$ regarded as an algebra over $N$ is obtained from $H(L)$ by extending the groundfield from $K$ to $N$. Hence if the conclusion of the theorem holds for $H(L)$ it also holds for $H(L_N)$ and vice versa.

Let $p_q$ denote the $q$th Betti number of $L$, that is, the dimension over $K$, of the vector space $H^q(L)$. The polynomial

\[(18.1) \quad P_L(t) = p_0 + p_1 t + p_2 t^2 + \cdots + p_n t^n,\]

where $n$ is the dimension of $L$, is then called the Poincaré polynomial of $L$. Theorem 18.1 implies that if $L$ is semi-simple then

\[(18.2) \quad P_L(t) = (1 + t^{m_1}) \cdots (1 + t^{m_i})\]

where $m_1, \ldots, m_i$ are odd integers. Substituting $t = -1$ in (18.1) and (18.2) shows that

\[\sum_{q=0}^{n} (-1)^q p_q = 0\]

which is the algebraic counterpart of the known fact that the Euler characteristic of a compact Lie group is 0. Substituting $t = 1$ we find

\[\sum_{q=0}^{n} p_q = 2^l.\]

The quantity $l$ in the case of a compact Lie group is called the rank of $G$ and is the maximal dimension of the abelian subgroups of $G$.

Since we already know that $H^*(L) = \{0\}$ for $L$ semi-simple it follows that $m_i \geq 3$ for $i = 1, \ldots, l$. Consequently

\[(18.3) \quad \text{If } L \text{ is semi-simple then } H^q(L) = \{0\} \text{ for } q = 1, 2, 4.\]

The case $q = 2$ will be given an algebraic proof later. We shall also show that $H^q(L) \neq \{0\}$.

19. **Invariant cochains.** Guided by the results of (12.1) we define a cochain \( f \in C^q(L) \) to be invariant if

\[
(19.1) \quad f([x_1, x], x_2, \ldots, x_g) + \cdots + f(x_1, \ldots, x_{q-1}, [x_q, x]) = 0
\]

for all \( x, x_1, \ldots, x_q \in L \). The same computation as in §12 shows that

(19.2) Every invariant cochain is a cocycle.

**Theorem 19.1.** Let \( L \) be a semi-simple Lie algebra over a field of characteristic \( 0 \). Every cohomology class of \( H^q(L) \) contains exactly one invariant cocycle. The invariant cocycles constitute a ring isomorphic with the cohomology ring \( H(L) \).

This theorem could be derived from Theorem 12.1 by the application of the unitary trick. The following proof is purely algebraic.

In the following lemmas the semi-simplicity of \( L \) is not assumed.

For each \( x \in L \) we define a linear mapping \( d_x : C^q(L) \to C^q(L) \) as follows

\[
(19.3) \quad (d_x f)(x_1, \ldots, x_q) = f([x_1, x], x_2, \ldots, x_q) + \cdots + f(x_1, \ldots, x_{q-1}, [x_q, x])
\]

and \( d_x f = f \) if \( q = 0 \).

Condition (19.1) can now be written as

(19.1') \quad d_x f = 0.

We shall establish the following properties of \( d_x \):

\[
(19.4) \quad d_x (f_1 \square f_2) = (d_x f_1) \square f_2 + f_1 \square d_x f_2;
\]

(19.5) \quad \delta_x d_y f - d_x \delta_y f = d_{[x,y]} f;

(19.6) \quad d_x (\delta f) = \delta (d_x f);

(19.7) If \( f \) is a cocycle then \( d_x f \) is a coboundary.

Ad(19.4). The formula is obvious if either \( f_1 \) or \( f_2 \) has degree zero. Let then \( f_1 \in C^q(L) \) and \( f_2 \in C^q(L) \), \( q > 0 \). From the definition of the Grassmann multiplication

\[
(f_1 \square f_2)(x_1, \ldots, x_{q+1}) = \frac{1}{q + 1} \sum_{i=1}^{q+1} (-1)^{i+1} f_1(x_i) f_2(x_1, \ldots, \hat{x}_i, \ldots, x_{q+1})
\]

hence

\[
[d_x (f_1 \square f_2)](x_1, \ldots, x_{q+1})
\]

\[
= -\frac{1}{q + 1} \sum_{i=1}^{q+1} (-1)^{i+1} f_1([x_i, x]) f_2(x_1, \ldots, \hat{x}_i, \ldots, x_{q+1})
\]

\[
+ \frac{1}{q + 1} \sum_{i=1}^{q+1} (-1)^{i+1} f_1(x_i) (d_x f_2)(x_1, \ldots, \hat{x}_i, \ldots, x_{q+1})
\]
which proves (19.4) in this case. Assume now that (19.4) holds whenever \( f_1 \in C^{p-1}(L) \). Let now \( g_1 \in C^1(L) \), \( g_2 \in C^{p-1}(L) \) and let \( f_1 = g_1 \Box g_2 \). Then

\[
d_x(f_1 \Box f_2) = d_x(g_1 \Box g_2 \Box f_2) = (d_xg_1) \Box g_2 \Box f_2 + g_1 \Box d_x(g_2 \Box f_2)
\]

\[
= (d_xg_1) \Box g_2 \Box f_2 + g_1 \Box (d_xg_2) \Box f_2 + g_1 \Box g_2 \Box d_xf_2
\]

\[
= (d_xf_1) \Box f_2 + f_1 \Box (d_xf_2).
\]

This implies (19.4) for every \( f_1 \) of the form \( g_1 \Box g_2 \), and by linearity (19.4) holds for all \( f_1, f_2 \).

Ad (19.5). The formula is trivial for \( f \in C^0(L) \). Assume \( f \in C^1(L) \). Then (19.5) becomes \(-f([z, x], y) + f([z, y], x)) = -f([z, [x, y]]) \) which is a consequence of the Jacobi identity. Assume now that (19.5) holds for \( f \in C^{p-1}(L) \). Let \( f \in C^p(L) \) be of the form \( f = f_1 \Box f_2 \) with \( f_1 \in C^1(L) \). Then by (19.4)

\[
d_{[x,y]}(f_1 \Box f_2) = (d_{[x,y]}f_1) \Box f_2 + f_1 \Box d_{[x,y]}f_2
\]

\[
= (d_yd_xf_1) \Box f_2 - (d_xd_yf_1) \Box f_2 + f_1 \Box d_yd_xf_2 - f_1 \Box d_xd_yf_2
\]

\[
= d_yd_x(f_1 \Box f_2) - d_xd_y(f_1 \Box f_2)
\]

q.e.d.

Ad (19.6). The formula is trivial for \( f \in C^0(L) \). Let \( f \in C^1(L) \) then

\[
- (\delta d_x)(x_1, x_2) = -2^{-1}(d_xf)([x_1, x_2]) = 2^{-1}f([x_1, x_2], x)
\]

while

\[
- (d, \delta f)(x_1, x_2) = \delta f([x_1, x], x_2) + \delta f(x_1, [x_2, x])
\]

\[
= 2^{-1}f([x_1, x], x_2) + 2^{-1}f([x_1, x_2], x)
\]

and (19.6) follows from the Jacobi identity. Assume now that (19.6) holds for \( f \in C^{p-1}(L) \). Let \( f = f_1 \Box f_2 \in C^p(L) \) with \( f_1 \in C^1(L) \). Then by (14.2) and (19.4)

\[
(d, \delta)(f_1 \Box f_2) = d_x[(\delta f_1) \Box f_2 - f_1 \Box \delta f_2]
\]

\[
= (d_xf_1) \Box f_2 + (\delta f_1) \Box d_xf_2 - (d_xf_1) \Box \delta f_2 - f_1 \Box d_x\delta f_2
\]

\[
= (\delta d_xf_1) \Box f_2 + (\delta f_1) \Box d_xf_2 - (d_xf_1) \Box \delta f_2 - f_1 \Box \delta d_xf_2
\]

\[
= \delta [(d_xf_1) \Box f_2] + \delta [f_1 \Box d_xf_2] = \delta d_x(f_1 \Box f_2)
\]

q.e.d.

Ad (19.7). Since \( f \) is a cocycle we have

\[
0 = \delta f(x, x_1, \ldots, x_q)
\]

\[
= \frac{1}{q+1} \sum_{i=1}^{q} (1) f([x, x_i], x_1, \ldots, x_{i-1}, x_{i+1}, \ldots, x_q)
\]

\[
+ \frac{1}{q+1} \sum_{i<j} (1) f([x_i, x_j], x_1, \ldots, x_{i-1}, x_{i+1}, \ldots, x_{j-1}, x_{j+1}, \ldots, x_q)
\]
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If we define the cochain \( g \in C^{q-1}(L) \) by
\[
g(x_1, \ldots, x_{q-1}) = qf(x, x_1, \ldots, x_{q-1})
\]
the last term above becomes \((\delta g)(x_1, \ldots, x_q)\). Therefore \( \delta g = d_x f \).

With these preliminaries we are ready to prove Theorem 19.1. (19.4) implies
\[
(19.8) \text{If } f_1 \text{ and } f_2 \text{ are invariant then } f_1 \Box f_2 \text{ is invariant.}
\]
Proposition (19.5) expresses the fact that \( d_x \) is a representation of the Lie algebra \( L \) with \( C^q(L) \) as representation space. Proposition (19.6) implies
\[
d_x Z^q(L) \subset B^q(L) \subset Z^q(L), \quad d_x B^q(L) \subset B^q(L).
\]
Since \( L \) is semi-simple \( Z^q(L) \) is the direct sum of \( B^q(L) \) and some space \( T^q \) invariant under the representation \( x \rightarrow d_x \). The proof will be complete if we show that \( T^q \) consists precisely of all the invariant cocycles. For each \( f \in T^q \) we have \( d_x f \in T^q \) and \( d_x f \in B^q \). Hence \( d_x f = 0 \) and \( f \) is invariant. In order to show that all the invariant cocycles are in \( T^q \) it is sufficient to show that \( B^q \) contains no invariant cocycles.

Consider now the representation \( x \rightarrow d_x \) with \( C^{q-1}(L) \) as representation space. Since \( Z^{q-1}(L) \) is an invariant subspace and \( L \) is semi-simple, \( C^{q-1} \) is the direct sum of \( Z^{q-1} \) and some invariant subspace \( D^{q-1} \). Since \( \delta : C^{q-1} \rightarrow B^q \) maps \( C^{q-1} \) onto \( B^q \) with \( Z^{q-1} \) as kernel, it follows that \( \delta \) maps \( D^{q-1} \) onto \( B^q \) isomorphically.

Let now \( f \in B^q(L) \) be an invariant cocycle. Then \( f = \delta g \) for some \( g \in D^{q-1} \). By (19.6) we have \( 0 = d_x f = d_x \delta g = \delta d_x g \). Hence \( d_x g \in Z^{q-1} \). But \( d_x g \in D^{q-1} \), whence \( d_x g = 0 \). Consequently \( g \) is invariant and by (19.2) \( f = \delta g = 0 \): This completes the proof.

20. The bilinear form of a representation. Let \( P \) be a representation of a Lie algebra \( L \) with \( V \) as representation space. For \( x, y \in L \) define
\[
B(x, y) = \text{Trace } (P_x P_y).
\]
Then \( B \) is a bilinear symmetric form on \( L \) and
\[
B([x, z], y) = B(x, [z, y])
\]
since
\[
B([x, z], y) = \text{Trace } (P_{[x, z]} P_y) = \text{Trace } (P_x P_{z} P_y - P_x P_{z} P_y) = \text{Trace } (P_x (P_z P_y - P_z P_y)) = B(x, [z, y]).
\]
The following lemma will be used in the sequel.

(20.2) If $L$ is semi-simple and the representation $P$ is faithful, the bilinear form associated with $P$ is nonsingular.

This lemma is equivalent to Theorem 1.4 in the paper of Hochschild quoted in footnote 4. This Theorem 1.4 follows easily from Theorem 1.3 of the same paper, which is a well known theorem of Cartan. The matrix which represents the bilinear form of a representation has been considered by Casimir and is sometimes called Casimir's matrix. The fact that it is regular was essential in the algebraic proof given by van der Waerden of the full reducibility of representations of semi-simple Lie algebras.

21. The groups $H^2(L)$ and $H^3(L)$. Using Theorem 19.1 we shall now prove the following theorem.

**Theorem 21.1.** If $L$ is a semi-simple Lie algebra over a field of characteristic 0 then $H^1(L) = \{0\}$, $H^2(L) = \{0\}$ and $H^3(L) \neq \{0\}$.

**Proof.** The first part of the theorem was proved earlier. In order to prove $H^2(L) = \{0\}$ it suffices to show that every invariant 2-cocycle $f$ in $L$ is zero. Since $f$ is a cocycle we have

$$f([x_1, x_2], x_3) - f([x_1, x_3], x_2) + f([x_2, x_3], x_1) = 0.$$  

The first two terms cancel out since $f$ is invariant. Hence $f([x_2, x_3], x_1) = 0$. But $[L, L] = L$, whence $f = 0$.

In order to prove that $H^3(L) \neq \{0\}$ it suffices to exhibit a nonvanishing invariant 3-cochain in $L$. Consider the adjoint representation $\text{ad}(x) : y \mapsto [y, x]$. Define $B(x, y) = \text{Trace}(\text{ad}(x)\text{ad}(y))$. Then $B$ is a bilinear symmetric form on $L$. Furthermore by (20.1)

$$B([x, z], y) = B(x, [z, y]).$$

Now define

$$f(x_1, x_2, x_3) = B([x_1, x_2], x_3).$$

It follows from (21.1) that $f$ is alternating and therefore $f \in C^3(L)$. Further

$$f([x_1, x], x_2, x_3) + f(x_1, [x_2, x], x_3) + f(x_1, x_2, [x_3, x])$$

$$= B([[x_1, x], x_2], x_3) + B([x_1, [x_2, x]], x_3) + B([x_1, x_2], [x_3, x])$$

$$= B([[x_1, x_2], x], x_3) - B([x_1, x_2], [x, x_3]) = 0$$

and $f$ is invariant.

If $f$ is identically zero then $B([x, y], z)$ is identically zero. Since $[L, L] = L$ this implies that $B(x, y) = 0$ for all $x, y \in L$. This contradicts (20.2) since the adjoint representation is faithful.
As a corollary we find:

**Theorem 21.2.** The first and second Betti numbers of a compact semi-simple Lie group are 0. The third is different from 0.

As a further corollary we prove:

**Theorem 21.3.** The \( n \)-dimensional sphere \( S^n \) is a group manifold for the values \( n = 1, 3 \) only.

**Proof.** Suppose that \( S^n \) is a group manifold and \( n > 1 \). Since \( S^n \) is compact it can be represented as a Lie group \( G \). Since \( n > 1 \), \( S^n \) is simply-connected and therefore, by Theorem 16.1, \( G \) is semi-simple. The preceding theorem then implies that \( n = 3 \).

22. Relative cohomology groups. Let \( L' \) be a subalgebra of a Lie algebra \( L \) over a field of characteristic 0. A cochain \( f \in C^q(L) \) will be called orthogonal to \( L' \) provided the following two conditions hold

\[
(22.1) \quad f(x_1, \ldots, x_q) = 0 \quad \text{if} \quad x_1 \in L',
\]

\[
(22.2) \quad d_x f = 0 \quad \text{for} \quad x \in L'.
\]

These cochains form a subspace \( C^q(L, L') \) of \( C^q(L) \).

(22.3) If \( f_1 \in C^q(L, L') \) and \( f_2 \in C^q(L, L') \) then \( f_1 \square f_2 \in C^{q+q}(L, L') \).

Clearly \( f_1 \square f_2 \) satisfies condition (22.1). Condition (22.2) follows directly from (19.4).

(22.4) If \( f \in C^q(L, L') \) then \( df \in C^{q+1}(L, L') \).

Indeed for \( x \in L' \) we have \( (\delta f)(x, x_1, \ldots, x_q) = (d_x f)(x_1, \ldots, x_q) = 0 \) if \( x \in L' \) and \( d_x \delta f = \delta d_x f = 0 \).

We define \( Z^q(L, L') = Z^q(L) \cap C^q(L, L') \) and \( B^q(L, L') = \delta C^{q-1}(L, L') \) for \( q > 0 \) and \( B^0(L, L') = 0 \). The relative cohomology group of \( L \) mod \( L' \) is then defined as the quotient space \( H^q(L, L') = Z^q(L, L')/B^q(L, L') \). The cohomology ring \( H(L, L') \) is defined similarly as in §14.

Theorem 13.1 combined with Theorem 2.3 and de Rham's theorem then imply the following theorem.

**Theorem 22.1** Let \( G \) be a compact connected Lie group, \( H \) a closed connected subgroup of \( G \) and \( M \) the homogenous space \( G/H \). Let \( L \) be the Lie algebra of \( G \) and \( L_H \) the subalgebra corresponding to \( H \). Then the cohomology groups \( H^q(L, L_H) \) and \( H^q(M) \) are isomorphic and the rings \( H(L, L_H) \) and \( H(M) \) are ring isomorphic.

We remark that if \( L' \) is an ideal in \( L \) then condition (22.2) is a consequence of (22.1). Every \( g \)-cochain of \( L \) orthogonal to \( L' \) may therefore be regarded as a \( g \)-cochain of the quotient algebra \( L/L' \) and vice versa. This correspondence commutes with \( \delta \) and thus gives \( H^q(L, L') \approx H^q(L/L') \).
23. Definition of the cohomology groups. Let $L$ be a Lie algebra over a field $K$ of characteristic 0, and let $P$ be a representation of $L$ by linear transformations of a vector space $V$ of finite dimension over $K$. A $q$-linear alternating mapping of $L$ into $V$ will be called a $q$-dimensional $V$-cochain or shorter $q$-$V$-cochain. The $q$-$V$-cochains form a space $C^q(L, V)$. By definition $C^0(L, V) = V$.

We define a linear mapping $f \rightarrow \delta f$ of $C^q(L, V)$ into $C^{q+1}(L, V)$ by the formula

\[(\delta f)(x_1, \ldots, x_{q+1}) = \frac{1}{q+1} \sum_{i=1}^{q+1} (-1)^{i+1} P(x_i) f(x_1, \ldots, \hat{x}_i, \ldots, x_{q+1}) + \frac{1}{q+1} \sum_{i<j} (-1)^{i+j+1} f([x_i, x_j], x_1, \ldots, \hat{x}_i, \ldots, \hat{x}_j, \ldots, x_{q+1}).\]

If $q = 0$ then $f \in V$ and $\delta f$ is defined by

\[(\delta f)(x) = P(x)f.\]

We propose to prove that

\[\delta \delta f = 0.\]

A direct proof would be quite cumbersome. We shall give a short proof based on some auxiliary concepts that will be needed in the sequel.

For each $x \in L$ we define a linear mapping $d_x : C^q(L, V) \rightarrow C^q(L, V)$ by setting

\[(d_x f)(x_1, \ldots, x_q) = P_x[f(x_1, \ldots, x_q)] - f([x_1, x], x_2, \ldots, \hat{x}, \ldots, x_q).\]

If $q = 0$, $d_x$ is defined by

\[d_x f = P_x f.\]

For $x \in L$ we also define a linear mapping $f \rightarrow f_x$ of $C^{q+1}(L, V)$ into $C^q(L, V)$ by setting

\[f_x(x_1, \ldots, x_q) = (q+1)f(x, x_1, \ldots, x_q).\]

A direct substitution into the definitions yields the following two formulae, for $x, y \in L$ and $f \in C^q(L, V)$

\[(d_x f)_y = d_x(f_y) - f_{[y, x]},\]

\[\delta f_x = d_x f - \delta(f_x).\]

We shall now prove that
which expresses the fact that \( x \rightarrow d_x \) is a representation of \( L \). If \( f \in C^0(L, V) \) then (23.7) becomes \( P_y P_z f - P_z P_y f = P_{[x, y]} f \) which is true since \( P \) is a representation. Assume that (23.7) has been proved for all \( f \in C^{q-1}(L, V) \) and let \( f \in C^q(L, V), q > 0 \). Then for every \( z \in L \) we have by (23.5)

\[
(d_y d_x f)_z = d_y [(d_x f)_z] - (d_x f)_{[z, y]} \\
= d_y d_x (f_z) - d_y (f_{[z, x}] - (d_x f)_{[z, y]}) \]

Therefore

\[
(d_y d_x f)_z - (d_x d_y f)_z = d_y d_x (f_z) - f_{[z, x]} - (d_x f)_{[z, y]} = (d_{[x, y]} f)_z.
\]

Since this holds for each \( z \in L \), (23.7) follows.

Next we prove

\[
(23.8) \quad \delta d_x f = d_x \delta f.
\]

If \( f \in C^0(L, V) \) then

\[
(d_x \delta f)(x_1) = P_{x_1} [(\delta f)(x_2)] - \delta (f(x_1, x_2)) = P_{[x_1, x_2]} f - P_{[x_1, x_2]} f = P_{[x_1, x_2]} f = (\delta d_x f)(x_1)
\]

and (23.8) is proved in this case. Assume now that (23.8) has been proved for all \( f \in C^{q-1}(L, V) \) and let \( f \in C^q(L, V), q > 0 \). Applying (23.5), (23.6) and (23.7) gives

\[
(\delta d_x f)(y) - (d_x \delta f)(y) = d_y d_x f - \delta ([(d_x f)_y]) - d_x [(\delta f)_y] + (\delta f)_{[y, z]} \\
= d_y d_x f - \delta d_x f - \delta (f_{[y, z]}) - d_x [(\delta f)_y] + d_{[y, z]} f - \delta (f_{[y, z]}) \\
= d_y d_x f - \delta d_x f - d_x d_y f + d_x (\delta f) + d_{[y, z]} f \\
= d_x (\delta f) - \delta d_x f = 0.
\]

Since this holds for every \( y \in L \), (23.8) follows.

We can now prove (23.2). If \( f \in C^0(L, V) \) then \( 2(\delta \delta f)(x_1, x_2) = P_{x_1} [(\delta f)(x_2)] - P_{x_2} [(\delta f)(x_2)] + \delta (f(x_1, x_2)) = P_{x_1} P_{x_2} f - P_{x_2} P_{x_1} f + P_{[x_1, x_2]} f = 0 \) which proves (23.2) in this case. Assume now that (23.2) holds for all \( f \in C^{q-1}(L, V) \) and let \( f \in C^q(L, V), q > 0 \). Then by (23.6) and (23.8) gives

\[
(\delta \delta f)_z = d_x \delta f - \delta [(\delta f)_z] = d_x \delta f - \delta d_x f + \delta (f_z) = 0.
\]

Since this holds for every \( z \in L \), (23.2) follows.

Having proved that \( \delta \delta f = 0 \) we define the space \( Z^q(L, P) \) of \( g \)-\( P \)-cocycles as the kernel of the transformation \( \delta : C^q \rightarrow C^{q+1} \), and the space \( B^q(L, P) \) of \( g \)-\( P \)-coboundaries as the image \( \delta C^{q-1} \). By definition \( B^0(L, P) = 0 \). The
cohomology groups of $L$ over $P$ are then defined as the quotient space $H^q(L, P) = Z^q(L, P)/B^q(L, P)$.

Since $H^q(L, P) = Z^q(L, P)$ and $(d\delta)(x) = P_x f$ for every $x \in L$ and $f \in C^q(L, V)$, we conclude that:

(23.9) $H^q(L, P)$ is the subspace of the invariant elements of $V$.

For $q > \dim L$ we have $H^q(L, P) = 0$.

24. The case of semi-simple algebras.

Theorem 24.1. If $L$ is a semi-simple Lie algebra over a field of characteristic 0, and $P$ is an irreducible and nontrivial representation of $L$ then $H^q(L, P) = 0$ for all dimensions $q$.

This theorem shows that in the semi-simple case nothing is gained by studying cohomology groups over representations. In fact any representation $P$ decomposes into irreducible representations and this carries with it a direct decomposition of the cohomology groups. Hence $H^q(L, P)$ is isomorphic with the direct sum of several copies of $H^q(L)$.

A proof of Theorem 24.1 could be derived from Theorems 2.2 and 10.1 by the application of the unitary trick. The following proof is algebraic\(^{(18)}\).

Since the representation $P$ is not trivial, the kernel $L_0$ of $P$ is not all of $L$, since $L$ is semi-simple there is an ideal $L_1$ in $L$ such that $L$ is the direct sum of $L_0$ and $L_1$. Let $y_1, \ldots, y_n$ be a base in $L_1$. Since the bilinear form $B(y, z)$ associated with the representation $P$ of $L_1$ is nonsingular we can select a dual base $z_1, \ldots, z_n$ for $L_1$ such that

$$B(y_i, z_j) = \delta_{ij}.$$  

For each $x \in L$ we have $[y_i, x] \in L_1$ and therefore $[y_i, x] = \sum c_{ij} y_j$. Similarly $[x, z_i] = \sum d_{ij} z_j$. We shall prove that $c_{ij} = d_{ij}$. Indeed we have $B([y_i, x], z_j) = B(\sum k_i y_k, z_j) = c_{ij}$ and similarly $B(y_i, [x, z_j]) = d_{ij}$. Hence $c_{ij} = d_{ij}$ by formula (20.1). This implies the following two propositions for any $x \in L$ and any linear function $f$ of $L$ to $V$.

(24.1) $\sum_{i=1}^n P_{[y_i, z_i]} f(z_i) = \sum_{i=1}^n P_{y_i} f([x, z_i])$.

(24.2) $\sum_{i=1}^n (P_{y_i} P_{[x, z_i]} - P_{[y_i, z_i]} P_{z_i}) = 0$.

Consider the linear transformation of $V$ into itself

$$\Gamma = \sum_{i=1}^n P_{y_i} P_{z_i}.$$  

Since the trace of $\Gamma$ is $n$ it follows that $\Gamma \neq 0$. Further

\[ \Gamma P_x = \sum_{i=1}^{n} P_{y_i}P_xP_z = \sum_{i=1}^{n} P_{y_i}(P_{x,z_i} - P_{y_i}P_zP_x) \]
\[ = \sum_{i=1}^{n} (P_{y_i}P_{x,z_i} - P_{x,z_i}P_z + P_xP_{y_i}P_z) = P_z\Gamma. \]

Since \( \Gamma \) commutes with each \( P_z \) the space \( \Gamma(V) \) is an invariant subspace of \( V \). But the representation \( P \) of \( L \) is irreducible hence \( \Gamma(V) = V \) and \( \Gamma \) has an inverse \( \Gamma^{-1} \). Clearly \( \Gamma^{-1}P_x = P_x\Gamma^{-1} \).

Let \( f \in \mathcal{C}^q(L, V) \) and let \( \Lambda \) be a linear transformation \( V \to V \). Then \( \Lambda f \in \mathcal{C}^q(L, V) \). A direct computation shows that

\[ (\delta \Lambda f - \Lambda \delta f)(x_1, \ldots, x_{q+1}) \]
\[ \quad = \frac{1}{q+1} \sum_{i=1}^{q+1} (-1)^{i+1}(P_{x,z_i} - \Lambda P_{x,z_i})f(x_1, \ldots, \hat{x_i}, \ldots, x_{q+1}). \]

Suppose now that \( f \) is a cocycle. Consider the cochains \( f_{z_i} \in \mathcal{C}^{q-1}(L, V) \) and let \( g = \sum_{i=1}^{n} P_{y_i}f_{z_i} \). Then

\[ \delta g = \sum_{i=1}^{n} (\delta P_{y_i}f_{z_i} - P_{y_i}\delta f_{z_i}) + \sum_{i=1}^{n} P_{y_i}\delta f_{z_i} \]

and by (23.6)

\[ \delta g = \sum_{i=1}^{n} (\delta P_{y_i}f_{z_i} - P_{y_i}\delta f_{z_i}) + \sum_{i=1}^{n} P_{y_i}d_{z_i}f. \]

Hence by (24.3)

\[ (\delta g)(x_1, \ldots, x_q) \]
\[ \quad = \sum_{i=1}^{n} \frac{1}{q} \sum_{j=1}^{q} (-1)^{i+1}(P_{z_j}P_{y_i} - P_{y_i}P_{z_j})f_{z_i}(x_1, \ldots, \hat{x_j}, \ldots, x_q) \]
\[ \quad + \sum_{i=1}^{n} P_{y_i}(d_{z_i}f)(x_1, \ldots, x_q) \]
\[ = \sum_{i=1}^{n} \sum_{j=1}^{q} (-1)^{i+1}P_{y_i,z_j}f(x_i, x_1, \ldots, \hat{x_j}, \ldots, x_q) \]
\[ \quad + \sum_{i=1}^{n} P_{y_i}f_{z_i}(x_1, \ldots, x_q) \]
\[ \quad - \sum_{i=1}^{n} \sum_{j=1}^{q} (-1)^{i+1}P_{y_i}f([x_j, z_i], x_1, \ldots, \hat{x_j}, \ldots, x_q). \]

The two double sums cancel in view of (24.1) and therefore \( \delta g = \Gamma f \). Since \( \Gamma^{-1} \)
and $P_x$ commute, (24.3) implies that $\delta \Gamma^{-1}g = \Gamma^{-1}\delta g = \Gamma^{-1}Tf = f$. Hence $f$ is a coboundary, q.e.d.

25. The group $H^1(L, P)$. A detailed discussion of the connections between the first cohomology groups and derivations in a Lie algebra is given by Hochschild.$^{(*)}$

Theorem 25.1. A Lie algebra $L$ over a field of characteristic 0 is semi-simple if and only if $H^1(L, P) = \{0\}$ for every representation $P$ of $L$.

Proof. It follows from (16.6) and Theorem 24.1 that if $L$ is semi-simple then $H^1(L, P) = 0$. To prove the converse, consider any representation $P$ of $L$ with representation space $V$ and let $U$ be an invariant subspace of $V$. Choose a subspace $W$ of $B$ (not necessarily invariant) such that $V$ is the direct sum of $U$ and $W$. For each $x \in L$ denote by $P_x$ the transformation $P_x$ treated as a linear transformation $W \to V$. Clearly

$$P_x = Q_x + R_x$$

where $Q_x : W \to U$ and $R_x : W \to W$ are linear in both $x \in L$ and $w \in W$. Let $S$ be the space of linear mappings $W \to U$. Then $Q_x \in S$. For $s \in S$ and $x \in L$ define $T_x s \in S$ by

$$T_x s = P_x s - s R_x.$$ 

Since

$$P_{x_2} P_{x_1} = P_{x_2} Q_{x_1} + P_{x_2} R_{x_1} = P_{x_2} Q_{x_1} + Q_{x_2} R_{x_1} + R_{x_2} R_{x_1},$$

and $P_{x_2} P_{x_1} - P_{x_1} P_{x_2} = P_{[x_1, x_2]}$ it follows that

$$R_{[x_1, x_2]} = R_{x_2} R_{x_1} - R_{x_1} R_{x_2},$$

$$Q_{[x_1, x_2]} = T_{x_2} Q_{x_1} - T_{x_1} Q_{x_2}. \tag{25.1}$$

Since

$$T_{x_2} T_{x_1} s = P_{x_2} T_{x_1} s - (T_{x_1} s) R_x,$$

$$= P_{x_2} P_{x_1} s - P_{x_2} s R_{x_1} - P_{x_1} s R_{x_2} + s R_{x_2} R_{x_1},$$

therefore

$$T_{x_2} T_{x_1} s - T_{x_1} T_{x_2} s = P_{x_2} P_{x_1} s - P_{x_1} P_{x_2} s + s R_{x_1} R_{x_2} - s R_{x_2} R_{x_1}$$

This shows that $T$ is a representation of $L$ with $S$ as representation space. Then $Q \in C^1(L, S)$ and condition (25.1) means that $\delta Q = 0$. Since $H^1(L, T) = 0$, $Q$ is a coboundary. Hence there is a linear transformation $s_0 \in S$ such that

$$Q_x = T_{x s_0} = P_{x s_0} - s_0 R_x.$$ 

Hence
\[ \bar{P}_x = Q_x + R_x = \bar{P}_x s_0 - s_0 R_x + R_x \]

which implies

\[(25.2) \quad P_x (w - s_0(w)) = (R_x - s_0 R_x)w \]

for each \( x \in L, w \in W. \)

Define

\[ t(w) = w - s_0(w). \]

Since \( s_0(w) \in U, t \) maps \( W \) isomorphically onto some subspace \( \overrightarrow{W} \) of \( V \) and \( V \) is the direct sum \( U + \overrightarrow{W}. \) Condition \( (25.2) \) then becomes \( P_x(tw) = t(R_xw) \)

which shows that \( \overrightarrow{W} \) is invariant under \( P. \)

26. Extensions of Lie algebras. In this and the following section it is not assumed that the groundfield is of characteristic 0. Consequently the factor \( 1/(q+1) \) in the formula for the \( \overrightarrow{W} \) coboundary will be omitted.

Let \( L^* \) and \( L \) be two Lie algebras and \( \phi: L^* \to L \) a homomorphism of \( L^* \) onto \( L. \) The pair \((L^*, \phi)\) is called an extension. The kernel \( V \) of \( \phi \) is called the kernel of the extension. If \([V, V] = 0\) the extension is said to have an abelian kernel. An extension is called inessential if there exists a subalgebra \( L' \) of \( L^* \) which is mapped by \( \phi \) isomorphically onto \( L. \) As a vector space \( L^* \) is then the direct sum \( L' + V. \)

The proof of the following theorem is identical with the proof of an analogous theorem established by Hochschild(4) for associative algebras.

**Theorem 26.1.** If every extension of \( L \) with an abelian kernel is inessential, then every extension of \( L \) is inessential.

The extensions of \( L \) with an abelian kernel will be now studied in greater detail. Let \((L^*, \phi)\) be such an extension with kernel \( V. \) We select a linear mapping \( u: L \to L^* \) such that \( \phi u(x) = x \) for each \( x \in L. \) For each \( x \in L \) we then have a mapping \( P_x v = [v, u(x)] \) of \( V \) into itself. Since \([V, V] = 0\) it can be easily verified that \( P_x \) is independent of the choice of \( u. \) Further \( P_y P_x v = P_x P_y v = [v, u(x)], u(y)] - [v, u(y)], u(x)] = [v, [u(x), u(y)]] = [v, u(x,y)] = P_{[x,y]}v, \) and therefore \( P \) is a representation of \( L \) with \( V \) a representation space.

Suppose now that the space \( V \) and the representation \( P \) of \( L \) in \( V \) is given. Any pair \((L^*, \phi)\) where \( \phi \) is a homomorphism of \( L^* \) onto \( L \) with kernel \( V, \) such that \([V, V] = 0\) and which leads to the given representation \( P, \) will be called an extension of \( L \) by \( P. \) Two such extensions \((L^*_1, \phi_1)\) and \((L^*_2, \phi_2)\) are isomorphic if there is an isomorphism \( \theta: L^*_1 \to L^*_2 \) such that \( \theta(v) = v \) for \( v \in V \) and that \( \phi_1 = \phi_2 \theta. \)

Given an extension \((L^*, \phi)\) of \( L \) by \( P \) we select a linear mapping \( u: L \to L^* \) with \( \phi u(x) = x. \) Since \( \phi([u(x), u(y)]) = [x, y] = \phi u([x, y]) \) therefore there is an element \( f(x, y) \in V \) such that

\[ [u(x), u(y)] = f(x, y) + u([x, y]). \]
The function $f$ is called the factor set corresponding to the function $u$. Clearly $f$ is a $2-V$-cochain.

For $x, y, z \in L$ we have

$$[u(x), u(y), u(z)] = [f(x, y), u(z)] + [u([x, y]), u(z)]$$

$$= P_s f(x, y) + f([x, y], z) + u([[x, y], z]).$$

Therefore Jacobi's identity gives

$$P_s f(x, y) + P_u f(z, x) + P_s f(y, z) + f([x, y], z) + f([y, z], x) = 0$$

or $(\delta f)(x, y, z) = 0$. It follows that the factor set $f$ is a $2-P$-cocycle.

If $\tilde{u}$ is a different linear mapping $\tilde{u}: L \rightarrow L^*$ such that $\phi \tilde{u}(x) = x$, then $h(x) = u(x) - u(x) \in V$ and $h$ is a $1-V$-cochain. If $\tilde{f}$ is the factor set corresponding to $\tilde{u}$ then

$$\tilde{f}(x, y) = [\tilde{u}(x), \tilde{u}(y)] - \tilde{u}([x, y]) = [u(x), u(y)] + [h(x), u(y)]$$

$$+ [u(x), h(y)] + [h(x), h(y)] - u([x, y]) - h([x, y])$$

so that

$$\tilde{f} = f - \delta h.$$ 

This proves that the cohomology class of $f$ is independent of the choice of $u$. Thus to each extension $(L^*, \phi)$ corresponds a definite element of $H^2(L, P)$. Clearly two isomorphic extensions determine the same element of $H^2(L, P)$. Given an element of $H^2(L, P)$ a corresponding extension can be constructed as follows. Let $f$ be a cocycle belonging to the given element of $H^2(L, P)$. As a vector space $L^*$ is the direct sum $L + V$, with $\phi(x, v) = x$ and $u(x) = (x, 0)$. Commutation in $L$ is defined by the formula

$$[(x_1, v_1), (x_2, v_2)] = ([x_1, x_2], P_x v_1 - P_x v_2 + f(x_1, x_2)).$$

It is further easy to see that an extension is inessential if and only if the corresponding cohomology class is zero.

This implies the following theorem.

**Theorem 26.2.** The elements of $H^2(L, P)$ are in a 1-1 correspondence with isomorphism classes of extensions of $L$ by $P$.

**Corollary 26.1.** In order that every extension of $L$ over $P$ be inessential it is necessary and sufficient that $H^2(L, P) = 0$.

Combining this with Theorem 26.1, we find:

**Theorem 26.3.** In order that every extension of a Lie algebra $L$ be inessential it is necessary and sufficient that $H^2(L, P) = 0$ for every representation $P$.

In view of Theorems 21.1 and 24.1 this condition is satisfied when $L$ is a
semi-simple Lie algebra over a field of characteristic 0. Thus we obtain Levi's theorem:

**Theorem 26.4.** If $L$ is a semi-simple Lie algebra over a field of characteristic 0, then every extension of $L$ is inessential.

27. Irreducible extensions. Exterior center. An extension $(L^*, \phi)$ of $L$ by a representation $P$ will be called *irreducible* if there is no proper subalgebra of $L^*$ which is mapped by $\phi$ onto $L$. Let $V_1$ be a proper invariant subspace of $V$. This implies that $V_1$ is an ideal in $L^*$ and $L^*/V_1$ may also be regarded as an extension of $L$. It is easy to see that $(L^*, \phi)$ is irreducible if and only if the extensions $L^*/V_1$ are essential for every proper invariant subspace $V_1$ of $V$.

We shall now consider extensions $(L^*, \phi)$ corresponding to the trivial representation of $L$ in $V$. Such extensions are called *central*, because $V$ is then in the center of the extension. These extensions are in a 1-1-correspondence with the element of the cohomology group $H^2(L, V)$ (we write $V$ instead of the trivial representation of $L$ in $V$).

Any linear map $V \rightarrow V_1$ induces in the obvious way a homomorphism $H^2(L, V) \rightarrow H^2(L, V_1)$. In particular every linear functional $v$ on $A$ (with values in the ground field) induces a homomorphism $v_\phi$ of $H^2(L, V)$ into $H^2(L)$. This way every element $e \in H^2(L, V)$ determines a homomorphism

$$
\Phi_\phi : \hat{V} \rightarrow H^2(L).
$$

**Lemma 27.1.** The correspondence $e \mapsto \Phi_\phi$ establishes an isomorphism of $H^2(L, V)$ with the space of all linear maps $\hat{V} \rightarrow H^2(L)$ of the conjugate space of $V$ into $H^2(L)$.

The proof is simple and is left as an exercise to the reader.

Each central extension $E = (L^*, \phi)$ of $L$ with kernel $V$ determines uniquely an element of $H^2(L, V)$ and this in turn determines a linear map $\hat{V} \rightarrow H^2(L)$ that we shall denote by $\phi_E$. Thus $E \mapsto \phi_E$ establishes a 1-1 correspondence between the equivalence classes of extensions $E$ and the linear maps $\hat{V} \rightarrow H^2(L)$.

**Theorem 27.1.** A central extension $E = (L^*, \phi)$ with kernel $V$ is irreducible if and only if the corresponding linear transformation $\phi_E : \hat{V} \rightarrow H^2(L)$ is an isomorphism into.

**Proof.** Suppose that $E$ is not irreducible. There is then a proper subalgebra $L'$ of $L^*$ which is mapped by $\phi$ onto $L$. Then $V' = L' \cap V$ is a proper subspace of $V$ and there exists a nonzero element $\hat{v} \in \hat{V}$ which annihilates $V'$. Let $\mu : L \rightarrow L'$ be a linear map such that $\mu v = \text{identity}$. The factor set corresponding to this $\mu$ will have values in $V'$ and therefore will be annihilated by $\hat{v}$. Hence $\phi_E \hat{v} = 0$, which shows that $\phi_E$ is not an isomorphism.

Conversely, let $\hat{v} \in \hat{V}$, $\hat{v} \neq 0$, and $\phi_E \hat{v} = 0$. Let $V'$ be the space of zeros of
\( \hat{\nu} \) and let \( V'' \) be a subspace of \( V \) such that \( V \) is the direct sum \( V' + V'' \). Let \( u : L \to L^* \) be a linear map as before and let \( f \in Z^2(L, V) \) be the corresponding factor set. The cocycle \( f \) determines cocycles \( f' \in Z^2(L, V') \) and \( f'' \in Z^2(L, V'') \) such that \( f = f' + f'' \). Since \( \hat{\nu} f \) is a coboundary it follows that \( f'' \) is a coboundary. Let then \( f'' = \delta h \) where \( h \in \delta C^1(L, V'') \). Replacing the function \( u : L \to L^* \) by

\[
\tilde{u}(x) = u(x) + h(x)
\]

we find that the factor set is

\[
\tilde{f} = f - \delta h = f'.
\]

Then \( L' = \tilde{u}(L) + V' \) is a proper subalgebra of \( L^* \) and \( \phi \) maps \( L' \) onto \( L \). Thus \( E \) is not irreducible.

Consider now the case when \( V = \) conjugate space of \( H^2(L) \). Let \( \phi \) be the natural isomorphism of \( \hat{\nu} V \) with \( H^2(L) \). Then there is a central extension \( E = (L^*, \phi) \) with kernel \( V \) such that \( \phi_E = \phi \). It follows from the previous theorem that \( E \) is irreducible. The kernel of \( \phi \) is then called the full exterior center of \( L \). We can therefore state the following theorem.

**Theorem 27.2.** \( H^2(L) \) is the conjugate space of the full exterior center of the Lie algebra \( L \).

28. **The relative case.** The definition of §22 will now be carried over to the case of cohomology groups over a representation. Let \( L \) be a Lie algebra over a field of characteristic 0, \( L' \) a subalgebra of \( L \) and \( P \) a representation of \( L \) with the vector space \( V \) as representation space.

A \( q \)-\( V \)-cochain \( f \) on \( L \) will be called orthogonal to \( L' \) if, as in §22,

\[
(28.1) \quad f(x_1, \ldots, x_q) = 0 \quad \text{if } x_1 \in L',
\]

\[
(28.2) \quad d_x f = 0 \quad \text{for } x \in L'.
\]

Condition (28.1) can also be equivalently written as

\[
(28.1') \quad f_x = 0 \quad \text{if } x \in L'.
\]

It follows from (23.6) and (23.8) that if \( f \) is orthogonal to \( L' \) then \( \delta f \) also is. Consequently if we denote by \( C^q(L, L', V) \) the \( q \)-\( V \)-cochains orthogonal to \( L' \) and define

\[
Z^q(L, L', P) = Z^q(L, P) \cap C^q(L, L', V),
\]

\[
B^q(L, L', P) = \delta C^{q-1}(L, L', V), \quad B^0(L, L', P) = 0,
\]

\[
H^q(L, L', P) = Z^q(L, L', P)/B^q(L, L', P),
\]

we arrive at the definition of the cohomology group \( H^q(L, L', P) \). As in §22 if \( L' \) is an ideal in \( L \) and the representation \( P \) is trivial on \( L' \) then \( H^q(L, L', P) \approx H^q(L/L', P) \).
The definition of $H^q(L, L', P)$ clearly allows for a reformulation of Theorem 13.1.

As a generalization of Theorem 24.1 we prove the following theorem.

**Theorem 28.1.** If $L$ is a semi-simple Lie algebra over a field of characteristic 0, $L'$ is a subalgebra of $L$ and $P$ is an irreducible and nontrivial representation of $L$ then $H^q(L, L', P) = 0$ for all dimensions $q$.

**Proof.** We utilize the notation of the proof of Theorem 24.1. For every $q$-$P$-cocycle $f$ we constructed a $(q-1)$-$V$-cochain

$$g = \sum_{i=1}^n P_v f_s$$

such that

$$\delta \Gamma^{-1} g = f.$$

Assume now that $f$ is orthogonal to $L'$. We shall then show that $g' = \Gamma^{-1} g$ is orthogonal to $L'$.

Let $x \in L'$. Then

$$g_x = \sum_{i=1}^n (P_v f_s)_x = \sum_{i=1}^n P_v (f_s)_x = - \sum_{i=1}^n P_v (f_x s)_i = 0.$$ 

Since $\Gamma^{-1}$ is an automorphism of $V$ it follows that

$$g_x' = 0 \quad \text{for} \quad x \in L'.$$

From (23.6) we deduce

$$f_x = d_x g' - \delta (g_x').$$

Hence for $x \in L'$, $d_x g' = 0$. This combined with (28.3) proves that $g'$ is orthogonal to $L'$, q.e.d.
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