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1. Introduction. The purpose of this paper is to present a unified approach toward the problem of calculating the distribution function of the Wiener functional

\( \int_0^t V(x(\tau))d\tau \)

where \( x(t) \) is an element of Wiener's space \( (0 \leq t < \infty) \) and \( V(x) \) is subject to certain restrictions. The most severe of these restrictions is that \( V(x) \) be non-negative, or somewhat more generally, bounded from below.

Our principal result is the following: if \( \sigma(\alpha; t) \) is the distribution function of (1.1), then

\[
\int_0^\infty \int_0^\infty \exp \left( -u\alpha - st \right) d\sigma(\alpha; t) dt = \int_{-\infty}^{\infty} \psi(x) dx,
\]

where \( \psi(x) \) is the fundamental solution (Green's function) of the differential equation

\[
\frac{1}{2} \frac{d^2\psi}{dx^2} + (s + uV(x))\psi = 0, \quad x \neq 0,
\]

subject to the conditions

\[
\psi(x) \to 0, \quad x \to \pm \infty,
\]

\[
|\psi'(x)| < M, \quad x \neq 0,
\]

\[
\psi'(0^+) - \psi'(0^-) = -2
\]

The existence and uniqueness of such a fundamental solution are parts of the assertion.

The differential equation (1.3) is quite similar to the equation of Schrödinger in quantum mechanics. In fact, the results of this paper were strongly influenced by the derivation of Schrödinger's equation which we found in a hitherto unpublished Princeton Thesis of R. P. Feynman. The principal motivation behind the investigation of the distribution functions of functionals (1.1) is the following: Let \( X_1, X_2, \ldots \) be identically distributed random variables each having mean 0 and variance 1. Let furthermore
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and consider the random variable

\[ (1.4) \quad \frac{1}{n} \sum_{k=1}^{n} V\left(\frac{s_k}{\mu^{1/2}}\right). \]

Then, under suitable restrictions on \( V \), and in certain cases some further restrictions on the \( X \)'s, the limiting distribution of (1.4) is \( \sigma(\alpha; t) \). (For the special case \( V(x) = |x| \) see [2](*)). Also certain generalizations of the results of this paper to processes \( x(t) \) other than those of Wiener may prove to be useful in the theory of random noise.

2. **Preliminary considerations.** Let \( x(t), x(0) = 0, 0 \leq t < \infty, \) be elements of the Wiener space and let \( V(x) \) be a piecewise continuous, non-negative function defined for \(-\infty < x < \infty\). Consider the functional

\[ (2.1) \quad \int_{0}^{t} V(x(\tau)) d\tau. \]

This functional is measurable and hence it has a distribution function which we denote by \( \sigma(\alpha; t) \). In other words,

\[ (2.2) \quad \text{Prob. } \left\{ \int_{0}^{t} V(x(\tau)) d\tau < \alpha \right\} = \sigma(\alpha; t). \]

It also follows that for \( u > 0, \)

\[ (2.3) \quad E\left\{ \exp\left(-u \int_{0}^{t} V(x(\tau)) d\tau\right) \right\} = \int_{0}^{\infty} \exp\left(-u\alpha\right) d\sigma(\alpha; t) = f(u; t). \]

We see that \( f(u; t) \) is a bounded nonincreasing function of \( t \) and consequently the real Laplace transform

\[ (2.4) \quad \int_{0}^{\infty} \exp\left(-st\right) f(u; t) dt = g(u; s), \quad s > 0, \]

exists.

Now, let \( n \) be an integer and consider the sum

\[ (2.5) \quad \frac{1}{n} \sum_{k=1}^{n} V\left(x\left(\frac{k}{n}\right)\right). \]

As \( n \to \infty \), the distribution function of this sum approaches the distribution function \( \sigma(\alpha; t) \) of the integral (2.1) at each continuity point of the latter.

Let \( G_1, G_2, \ldots \) be independent, normally distributed random variables each having mean zero and variance 1. From the definition of the Wiener

(*) Numbers in brackets refer to the bibliography at the end of the paper.
measure it follows that the distribution function of (2.5) is the same as that of

\[(2.6)\quad \frac{1}{n} \sum_{k \geq n} V \left( \frac{G_1 + \cdots + G_k}{n^{1/2}} \right).\]

Thus the distribution function of (2.6) approaches, as \(n \to \infty\), \(\sigma(\alpha; t)\) at each continuity point of the latter. Consequently,

\[(2.7)\quad f_n(u; t) = E \left\{ \exp \left( -\frac{u}{n} \sum_{k \geq n} V \left( \frac{G_1 + \cdots + G_k}{n^{1/2}} \right) \right) \right\} \to f(u; t).\]

Since \(f_n(u; t)\) and \(f(u; t)\) are non-negative and bounded by 1 we also have that

\[(2.8)\quad \int_0^\infty \exp (-st)f_n(u; t) dt \to \int_0^\infty \exp (-st)f(u; t) dt, \quad s > 0.\]

Noticing that for

\[k/n \leq t < (k + 1)/n\]

one has

\[f_n(u; t) = f_n(u; k/n),\]

we obtain

\[
\int_0^\infty f_n(u; t) \exp (-st) dt = \sum_{k=0}^\infty f_n \left( u; \frac{k}{n} \right) \int_{k/n}^{(k+1)/n} \exp (-st) dt
= \frac{1 - \exp (-s/n)}{s} \sum_{k=0}^\infty f_n \left( u; \frac{k}{n} \right) \exp \left( -\frac{k}{n} s \right).
\]

Thus

\[(2.9)\quad \lim_{n \to \infty} \frac{1}{n} \sum_{k=1}^\infty f_n \left( u; \frac{k}{n} \right) \exp \left( -\frac{k-1}{n} s \right) = g(u; s), \quad s > 0.\]

In many instances it is possible to show that \(\sigma(\alpha; t)\) is not only the limiting distribution function of (2.6) but also of

\[(2.10)\quad \frac{1}{n} \sum_{k \geq n} V \left( \frac{X_1 + \cdots + X_k}{n^{1/2}} \right),\]

where the \(X\)'s are quite general independent, identically distributed, random variables each having mean 0 and variance 1. In [1] and [3] such proofs were carried out for \(V(x) = x^2\), \(V(x) = |x|\) and \(V(x) = (1 + \text{sign } x)/2\). The method of proof is applicable to a wide class of functions but it may be necessary to put further restrictions on the \(X\)'s.
For instance, if $V(x) = x^{2m}$, $m > 1$, the method of proof will require the assumption that the $2m$th moment of $X_j$ be finite [4].

Instead of trying to state the rather cumbersome conditions under which one can prove (by the method of [1] and [3]) that the distribution function of (2.10) approaches $\sigma(\alpha; t)$ we shall simply assume that $V(x)$ is such that the proof can be carried out. It is, of course, understood that whenever necessary we shall assume that some higher moments of $X_j$ are finite.

Given such a $V(x)$, we take for $X_j$'s the random variables for which

$$\text{Prob. } \{X_j = 1\} = \text{Prob. } \{X_j = -1\} = 1/2.$$  

Setting

$$(2.11) \quad h_n(u; t) = E\left\{ \exp \left( -\frac{u}{n} \sum_{k \geq n} V\left( \frac{X_1 + \cdots + X_k}{n^{1/2}} \right) \right) \right\}$$

we obtain, as before,

$$(2.12) \quad \lim_{n \to \infty} \frac{1}{n} \sum_{k=1}^{\infty} h_n\left( u; \frac{k}{n} \right) \exp \left( -\frac{k - 1}{n} s \right) = g(u; s), \quad s > 0.$$  

3. The difference equation. Let $\tau = 1/n$, $\Delta = 1/n^{1/2}$ and, for $m$ an integer,

$$(3.1) \quad \rho(m) = \begin{cases} 1/2 & \text{if } m = 1, -1, \\ 0 & \text{otherwise.} \end{cases}$$

Then (suppressing $n$ and $u$ in some places, for the sake of brevity)

$$h(k\tau) = h_n(u; k/n) = \sum_{m_1, \cdots, m_k} \exp \left( -u\tau \sum_{j=1}^{k} V(m_j\Delta) \right) \rho(m_1) \rho(m_2 - m_1) \cdots \rho(m_k - m_{k-1}) \quad (\dagger).$$

Set

$$(3.2) \quad \phi(m_k\Delta, k\tau) = \sum_{m_1, \cdots, m_{k-1}} \exp \left( -u\tau \sum_{j=1}^{k} V(m_j\Delta) \right) \rho(m_1) \cdots \rho(m_k - m_{k-1})$$

and note that

$$\phi(m_k\Delta, k\tau) = \exp \left( -u\tau V(m_k\Delta) \right) \sum_{m_{k-1}} \phi(m_{k-1}\Delta, (k - 1)\tau) \rho(m_k - m_{k-1}).$$

Writing $m$ instead of $m_k$ and recalling the definition of $\rho(m)$ we get

$$\phi(m\Delta, k\tau) = \exp \left( -u\tau V(m\Delta) \right) \left\{ \phi((m - 1)\Delta, (k - 1)\tau) + \phi((m + 1)\Delta, (k - 1)\tau) \right\} / 2, \quad k > 1,$$

(\dagger) Unless otherwise stated summations are understood to be extended from $-\infty$ to $\infty$. 
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\[
\phi(m\Delta, \tau) = \exp\left(-uV(m\Delta)\right)\rho(m).
\]

Now,
\[
\sum_{k=1}^{\infty} \phi(m\Delta, k\tau) \exp\left(-(k-1)\tau s\right)
\]
\[
= \exp\left(-uV(m\Delta)\right) \left\{ \rho(m) + \frac{1}{2} \exp\left(-\tau s\right) \sum_{k=2}^{\infty} \phi((m-1)\Delta, (k-1)\tau) + \phi((m+1)\Delta, (k-1)\tau) \exp\left(-(k-2)\tau s\right) \right\}
\]

and setting
\[
\chi(m\Delta; s) = \tau \sum_{k=1}^{\infty} \phi(m\Delta, k\tau) \exp\left(-(k-1)\tau s\right)
\]

we obtain after a few simple transformations
\[
\frac{\chi_{m-1} - 2\chi_m + \chi_{m+1}}{2\tau} - \frac{\exp\left\{ (s + uV_m)\tau \right\} - 1}{\tau} \chi_m = -\rho(m) \exp\left(\tau s\right).
\]

Here we use the abbreviations
\[
V_m = V(m\Delta), \quad \chi_m = \chi(m\Delta; s).
\]

Introducing the function
\[
\psi_m = \psi(m\Delta) = \psi(m\Delta; s) = \chi(m\Delta; s)/\Delta
\]

and noticing that \(\Delta^2 = \tau\) we have
\[
\frac{1}{2} \frac{\psi_{m-1} - 2\psi_m + \psi_{m+1}}{\Delta^2} - \frac{\exp\left\{ (s + uV_m)\tau \right\} - 1}{\tau} \psi_m = -\frac{\rho(m)}{\Delta} \exp\left(\tau s\right).
\]

Furthermore,
\[
\frac{1}{n} \sum_{k=1}^{n} h_n\left(\frac{k}{n}; \frac{k}{n}\right) \exp\left(-\frac{k-1}{n} s\right) = \Delta \sum_{m=-\infty}^{\infty} \psi_m.
\]

4. Passage to the limit. On purely intuitive grounds we see that the difference equation (3.6) is related to the differential equation
\[
\frac{1}{2} \frac{d^2\psi}{dx^2} - (s + uV(x))\psi = 0, \quad x \neq 0.
\]

Furthermore, since the right-hand side of (3.6) behaves singularly near 0 \((m=1, -1)\) we can suspect that \(\psi_m = \psi(m\Delta)\) will, in the limit \(\Delta \to 0\), be related to a solution of (4.1) which exhibits a singularity at \(x=0\). In fact, we are going to prove that
(4.2) \[ g(u; s) = \lim_{\Delta \to 0} \Delta \sum_{m} \psi_m = \int_{-\infty}^{\infty} \psi(x) dx, \]

where \( \psi(x) = \psi(x; s) \) is the Green's function (fundamental solution) of (4.1) satisfying the boundary conditions

\[ \psi(x) \to 0, \quad x \to \pm \infty \]

and which is singular at \( x = 0 \). The proof of this statement will be based on the method of Courant, Friedrichs and Lewy [5].

We first notice that (see (3.2))

\[ \phi(m\Delta, kr) \leq \sum_{m_1, \ldots, m_{k-1}} \rho(m_1) \rho(m_2 - m_1) \cdots \rho(m - m_{k-1}) = \text{Prob.} \{ X_1 + X_2 + \cdots + X_k = m \} \]

\[ = \frac{1}{2\pi} \int_{0}^{2\pi} \exp(-im\xi) \cos^k \xi d\xi. \]

Thus

\[ \psi_m = \frac{\chi_m}{\Delta} = \frac{\tau}{\Delta} \sum_{k=1}^{\infty} \phi(m\Delta, kr) \exp\{-(k-1)s\tau\} \]

\[ \leq \frac{\tau}{2\pi\Delta} \int_{0}^{2\pi} \cos m\xi \cos^k \xi \frac{d\xi}{1 - \cos \xi \exp(-s\tau)} \]

\[ \leq \frac{\tau}{2\pi\Delta} \int_{0}^{2\pi} \frac{d\xi}{1 - \cos \xi \exp(-s\tau)} = \frac{\tau}{\Delta} (1 - \exp(-2s\tau))^{-1/2}. \]

Since, as \( \tau \to 0 \) (\( \Delta^2 = \tau \)), we have

\[ \frac{\tau}{\Delta} (1 - \exp(-2s\tau))^{-1/2} \to (2s)^{-1/2}, \]

we see that

(4.3) \[ \psi_m < C(s), \]

where \( C(s) \) depends only on \( s \).

From the inequality

\[ 0 \leq \psi_m \leq \frac{\tau}{2\pi\Delta} \int_{0}^{2\pi} \frac{\cos m\xi \cos^k \xi}{1 - \cos \xi \exp(-s\tau)} d\xi \]

we infer that for a fixed \( \tau \) (and hence \( \Delta \)) we have

(4.4) \[ \psi_m \to 0 \quad \text{as} \quad m \to \pm \infty. \]

Multiplying both sides of (3.6) by \( \Delta \psi_m \) and summing over \( m \), we obtain
\[
\frac{\Delta}{2} \sum_{m} \left( \frac{\psi_{m+1} - \psi_{m}}{\Delta} \right)^{2} + \Delta \sum_{m} \exp \left\{ \frac{(s + uV_{m})\tau}{\tau} \right\} - 1 \psi_{m}^{2} = \exp \left( \frac{sr}{2} \right) (\psi_{1} + \psi_{-1}),
\]

(4.5)

after having noticed that (4.4) implies the identity

\[
\sum_{m} (\psi_{m-1} - 2\psi_{m} + \psi_{m+1})\psi_{m} = -\sum_{m} (\psi_{m+1} - \psi_{m})^{2}.
\]

From (4.5) and (4.3) it follows that

\[
\Delta \sum_{m} \left( \frac{\psi_{m+1} - \psi_{m}}{\Delta} \right)^{2} < 2C(s) \exp (sr) < D(s),
\]

where \(D(s)\) again depends on \(s\) alone. Consider now the functions \(\psi_{\Delta}(x)\) whose graphs are polygonal lines joining the points \((m\Delta, \psi_{m})\). These functions are uniformly bounded (see (4.3)), and, moreover, they are equicontinuous. To see this we write

\[
|\psi(p\Delta) - \psi(q\Delta)| = \left| \sum_{m=q}^{p-1} (\psi_{m+1} - \psi_{m}) \right|
\]

\[
\leq (p - q)^{1/2} \left[ \sum_{m} (\psi_{m+1} - \psi_{m})^{2} \right]^{1/2}
\]

\[
< (D(s))^{1/2}(p\Delta - q\Delta)^{1/2}.
\]

Thus one can choose a subsequence, from the sequence \(\psi_{\Delta}(x)\), which converges uniformly (in every finite interval) to a continuous function \(\psi(x)\). For \(m \neq 1, -1\) we have (see 3.6),

\[
\frac{1}{2} \frac{\psi_{m-1} - 2\psi_{m} + \psi_{m+1}}{\Delta^{2}} = \exp \left\{ \frac{(s + uV_{m})\tau}{\tau} \right\} - 1 \psi_{m}
\]

and consequently, if \(l\) and \(n\) are integers \((l < n)\) both less than \(-1\) or both greater than \(1\), we get by double summation

\[
\frac{\psi_{n} - \psi_{l}}{2} - \frac{(n - l)\Delta}{2} \frac{\psi_{l} - \psi_{l-1}}{\Delta} = \Delta^{2} \sum_{l=1}^{n} \sum_{m-l}^{n-l} \frac{\exp \left\{ \frac{\tau(s + uV_{m})}{\tau} \right\} - 1}{\tau} \psi_{m}.
\]

(4.6)

If \(\Delta \to 0\) (through the chosen subsequence) and \(n\Delta \to x, l\Delta \to x_{0}\) we see that the right-hand side of (4.6) approaches

\[
\int_{x_0}^{x} \int_{x_0}^{x} (s + uV(x)) \psi(x) dxd\xi.
\]

Since \(\psi_{n} \to \psi(x), \psi_{l} \to \psi(x_{0})\) and \((n - l)\Delta \to x - x_{0}\) we see that
must also approach a limit. Denoting this limit by \( \alpha(x_0) \) we have from (4.6)

\[
\psi(x) = \frac{\psi(x_0) - (x - x_0)}{2} - \frac{\alpha(x_0)}{2} = \int_{x_0}^{x} \int_{x_0}^{\xi} (s + uV(x))\psi(x)\,dx\,d\xi.
\]

Since (4.7) holds for all \( x \) and \( x_0 \) which are both less than 0 or both greater than 0 we infer that for \( x \not= 0 \)

\[
\frac{1}{2} \frac{d^2\psi}{dx^2} - (s + uV(x))\psi = 0, \quad x \not= 0.
\]

It also follows that

\[
\alpha(x) = \frac{d\psi}{dx}, \quad x \not= 0.
\]

Coming back to the difference equation (3.6) we get, for \( l < -1 \) and \( n > 1 \), by summation

\[
\frac{1}{2} \psi_{n+1} - \frac{1}{2} \psi_n = \Delta \sum_{m=1}^{n} \exp \left\{ (s + uV_m)\tau \right\} - 1 \psi_m - \exp (sr).
\]

In the limit, as \( n\Delta \to x > 0 \) and \( l\Delta \to x_0 < 0 \), we obtain

\[
\frac{1}{2} \frac{d\psi}{dx} - \frac{1}{2} \frac{d\psi}{dx_{x=x_0}} = \int_{x_0}^{x} (s + uV(x))\psi(x)\,dx - 1.
\]

If we now let \( x \to 0 \) from the right and \( x_0 \to 0 \) from the left we are led to the equality

\[
\psi'(+0) - \psi'(-0) = -2,
\]

which shows that \( \psi(x) \) is indeed a fundamental solution of (4.8).

We have already seen that

\[
\psi_m < \frac{\tau}{2\pi\Delta} \int_{0}^{2\pi} \cos m\xi \cos \xi \frac{1 - \cos \xi \exp (-sr)}{1 - \cos \xi} \,d\xi
\]

and since it is easy to show that, as \( \Delta \to 0 \), \( m\Delta \to x \), the right-hand side of (4.11) approaches \( (2s)^{-1/2} \exp \left\{ -(2s)^{1/2} |x| \right\} \) we obtain

\[
\psi(x) \leq (2s)^{-1/2} \exp \left\{ -(2s)^{1/2} |x| \right\}
\]

and, in particular,

\[
\psi(x) \to 0, \quad x \to \pm \infty.
\]

\(^*(4)\) Write the right-hand side of (4.11) in the form \( \frac{\tau}{\pi\Delta} \int_{0}^{2\pi} \cos m\xi \cos \xi \cdot (1 - \cos \xi \exp (-sr)) \,d\xi \) and make the substitution \( \xi = m\Delta \). We then recognize almost immediately that the integral approaches \( (2s)^{-1/2} \exp \left\{ -(2s)^{1/2} |x| \right\} \).
It is also easy to show that

\[
\left| \frac{d\psi}{dx} \right| \leq 2.
\]

In fact, starting with the difference equation (3.6) and summing over \( m \) from \( -\infty \) to \( \infty \) we obtain

\[
\Delta \sum_m \exp \left\{ \frac{(s + uV_m)\tau}{\tau} \right\} - 1 \psi_m = \exp (s\tau).
\]

Summing over \( m \) from \( -\infty \) to \( l < -1 \) we get

\[
\frac{1}{2} \psi_{l+1} - \psi_l = \Delta \sum_{m \leq l} \exp \left\{ \frac{(s + uV_m)\tau}{\tau} \right\} - 1 \psi_m \leq \exp (s\tau)
\]

and hence, in the limit \( \Delta \to 0, l\Delta \to x < 0 \),

\[
0 \leq \frac{d\psi}{dx} \leq 2, \quad x < 0.
\]

Likewise we prove that

\[
0 \leq -\frac{d\psi}{dx} \leq 2, \quad x > 0.
\]

Conditions (4.13) and (4.14) imply trivially\(^{(6)}\) that our fundamental solution is unique. Much less would insure uniqueness but the corresponding theorem would be less elementary.

Finally, we must show that

\[
\lim_{\Delta \to 0} \Delta \sum_m \psi_m = \int_{-\infty}^{\infty} \psi(x) dx.
\]

This, however, follows easily from the estimates (4.11) and (4.12) and from the fact \( \psi_m \to \psi(x) \) \((m\Delta \to x)\), uniformly in every finite interval.

Actually, the use of the estimate (4.11) can be circumvented. We have

\[
\Delta \sum_{|m\Delta| > a} \psi_m = \sum_{|m\Delta| > a} \chi_m = \tau \sum_{|m\Delta| > a} \sum_{k=1}^{\infty} \phi(m\Delta, k\tau) \exp (- (k - 1)s\tau)
\]

\[
= \tau \sum_{k=1}^{\infty} \exp (- (k - 1)s\tau) \sum_{|m\Delta| > a} \phi(m\Delta, k\tau)
\]

\(^{(6)}\) Assuming the existence of two fundamental solutions \( \psi_1 \) and \( \psi_2 \) we put \( \phi = \psi_1 - \psi_2 \) and note that \( \phi \) satisfies the differential equation (4.8) and the conditions \( \phi \to 0 \) as \( x \to \pm \infty \), \( |\phi'| < M \).

Moreover, \( \phi'(+0) - \phi'(-0) = 0 \). Multiplying the differential equation \( \phi''/2 - (s + uV(x))\phi = 0 \) by \( \phi' \) and integrating between \(-A\) and \( B \) \((A > 0, B > 0)\) we conclude that \( \phi = 0 \) by the familiar trick of integrating by parts and letting \( A \) and \( B \) approach \( +\infty \).
and
\[ \sum_{|m\Delta| > a} \phi(m\Delta, k\tau) \leq \text{Prob.} \left\{ \left| X_1 + \cdots + X_k \right| > \frac{a}{\Delta} \right\}. \]

Using Tchebysheff’s inequality we get
\[ \sum_{|m\Delta| > a} \phi(m\Delta, k\tau) \leq \frac{k\Delta^2}{a^2} = \frac{k\tau}{a^2} \]
and, finally,
\[ \Delta \sum_{|m\Delta| > a} \psi_m \leq \frac{\tau^2}{a^2} \sum_{k=1}^{\infty} k \exp \left( -(k - 1)s\tau \right) \]
\[ = \frac{1}{a^2} \left( \frac{\tau}{1 - \exp \left( -s\tau \right)} \right)^2 \frac{E(s)}{a^2}, \]
where \( E(s) \) depends on \( s \) alone. Estimate (4.16) together with (4.12) implies (4.15). If we now recall (2.12) and (3.7) we can write in view of (4.15)
\[ (4.17) \quad g(u; s) = \int_{-\infty}^{\infty} \psi(x) dx. \]

Let us also remark (following Courant, Friedrichs and Lewy [5]) that the uniqueness of \( \psi(x) \) implies that the sequence \( \psi_{\Delta}(x) \) itself, and not merely a subsequence of it, converges to \( \psi(x) \).

5. Inversion and examples. To find \( \sigma(\alpha; t) \) one must perform a double inversion. The inversion with respect to \( s \) is usually the easier of the two. The following remark may sometimes prove useful. If one tries to find the fundamental solution of the partial differential equation
\[ (5.1) \quad \frac{\partial \omega}{\partial t} = \frac{1}{2} \frac{\partial^2 \omega}{\partial x^2} - uV(x) \omega \]
by the use of the Laplace transform, then one is led formally to the differential equation
\[ (5.2) \quad \frac{1}{2} \frac{d^2 \psi}{dx^2} - (s + uV(x)) \psi = 0, \quad x \neq 0. \]
On formal grounds one might, therefore, expect that the inversion with respect to \( s \) will yield the fundamental solution (which becomes singular at \( x=0 \) for \( t\to0 \)) of (5.1). We do not pursue this connection in a general and rigorous manner because we feel that not enough would be gained by so doing. In fact, in most cases, the treatment of (5.1) is anyway reduced to a treatment of a corresponding Sturm-Liouville problem, that is, essentially to (5.2).
We now illustrate the general theory on two examples which were treated previously by somewhat different methods.

**Example 1.** \( V(x) = x^2 \) (see [1] and [6]).

We must find the fundamental solution of

\[
\frac{d^2 \psi}{dx^2} - (2s + 2ux^2)\psi = 0.
\]

Consider first the corresponding eigenvalue problem

\[
\frac{d^2 \psi}{dx^2} - 2ux^2\psi = \lambda \psi
\]

subject to the condition \( \psi \to 0 \), as \( x \to \pm \infty \). Setting

\[
\psi = D(x/\alpha)
\]

we obtain

\[
D''\left(\frac{x}{\alpha}\right) + \left( -\lambda \alpha^2 - 2u \alpha^4 \left(\frac{x}{\alpha}\right)^2 \right) D\left(\frac{x}{\alpha}\right) = 0.
\]

Setting

\[
\alpha^2 = (2u)^{-1/2}/2
\]

we obtain

\[
D''\left(\frac{x}{\alpha}\right) + \left( -\frac{\lambda}{2} \left(2u\right)^{-1/2} - \frac{1}{4} \left(\frac{x}{\alpha}\right)^2 \right) D\left(\frac{x}{\alpha}\right) = 0
\]

which we recognize as Weber's equation. It is well known that in order to have solutions which vanish at \( \pm \infty \) one must have

\[
-\frac{\lambda}{2} (2u)^{-1/2} = n + \frac{1}{2}
\]

where \( n = 0, 1, 2, \ldots \).

The corresponding eigenfunctions are Hermite functions and one has

\[
\int_{-\infty}^{\infty} D_n\left(\frac{x}{\alpha}\right) D_n\left(\frac{x}{\alpha}\right) dx = \alpha (2\pi)^{1/2} n! \delta(m, n).
\]

The fundamental solution we seek is given by the formula

\[
\psi(x) = \frac{(2\pi)^{-1/2}}{2\alpha} \sum_{n=0}^{\infty} \frac{D_n(x/\alpha) D_n(0)}{n! [s + (n + 1/2)(2u)^{1/2}]}.
\]

Noticing that
\[
\frac{1}{s + (n + 1/2)(2u)^{1/2}} = \int_0^\infty \exp(-st) \exp\left\{- (n + 1/2)(2u)^{1/2}t\right\} dt
\]

and using the formula

\[
\sum_{n=0}^\infty \frac{D_n(\xi)D_n(\eta)}{n!} \exp\left(-n\tau\right)
\]

\[
= (1 - \exp(-2\tau))^{-1/2} \exp\left(\frac{\xi^2 + \eta^2}{4}\right) \exp\left\{- \frac{\xi^2 + \eta^2 - 2\xi\eta \exp(-\tau)}{2(1 - \exp(-2\tau))}\right\}
\]

we obtain

\[
\psi(x) = \frac{(2\pi)^{-1/2}}{2\alpha} \exp\left(\frac{x^2}{4\alpha^2}\right) \int_0^\infty \exp(-st)
\]

\[
\cdot \exp\left(\frac{(2u)^{1/2}}{2}(1 - \exp(-2(2u)^{1/2}t))\right)^{-1/2}
\]

\[
\cdot \exp\left\{- \frac{x^2}{2\alpha(1 - \exp((2u)^{1/2}t))}\right\} dt.
\]

An easy calculation gives

\[
\int_{-\infty}^\infty \psi(x) dx = \int_0^\infty \exp(-st)(\text{sech} (2u)^{1/2}t)^{1/2} dt
\]

or

\[
f(u; t) = (\text{sech} (2u)^{1/2}t)^{1/2}.
\]

Some of the above calculations were carried out in a formal manner but they can be easily justified.

**Example 2.** \(V(x) = (1+\text{sign } x)/2\) (see [3]).

Equation (5.2) for \(x>0\) becomes

\[
\frac{1}{2} \frac{d^2\psi}{dx^2} - (s + u)\psi = 0
\]

and for \(x < 0\)

\[
\frac{1}{2} \frac{d^2\psi}{dx^2} - s\psi = 0.
\]

Thus (since \(\psi\) must vanish at \(\pm\infty\))

\[
\psi(x) = A \exp\left\{ -(2s + 2u)^{1/2}x\right\}, \quad x > 0,
\]

\[
\psi(x) = B \exp\left\{ (2s)^{1/2}x\right\}, \quad x < 0.
\]

Continuity at \(x=0\) yields \(A=B\) and the condition
$\psi'(0) - \psi'(-0) = -2$

implies

$$A = \frac{2^{1/2}}{s^{1/2} + (s + u)^{1/2}}.$$  

Thus, after a few minor transformations

$$\int_{-\infty}^{\infty} \psi(x) dx = s^{-1/2}(s + u)^{-1/2}.$$  

For sufficiently large $s$

$$s^{-1/2}(s + u)^{-1/2} = \sum_{k=0}^{\infty} \left( -\frac{1/2}{k} \right) u^k s^{k+1}$$  

and hence, inverting with respect to $s$,

$$f(u; t) = \sum_{k=0}^{\infty} \frac{1}{k!} \left( -\frac{1/2}{k} \right) (ut)^k = \frac{2}{\pi} \int_{0}^{\pi/2} \exp (-ut \cos^2 \theta) d\theta.$$  

Recalling that

$$f(u; t) = \int_{0}^{\infty} \exp (-\alpha u) d\sigma(\alpha; t)$$  

we see that $\sigma(\alpha; t)$ is the distribution function of $t \cos^2 \theta$ in $0 \leq \theta \leq \pi/2$.

Finally,

$$\sigma(\alpha; t) = \frac{2}{\pi} \arcsin \left( \frac{\alpha}{t} \right)^{1/2}, \quad 0 \leq \alpha \leq t.$$  
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