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In 1947, D. V. Widder (2) [18] showed that for a certain class of kernels the convolution transform

\[ f(x) = \int_{-\infty}^{\infty} G(x - t)\phi(t)dt \]

can be inverted by a linear differential operator of infinite order. The class of kernels was, for convenience, somewhat restricted, and although the Stieltjes transform was included as a special case, the Laplace transform, for example, was not. It is one of the purposes of the present paper to extend the general theory so as to remedy this deficiency. A more significant improvement is that while it was formerly necessary to suppose \( \phi(t) \) bounded or absolutely integrable for \( (-\infty < t < \infty) \), there are now no restrictions on \( \phi(t) \) except those implicitly imposed by the convergence of the integral (1).

By way of motivating the following theory, let us begin with a formal operational solution of equation (1) in the special case when it reduced to the Laplace transform

\[ f(x) = \int_{0}^{\infty} e^{-xt}\Phi(t)dt. \]

Make an exponential change of variable to obtain

\[ F(e^x)e^x = \int_{-\infty}^{\infty} e^{-e^t}e^{e^t-1}\Phi(e^t)dt. \]

This has the same form as equation (1) with

\[ f(x) = F(e^x)e^x, \quad G(x) = e^{-\sigma}e^x, \quad \phi(t) = \Phi(e^{-t}). \]

To solve it let us apply the bilateral Laplace transform and set

\[ f^*(s) = \int_{-\infty}^{\infty} e^{-st}f(t)dt, \quad \phi^*(s) = \int_{-\infty}^{\infty} e^{-st}\phi(t)dt. \]

Since the integral (1) is a bilateral convolution and since the transform of \( G(t) \) is \( \Gamma(1-s) \), the familiar product theorem for the bilateral Laplace transform...
form gives us

\((3) \quad f^*(s) = \Gamma(1 - s)\phi^*(s).\)

Now applying the classical complex inversion formula for the bilateral Laplace transform we obtain the solution

\[(4) \quad \phi(t) = \frac{1}{2\pi i} \int_{-\infty}^{\infty} e^{st}f^*(s) \frac{1}{\Gamma(1 - s)} \, ds.\]

The same formula also gives

\[f(t) = \frac{1}{2\pi i} \int_{-\infty}^{\infty} e^{st}f^*(s) ds.\]

Observe that

\[(5) \quad Df(t) = f'(t) = \frac{1}{2\pi i} \int_{-\infty}^{\infty} e^{st}f^*(s) ds,\]

\[(6) \quad e^{\alpha D}f(t) = f(t + \alpha) = \frac{1}{2\pi i} \int_{-\infty}^{\infty} e^{s(t+\alpha)}f^*(s) ds.\]

Hence if we set

\[P_n(s) = \left(1 - \frac{s}{n}\right)^{-1} \prod_{k=1}^{n-1} \left(1 - \frac{s}{k}\right) \left(1 + \frac{1}{k}\right)^{-1},\]

successive applications of the operations (5) and (6) give

\[P_n(D)f(t) = \frac{1}{2\pi i} \int_{-\infty}^{\infty} e^{st}P_n(s)f^*(s) ds.\]

But \(P_n(s)\) tends to \([\Gamma(1 - s)]^{-1}\) as \(n \to \infty\). Hence we have formally, by equation (4), that

\[(7) \quad \lim_{n \to \infty} P_n(D)f(t) = \phi(t).\]

Let us now compute the operator \(P_n(D)\) when the transform is again reduced to its original form (2). The following calculations are immediate.

\[\left(1 - \frac{D}{1}\right) e^{sF(e^z)} = - e^{sF'(e^z)},\]

\[\left(1 - \frac{D}{1}\right)\left(1 - \frac{D}{2}\right) e^{sF(e^z)} = + \frac{1}{2} e^{sF''(e^z)},\]

\[P_n(D) e^{sF(e^z)} \bigg|_{z = u} = \frac{(-1)^n}{n!} e^{(n+1)sF(n)(e^z)} \bigg|_{z = u - \log n}.\]
Thus equation (7) becomes
\[
\lim_{n \to \infty} \frac{(-1)^n}{n!} \left( \frac{n}{u} \right)^{n+1} F^{(n)} \left( \frac{n}{u} \right) = \Phi(u).
\]

But this is precisely the Post-Widder inversion formula, see [14]. The success of the above solution in this special case suggests procedure for the general case. We replace \(1/T(1-s)\) by a general entire function \(E(s)\) with real zeros \(a_k\) subject to the unique restriction that \(\sum_{k=1}^{\infty} a_k^2 < \infty\),

\[
E(s) = e^{bs} \prod_{k=1}^{\infty} \left( 1 - \frac{s}{a_k} \right) e^{s/a_k}.
\]

We show directly that \(1/E(s)\) is a bilateral Laplace transform. The same result could be obtained by use of the totally positive functions of Schoenberg [13]. As a consequence we may define the kernel \(G(t)\) of equation (1) as

\[
G(t) = \frac{1}{2\pi i} \int_{-i\infty}^{i\infty} e^{st} E(s) ds.
\]

We set

\[
P_n(s) = e^{(b-b_n)s} \prod_{k=1}^{n} \left( 1 - \frac{s}{a_k} \right) e^{s/a_k},
\]

where \(b_n\) tends to zero with \(1/n\). We are then able to show that

\[
E(D)f(x) = \lim_{n \to \infty} P_n(D)f(x) = \phi(x),
\]

at least at points of continuity of \(\phi(x)\). In order to be assured that the result holds almost everywhere we need to impose further restrictions on the constants \(a_k\) and \(b_n\) (see §25). However, these conditions are satisfied in the cases of the Laplace transform and its iterates. We also treat the more general convolution transform obtained by replacing the integral (1) by a Stieltjes integral. Here again further mild restrictions are needed to obtain our inversion at points of discontinuity of the integrator function. An example is given to show that our results in this direction are, in a certain sense, best possible.

We say that \(G(t)\) belongs to class I if there are both positive and negative \(a_k\). The Stieltjes kernel with \(a_k = \pm (k - 1/2), k = 1, 2, \ldots\) is the prototype of this class. Next \(G(t)\) belongs to class II if the \(a_k\) are all positive (or all negative) and \(\sum a_k^{-1} = \infty\). Here the Laplace kernel with \(a_k = +k, k = 1, 2, \ldots\), is typical. Finally \(G(t)\) belongs to class III if in the previous class the divergent series is replaced by a convergent one. For kernels of class I the region of convergence of the integral (1) is the whole real axis, as is the case for the Stieltjes kernel. For class II the region of convergence is in general a half line, as for the Laplace transform. Kernels of class III may be considered to be...
degenerate. These fundamental differences in behavior make the proofs very
different in the three cases, but the final inversion (7) is the same in all cases.

We conclude this introduction by tabulating the form taken by $E(s)$ and
$G(t)$ for some of the special cases of our theory. The four most important are

(A) Laplace
\[ e^{-st} \int_0^\infty e^{xt} \phi(t) dt, \]

(B) Stieltjes
\[ \int_0^\infty \frac{\phi(t)}{x + t} dt, \]

(C) Iterated Stieltjes
\[ \int_0^\infty \log \frac{x}{t} \frac{\phi(t)}{x - t} dt, \]

(D) Meijer
\[ \left( \frac{2}{\pi} \right)^{1/2} \int_0^\infty (xt)^{1/2} K_s(xt) \phi(t) dt. \]

Here $-1/2 \leq \nu \leq 1/2$ and

\[ K_s(x) = \frac{\pi}{2} \frac{I_{-\nu}(x) - I_\nu(x)}{\sin \pi \nu}, \quad I_\nu(x) = \sum_{k=0}^{\infty} \frac{(x/2)^{2k+\nu}}{k! \Gamma(k + \nu + 1)}. \]

For references to these transforms see [14], [15], [5], and [4], respectively.

They are subsumed under our theory if for $G(t)$ and $E(s)$ we have

<table>
<thead>
<tr>
<th>$G(t)$</th>
<th>$E(s)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(A) $e^{-st}e^{+t}$</td>
<td>$\frac{1}{\Gamma(1 - s)}$</td>
</tr>
<tr>
<td>(B) $\frac{1}{2\pi} \frac{t}{\tanh \frac{t}{2}}$</td>
<td>$\cos \pi s$</td>
</tr>
<tr>
<td>(C) $\frac{1}{2\pi} \frac{t}{\cosh \frac{t}{2}}$</td>
<td>$\cos^2 \pi s$</td>
</tr>
<tr>
<td>(D) $\frac{2}{\pi} \cos \frac{\nu\pi}{2} e^t K_s(e^t)$</td>
<td>$\frac{\pi^{2s}}{\cos \frac{\nu\pi}{2} \Gamma \left( \frac{1}{2} - \frac{\nu}{2} - \frac{s}{2} \right) \Gamma \left( \frac{1}{2} + \frac{\nu}{2} - \frac{s}{2} \right)}$</td>
</tr>
</tbody>
</table>
1. The reciprocal of a finite product as a bilateral Laplace transform. Let us make certain definitions, which we shall require here and later. We shall assume throughout that the numbers \((b_m)_{m=0}^{\infty}\) and \((b_{m,n})_{m,n=0}^{\infty}\) are real, and that
\[
\lim_{m \to \infty} b_{m,n} = b_m, \\
\lim_{m \to \infty} b_m = 0.
\]
We shall further suppose that the numbers \((a_k)_{k=1}^{\infty}\) are real, different from zero, and such that the series,
\[
\sum_{k=1}^{\infty} \frac{1}{a_k^n}
\]
converges. We now define the entire functions
\[
E_{m,n}(s) = e^{b_m s} \prod_{k=m+1}^{\infty} \left( 1 - \frac{s}{a_k} \right) e^{s/a_k}, \\
E_m(s) = e^{b_m s} \prod_{k=m+1}^{\infty} \left( 1 - \frac{s}{a_k} \right) e^{s/a_k}.
\]
The convergence of the series (1) insures that the definition of \(E_m(s)\) has meaning. We shall frequently write \(E(s)\) for \(E_0(s)\) and \(b\) for \(b_0\).

We shall show here that the reciprocal of \(E_{m,n}(s)\) is the generating function of a bilateral Laplace transform,
\[
\frac{1}{E_{m,n}(s)} = \int_{-\infty}^{\infty} e^{-s} G_{m,n}(t) \, dt,
\]
the integral converging in the largest vertical strip \((\alpha_1 < \sigma < \alpha_2)\), where \(s = \sigma + it\), containing the origin and free of zeros of \(E_{m,n}(s)\). The determining function \(G_{m,n}(t)\) will be obtained as the convolution of certain elementary functions which we now define.

\[
g_k(t) = \begin{cases} 
0, & -\infty < t < \frac{1}{a_k} \\
-a_k e^{a_k t-1}, & \frac{1}{a_k} \leq t < \infty \end{cases} \quad \text{if } a_k < 0,
\]
\[
g_k(t) = \begin{cases} 
0, & -\infty < t < \frac{1}{a_k} \\
a_k e^{a_k t-1}, & \frac{1}{a_k} \leq t < \infty \end{cases} \quad \text{if } a_k > 0.
\]
Theorem 1a. If \( g_k(t) \) is defined by equations (2) then
\[
\int_{-\infty}^{\infty} e^{-st} g_k(t) dt = \left(1 - \frac{s}{a_k}\right)^{-1} e^{-s/a_k},
\]
the integral converging absolutely for \(-\infty < \sigma < a_k\) when \( a_k > 0 \) and for \( a_k < \sigma < \infty \) when \( a_k < 0 \).

By direct computation, \( a_k > 0 \), we have
\[
\int_{-\infty}^{\infty} e^{-st} g_k(t) dt = a_k \int_{-\infty}^{1/a_k} e^{-st} e^{a_k t - 1} dt
\]
\[
= \left(1 - \frac{s}{a_k}\right)^{-1} e^{-s/a_k}, \quad -\infty < \sigma < a_k.
\]

We may similarly dispose of the case \( a_k < 0 \).

Let us adopt the usual notation
\[
\int_{-\infty}^{\infty} f_1(t - u) f_2(u) du
\]
for the bilateral convolution of two functions. We shall require the classical "product theorem" for the product of bilateral transforms \( F_1(s) \) and \( F_2(s) \) of \( f_1(t) \) and \( f_2(t) \). It asserts that if the transforms converge absolutely in a common region then \( F_1(s) \cdot F_2(s) \) is the transform of the function (3), see [17; pp. 248–259]. Using this result we prove the following theorem.

Theorem 1b. If

1. \( E_{m,n}(s) = e^{b_{m,n}} \prod_{k=m+1}^{n} \left(1 - \frac{s}{a_k}\right) e^{s/a_k} \),
2. \( \alpha_1 = \max_{a_k < 0} \left[a_k, -\infty\right], \quad \alpha_2 = \min_{a_k > 0} \left[a_k, +\infty\right], \)
3. \( G_{m,n}(t) = g_{m+1} \ast g_{m+2} \ast \cdots \ast g_n(t - b_{m,n}), \)

then
\[
\int_{-\infty}^{\infty} e^{-st} G_{m,n}(t) dt = \frac{1}{E_{m,n}(s)},
\]
the integral converging absolutely for \( \alpha_1 < \sigma < \alpha_2 \).

By successive applications of the product theorem to the result of Theorem 1a we obtain
\[
\int_{-\infty}^{\infty} e^{-st} g_{m+1} \ast g_{m+2} \ast \cdots \ast g_n(t) dt = \prod_{k=m+1}^{n} \left(1 - \frac{s}{a_k}\right)^{-1} e^{-s/a_k},
\]
the integral converging absolutely for \( \alpha_1 < \sigma < \alpha_2 \). On noting that
\[
\int_{-\infty}^{\infty} e^{-\sigma t}(t - \xi)dt = e^{-\xi} \int_{-\infty}^{\infty} e^{-\sigma t}dt
\]
or our result follows.

**Corollary 1c.** If \( n - m \geq 2 \), then
\[
G_{m,n}(t) = \frac{1}{2\pi i} \int_{-i\infty}^{i\infty} \frac{e^{st}}{E_{m,n}(s)} ds, \quad -\infty < t < \infty,
\]
the integral converging absolutely.

This is a consequence of a classical inversion formula, see [17; pp. 63–80]. The absolute convergence results from the assumption that \( n - m \geq 2 \).

**Corollary 1d.** If \( n - m \geq 2 \) then \( G_{m,n}(t) \in C^{n-m-2} \) for \( -\infty < t < \infty \).

This result will be established if we can show that the integrals
\[
\frac{1}{2\pi i} \int_{-i\infty}^{i\infty} \frac{e^{st}k}{E_{m,n}(s)} ds, \quad k = 0, 1, \ldots, n - m - 2
\]
converge uniformly in \( -\infty < t < \infty \). For, then the value of the continuous function (4) will be the \( k \)th derivative \( G_{m,n}(t) \). The uniform convergence follows from the elementary estimate
\[
|E_{m,n}(it)| \geq \frac{|t|^{n-m}}{\prod_{k=m+1}^{n} |a_k|}.
\]

**Corollary 1e.** \( G_{m,n}(t) \geq 0 \) \( -\infty < t < \infty \).

This is an immediate consequence of the easily established fact that the convolution of any finite number of non-negative functions is again non-negative.

2. **Inequalities.** We wish now to investigate the behavior of the function \( E_{m,n}(s) \) and related infinite products as \( s \) becomes infinite along vertical lines. Preliminary to this we establish

**Lemma 2a.** If
\[
\begin{align*}
1. & \quad E_{m,n}(s) = e^{\beta_{m,n}s} \prod_{k=m+1}^{n} \left( 1 - \frac{s}{a_k} \right) e^{s/a_k}, \\
2. & \quad E_m(s) = e^{\beta_{m}s} \prod_{k=m+1}^{\infty} \left( 1 - \frac{s}{a_k} \right) e^{s/a_k},
\end{align*}
\]
3. \[ \sum_{k=1}^{\infty} \frac{1}{a_k^2} < \infty, \]

then \( |E_{m,n}(\sigma + i\tau)| \) and \( |E_m(\sigma + i\tau)| \) are nondecreasing functions of \( |\tau| \).

For, if \( |\tau| \geq |\tau_0| \), then

\[
|E_{m,n}(\sigma + i\tau)| = e^{b_{m,n}\sigma} \prod_{k=m+1}^{n} \left[ \left( 1 - \frac{\sigma}{a_k} \right)^2 + \left( \frac{\tau}{a_k} \right)^2 \right]^{1/2} e^{\sigma/a_k}
\]

(1)

But the right-hand side of this inequality is \( |E_{m,n}(\sigma + i\tau_0)| \), so that our first conclusion is established. If we allow \( n \) to become infinite in (1), we obtain the second conclusion. The resulting infinite products converge by virtue of hypothesis 3.

**Theorem 2b.** If

1. \( E_{m,n}(s) = e^{b_{m,n}s} \prod_{k=m+1}^{n} \left( 1 - \frac{s}{a_k} \right) e^{s/a_k} \)
2. \( E_m(s) = e^{b_ms} \prod_{k=m+1}^{\infty} \left( 1 - \frac{s}{a_k} \right) e^{s/a_k} \)
3. \( \lim_{n \to \infty} b_{m,n} = b_m \)
4. \( \sum_{k=1}^{\infty} \frac{1}{a_k^2} < \infty, \)

then for any positive integer \( p \)

A. \( \frac{1}{E_{m,n}(s)} = O( |\tau|^{-\sigma}) \), \[ |\tau| \to \infty, \]

uniformly for \( n \geq p + m \) and \( \sigma \) in any finite interval,

B. \( \frac{1}{E_m(s)} = O( |\tau|^{-\sigma}) \)

uniformly for \( \sigma \) in any finite interval.

As in §1 we see that for \( |\sigma| \leq R < \infty \)

\[
\left| \prod_{k=m+1}^{m+p} \left( 1 - \frac{\sigma + i\tau}{a_k} \right) e^{(\sigma + i\tau)/a_k} \right| \geq A |\tau|^n,
\]

where
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\[ A = e^{-RC} \prod_{k=m+1}^{m+p} \frac{1}{|a_k|}, \quad C = \sum_{k=m+1}^{m+p} \frac{1}{|a_k|}. \]

Now choose any \( \tau_0 \neq 0 \) and set
\[
B_{m,n}(\sigma) = \left| e^{b_{m,n}(\sigma+i\tau_0)} \prod_{k=m+p+1}^{n} \left( 1 - \frac{\sigma + i\tau_0}{a_k} \right) e^{(\sigma+i\tau_0)/a_k} \right|
\]
\[
B_m(\sigma) = e^{b_0} \prod_{k=m+p+1}^{\infty} \left| 1 - \frac{\sigma + i\tau_0}{a_k} \right| e^{\sigma/a_k},
\]
\[
B_{m,n} = \min_{|\sigma| \leq R} B_{m,n}(\sigma), \quad B_m = \lim_{n \to \infty} B_{m,n}.
\]

Then \( B_m \neq 0 \). For, \( B_m(\sigma) \neq 0 \) in \( |\sigma| \leq R \) and has a positive minimum \( \delta \) there. Moreover, \( B_{m,n}(\sigma) \) tends uniformly to \( B_m(\sigma) \) in that interval as \( n \to \infty \). Hence there exists \( n_0 \) such that for \( n > n_0 \)

\[
|B_m(\sigma) - B_{m,n}(\sigma)| < \delta/2, \quad |\sigma| \leq R.
\]

If \( B_m \) were zero there would exist \( n_1 > n_0 \) and \( \sigma_0, |\sigma_0| \leq R \), such that
\[
B_{m,n_1} = B_{m,n_1}(\sigma_0) < \delta/2.
\]

But this inequality with (2) would imply that \( B_m(\sigma_0) < \delta \), a contradiction.

It is now evident that there exists a positive constant \( B \) such that
\[
B_{m,n}(\sigma) \geq B, \quad n \geq m + p, |\sigma| \leq R.
\]

Then combining this inequality with (1) and making use of Lemma 2a we obtain
\[
|E_{m,n}(s)| \leq AB |\tau|^p, \quad |\sigma| \leq R, |\tau| \geq |\tau_0|.
\]

Since \( AB \) is independent of \( n \) and \( \sigma \) and is different from zero conclusion A is established. Conclusion B follows by letting \( n \to \infty \).

3. The reciprocal of an infinite product as a bilateral Laplace transform.

We next extend the result of Theorem 1b to apply to the infinite product which defines the entire function \( E_m(s) \).

**Theorem 3a.** If

1. \( E_m(s) = e^{b_0} \prod_{k=m+1}^{\infty} \left( 1 - \frac{s}{a_k} \right) e^{s/a_k}, \)
2. \( \sum_{k=1}^{\infty} \frac{1}{a_k} < \infty, \)
3. \( \alpha_1 = \max_{a_k < 0} [a_k, -\infty), \alpha_2 = \min_{a_k > 0} [a_k, +\infty], \)
4. \( G_m(t) = \frac{1}{2\pi i} \int_{-\infty}^{\infty} \frac{e^{st}}{E_m(s)} \, ds, \)

then
\[ \int_{-\infty}^{\infty} e^{-t} G_m(t) dt = \frac{1}{E_m(s)}, \]
the integral converging absolutely for \( \alpha_1 < \sigma < \alpha_2 \). (The subscript \( m \) will by convention be dropped when \( m = 0 \).)

For the proof we need the following result of H. Hamburger, see [17; pp. 265–267]: If

a. \( f(s) \) is analytic for \( \alpha_1 < \sigma < \alpha_2 \),

b. \( \lim_{|s| \to \infty} f(s) = 0 \) uniformly in every subinterval \( \alpha_1 < \sigma \leq \sigma_1 < \sigma_2 < \alpha_2 \),

c. \( \int_{-\infty}^{\infty} |f(\sigma + i\tau)| d\tau < \infty \) for \( \alpha_1 < \sigma < \alpha_2 \),

d. \( G(t) = \frac{1}{2\pi i} \int_{c-i\infty}^{c+i\infty} e^{tf(s)} ds \) for some \( c, \alpha_1 < c < \alpha_2 \),

then
\[ f(s) = \int_{-\infty}^{\infty} e^{-t} G(t) dt, \]
the integral converging absolutely for \( \alpha_1 < \sigma < \alpha_2 \).

If we set \( f(s) = 1/E_m(s) \), hypothesis a becomes evident from the definition of \( E_m(s) \). Hypotheses b and c follow from Theorem 2b. Since \( \alpha_1 < 0 < \alpha_2 \), we may choose \( c = 0 \) in the integral d. It converges absolutely by Theorem 2b. Theorem 3a is thus established.

Corollary 3b. If \( G_m(t) \) is defined as in Theorem 3a then \( G_m(t) \in \mathbb{C}^\infty \).

For, it is clear from Theorem 2b that for every positive integer \( r \) the integral
\[ \frac{1}{2\pi i} \int_{-\infty}^{\infty} \frac{s^r e^{st}}{E_m(s)} ds \]
converges uniformly in every finite interval, \( -R \leq t \leq R \), and consequently is equal to \( G_m^{(r)}(t) \).

4. The infinite case as limit of the finite. We now prove that the determining function \( G_m(t) \) of the previous section is the limit of the determining functions \( G_{m,n}(t) \) of §1. It is natural to expect this since the same relation holds between the corresponding generating functions.

Theorem 4a. If \( G_{m,n}(t) \) and \( G_m(t) \) are defined as in Theorem 1b and 3a, respectively, then for \( r = 0, 1, \ldots \).
\[
\lim_{n \to \infty} G_{m,n}^{(r)}(t) = G_m^{(r)}(t),
\]
uniformly for \((- \infty < t < \infty)\).

With \(m\) and \(r\) fixed choose \(n \geq r + m + 2\) so that the integral defining \(G_{m,n}^{(r)}(t)\) will converge absolutely. Then
\[
I_n = G_m^{(r)}(t) - G_{m,n}^{(r)}(t) = \frac{1}{2\pi i} \int_{-i\infty}^{i\infty} e^{st} \left[ \frac{1}{E_m(s)} - \frac{1}{E_{m,n}(s)} \right] ds,
\]
(1) \[|I_n| \leq \frac{1}{2\pi} \int_{-\infty}^{\infty} |y|^r \left| \frac{1}{E_m(iy)} - \frac{1}{E_{m,n}(iy)} \right| dy.\]

Since the integral on the right-hand side of (1) depends in no way on \(t\), the uniformity conclusion of the theorem will follow automatically if we show that this integral tends to zero with \(1/n\). Let us now apply Theorem 2b with \(p = r + 2\). There must exist constants \(M\) and \(y_0\), independent of \(n\), such that
\[
\left| \frac{1}{E_m(iy)} \right| \leq M |y|^{-p}, \quad \left| \frac{1}{E_{m,n}(iy)} \right| \leq M |y|^{-p}, \quad |y| > y_0.
\]

If \(R\) is an arbitrary constant greater than \(y_0\), it is clear by combining integrals over the ranges \((- \infty, -R)\) and \((R, \infty)\) that
\[
|I_n| \leq \frac{M}{\pi} \int_{-R}^{\infty} |y|^{-p} dy + \frac{1}{2\pi} \int_{-R}^{R} |y|^r \left| \frac{1}{E_m(iy)} - \frac{1}{E_{m,n}(iy)} \right| dy.
\]

But from the general theory of the expansions of entire functions into infinite products the integrand of the second integral on the right tends to zero uniformly in \(-R \leq y \leq R\) as \(n \to \infty\). Hence
\[
\limsup_{n \to \infty} |I_n| \leq \frac{M}{\pi} \int_{R}^{\infty} \frac{dy}{y^2}.
\]
Since \(R\) can be chosen arbitrarily large, we see that \(\lim I_n = 0\), and the proof is complete.

**Corollary 4b.** \(G_m(t) \geq 0\) \((- \infty < t < \infty)\), \(m = 0, 1, 2, \ldots\). This follows from Theorem 4a and Corollary 1e.

5. Evaluation of residues. In order to shift the path of integration in the integrals
\[
\int_{-i\infty}^{i\infty} \frac{e^{st}}{E_{m,n}(s)} ds, \quad \int_{-i\infty}^{i\infty} \frac{e^{st}}{E_m(s)} ds
\]
it will be necessary for us to know the residues of the integrands at the poles. If, by convention, we permit the value \(n = \infty\) and set \(b_{m,\infty} = b_m\), we may avoid repetition by treating both integrals at once.
Theorem 5. If \( a_z \) is a zero of \( E_{m,n}(s) \) of multiplicity \( \mu + 1 \), then the residue \( R_z \) of \( e^{st}/E_{m,n}(s) \) at the point \( s = a_z \) is

\[
R_z = e^{s_z} P_z(t),
\]

where \( P_z(t) \) is a real polynomial of degree \( \mu \) with coefficient of \( t^\mu \) equal to

\[
p = \frac{a_z}{\mu!} \prod_{k=m+1}^{n} \left( 1 - \frac{a_k}{a_z} \right) e^{a_z/a_k},
\]

where

\[
c = b_{m,n} + \frac{\mu + 1}{a_z}.
\]

Since \( E_{m,n}(s) \) has a root of order \( \mu + 1 \) at \( s = a_z \) we have

\[
E_{m,n}(s) = (s - a_z)^{\mu + 1} e^{s\Omega(s)},
\]

where \( 1/\Omega(s) \), being analytic at \( s = a_z \), has a development of the form

\[
\frac{1}{\Omega(s)} = \sum_{i=0}^{\infty} \omega_i (s - a_z)^i.
\]

The explicit factorization of \( E_{m,n}(s) \) shows that

\[
\omega_0 = p_\mu! e^{s_z}.
\]

Now

\[
\frac{e^{st}}{E_{m,n}(s)} = \frac{e^{s(t-c)}}{(s - a_z)^{\mu + 1} \Omega(s)} = \frac{e^{s_z(t-c)}}{(s - a_z)^{\mu + 1}} \sum_{i=0}^{\infty} \Gamma_i (s - a_z)^i,
\]

where \( \Gamma_i \) is obtained by convolution of the sequences \( \{ \omega_j \}_0^\infty \) and \( \{(t-c)^i/j!\}_0^\infty \):

\[
\Gamma_i = \omega_0 \frac{(t-c)^i}{\mu!} + \cdots + \omega_i.
\]

This is a real polynomial of degree \( \mu \) with leading coefficient \( \omega_0/\mu! \). Since

\[
R_z = \Gamma_0 e^{s_z(t-c)},
\]

our theorem is proved.

6. The changes of sign of the derivatives of \( G_{m,n}(t) \). In this section and the next we shall study the graphs of the functions \( G_{m,n}(t) \) and \( G_m(t) \). We shall show that they are "bell-shaped" (like \( e^{-x^2} \) for example). By an exponential polynomial we shall mean a sum of the form
where the $a_k$ are real and distinct and $P_k(t)$ is a polynomial of degree $m_k$. The \textit{degree} of the exponential polynomial is defined to be

$$d = -1 + \sum_{k=1}^{n} (m_k + 1).$$

Observe that $d$ is a unit less than the maximum possible number of terms in $Q_d(t)$ if each $P_k(t)$ is expanded in powers of $t$. If $Q_d(t)$ reduces to an ordinary polynomial then $d$ is its degree in the usual sense.

\textbf{Theorem 6a.} If $G_{m,n}(t)$ is defined as in Theorem 1b with $n-m \geq 2$ and if

$$\sigma_{m,n} = b_{m,n} + \sum_{k=m+1}^{n} \frac{1}{a_k},$$

$$d_1 = -1 + \sum_{k=m+1, a_k > 0}^{n} 1, \quad d_2 = -1 + \sum_{k=m+1, a_k < 0}^{n} 1,$$

then $G_{m,n}(t)$ is an exponential polynomial in each of the intervals $(-\infty, \sigma_{m,n})$, $(\sigma_{m,n}, \infty)$ of degrees $d_1$ and $d_2$, respectively.

Let us choose $\lambda > \mu = \max \{|a_{m+1}|, |a_{m+2}|, \cdots, |a_n|\}$. Integrating around the rectangular contour with vertices $s = \pm iT, s = \lambda \pm iT$ in the positive sense we obtain

$$\frac{1}{2\pi i} \int_{C} \frac{e^{st}}{E_{m,n}(s)} \, ds = -Q_d(t),$$

where $Q_d(t)$ is minus the sum of the residues of the integrand at its positive poles. Reference to Theorem 5 shows that this sum is an exponential polynomial whose degree $d_1$ is the sum of the orders of the positive poles less unity. If we now allow $T$ to become infinite we see by use of Corollary 1c and Theorem 2b that

$$G_{m,n}(t) = Q_d(t) + I;$$

$$I = \frac{1}{2\pi i} \int_{C} \frac{e^{st}}{E_{m,n}(s)} \, ds = \frac{1}{2\pi i} \int_{C} \frac{e^{st}}{E_{m,n}(s)} \, ds = \left(\prod_{k=m+1}^{n} \left(1 - \frac{s}{a_k}\right)^{1/2}\right).$$

We shall now show that $I=0$ when $t<\sigma_{m,n}$. Clearly $I$ is independent of $\lambda$ for $\lambda > \mu$. If $\lambda \geq 1+\mu$ and $n \geq m+2$, then

$$\left|1 - \frac{\lambda + i\tau}{a_k}\right| = \left(\frac{1 - \lambda}{a_k^2} + \frac{\tau^2}{a_k^2}\right)^{1/2} \geq \frac{(1 + \tau)^{1/2}}{|a_k|},$$
\[ \prod_{k=m+1}^{n} \left| 1 - \frac{s}{a_k} \right| \geq \frac{\left[ 1 + \tau^2 \right]^{(n-m)/2}}{\mu^{n-m}}. \]

Hence

\[ |I| \leq \frac{\mu^{n-m}}{2\pi} \int_{-\infty}^{\infty} \frac{d\tau}{\left[ 1 + \tau^2 \right]^{(n-m)/2}}. \]

Since \( \lambda \) may be taken arbitrarily large we see that \( I \) must be zero when \( t - \sigma_{m,n} \) is negative. That is,

\[ G_{m,n}(t) = Q_d(t), \quad -\infty < t < \sigma_{m,n}. \]

This equation holds for \( t = \sigma_{m,n} \) by continuity.

In a similar way we may establish that, for \( \sigma_{m,n} \leq t < \infty \), \( G_{m,n}(t) \) is an exponential polynomial which is equal to the sum of the residues of \( e^{\mu t}/E_{m,n}(s) \) at the negative poles and hence of degree \( d_2 \) as stated in the theorem.

**Corollary 6b.** If no \( a_k \) is positive \((\alpha_2 = +\infty)\), then \( G_{m,n}(t) \equiv 0 \) for \( t \leq \sigma_{m,n} \); if no \( a_k \) is negative \((\alpha_1 = -\infty)\), then \( G_{m,n}(t) \equiv 0 \) for \( t \geq \sigma_{m,n} \).

**Corollary 6c.** If \( \alpha_1 \), as defined in Theorem 1b, is a zero of order \( \mu_1+1 \) of \( E_{m,n}(s) \), then

\[ \lim_{t \to -\infty} \frac{G_{m,n}(t)}{e^{a_1 t \mu_1}} = A_1 > 0; \]

if \( \alpha_2 \) is a zero of order \( \mu_2+1 \), then

\[ \lim_{t \to -\infty} (-1)^{\mu_2} \frac{G_{m,n}(t)}{e^{a_2 t \mu_2}} = A_2 > 0. \]

By reference to Theorem 5 we can obtain \( A_1 \) explicitly:

\[ A_1 = \frac{(-\alpha_1)^{\mu_1+1} e^{-\alpha_1 c}}{\mu_1} \prod_{k=m+1, a_k \neq 0}^{n} \left( 1 - \frac{\alpha_1}{a_k} \right)^{-1} e^{-\alpha_1 / a_k}, \quad c = b_{m,n} + \frac{\mu_1+1}{\alpha_1}. \]

Since \( \alpha_1 \) is the largest of the negative \( a_k \) and is itself negative it is evident by inspection that \( A_1 > 0 \). In a similar way \( A_1 \) may be exhibited explicitly and may be seen to be positive.

The following result is a familiar one, see [12, vol. 2, p. 48]. Its proof is included here for completeness.

**Lemma 6d.** If \( Q_d(t) \) is an exponential polynomial of degree \( d \), it can have at most \( d \) real zeros.

It is to be understood, as is usual, that the number of zeros is the sum of
the orders of the distinct zeros. We prove the result by induction. It is obvious if \( d = 0 \). Assume it true for degree \( d - 1 \). Now suppose that \( Q_d(t) \), as defined in §6, had \( d + 1 \) zeros. The same would be true of \( e^{-a t}Q_d(t) \). By Rolle's theorem the derivative of this product would have at least \( d \) zeros. But this derivative, being an exponential polynomial of degree \( d - 1 \), cannot have \( d \) zeros, by the assumption of the induction. The contradiction proves the lemma.

**Definition 6e.** A function \( F(t) \) which is continuous for all \( t \) has \( r \) changes of sign if and only if there is a subdivision of the interval \(( -\infty, \infty )\) into \( r + 1 \) subintervals in each of which \( F(t) \neq 0 \) and such that \( F(t) \) has opposite signs in adjoining intervals.

Obvious modifications of the definition are needed if the interval in question is finite or semi-finite.

**Theorem 6f.** If

1. \[ E_{m,n}(s) = e^{a_m s} \prod_{k=m+1}^{n} \left( 1 - \frac{s}{a_k} \right) e^{s/a_k}, \quad n - m \geq 2, \]
2. \[ G_{m,n}(t) = \frac{1}{2\pi i} \int_{-\infty}^{\infty} e^{st} E_{m,n}(s) \, ds, \]
then for \( r = 0, 1, \cdots, n - m - 2 \), \( G_{m,n}(t) \) has exactly \( r \) changes of sign.

In Corollary 1d we saw that \( G_{m,n}(t) \in C^{n-m-2} \). By Corollaries 6b and 6c it is clear that \( G_{m,n}(\pm \infty) = 0 \). By Rolle's theorem \( G'_{m,n}(t) \) changes sign at least once. Again by use of the same two corollaries we see that \( G''_{m,n}(\pm \infty) = 0 \). The derivative can be computed explicitly from the known exponential polynomial expansions of \( G_{m,n}(t) \). This calculation is facilitated by the fact that we are interested only in the leading term (dominant near \( +\infty \) or \( -\infty \)). By Rolle's theorem \( G''_{m,n}(t) \) changes sign at least twice. Proceeding in this way we show that for \( r = 0, 1, \cdots, n - m - 2 \), \( G^{(r)}_{m,n}(t) \) has at least \( r \) changes of sign; we must show that it does not have more. If for any such \( r \) it had more than \( r \) changes of sign, then it would follow by Rolle's theorem that \( G^{(n-m-2)}_{m,n}(t) \) would have more than \( n - m - 2 \) changes of sign. We shall show this impossible.

**Case 1.** There are zeros of \( E_{m,n}(s) \) on both sides of the origin \( (-\infty < \alpha_1 < \alpha_2 < \infty) \). Then

\[
G^{(n-m-2)}_{m,n}(t) = Q^{(n-m-2)}_{d_1}(t) \quad (-\infty < t \leq \sigma_m),
\]

\[
= Q^{(n-m-2)}_{d_2}(t) \quad (\sigma_m \leq t < \infty),
\]

where \( d_1, d_2, \sigma_m \) were defined in Theorem 6a. Clearly \( d_1 \geq 0, d_2 \geq 0 \). By Lemma 6d, \( Q^{(n-m-2)}_{d_k}(t) \) has at most \( d_1 \) zeros in \( -\infty < t < \infty \) and a fortiori, at
most $d_1$ changes of sign in $(-\infty, \sigma_{m,n})$. In a similar way $Q_m^{(n-m-2)}(t)$ has at most $d_2$ changes of sign in $(\sigma_{m,n}, \infty)$. That is, $G_m^{(n-m-2)}(t)$ has at most $d_1 + d_2 = n - m - 2$ changes of sign in $(-\infty, \infty)$. [Observe that the degree of an exponential polynomial of the form (1), §6, with all $a_k \neq 0$ is unchanged by differentiation.]

Case 2. The zeros of $E_n^m(s)$ are all on one side of the origin ($\alpha_1 = -\infty$ or $\alpha_2 = +\infty$). Suppose that $\alpha_1 = -\infty$. The case $\alpha_2 = +\infty$ is similar and may be omitted. Then $Q_m^l(0) = 0$ and $d_1 = n - m - 1$. That is, $G_m^{(n-m-2)}(t)$ will have at most $n - m - 1$ zeros in $-\infty < t \leq \sigma_{m,n}$. At least one of these zeros is at $\sigma_{m,n}$ by continuity, but this one is not a change of sign. Hence $G_m^{(n-m-2)}(t)$ has at most $n - m - 2$ changes of sign. As in Case 1 the same result holds for the derivatives of $G_m^{(n)}(t)$ of order $\leq n - m - 2$. In both cases it is important for the success of the argument that $G_m^{(n)}(t) \in C^{n-m-2}$. The proof is now complete.

7. Intersection properties of the $G_m^{(n)}(t)$. If in the function $G_m^{(n)}(t)$ we fix the subscript $m$ and allow $n$ to vary, keeping $n \geq m + 2$, we obtain a family of functions with bell-shaped graphs which have, as we shall show, the property that two distinct graphs cross each other at most twice. Since the constants $a_k$ appearing in the definition of $G_m^{(n)}(t)$ are not assumed to be arranged in any special order it will be evident that when $n$ is kept fixed and $m$ allowed to vary a new family of functions with the same intersection property is obtained.

**Theorem 7.** If $G_m^{(n)}(t)$ is defined as in Theorem 1b, if $p - m \geq 2$, $q - m \geq 2$, and if $p \neq q$, then the function

$$\phi(t) = G_m^{(p)}(t) - G_m^{(q)}(t)$$

has at most two changes of sign.

Assume for definiteness that $p > q$. By Corollary 1d, $\phi(t) \in C^{n-m-2}$. Now suppose that $\phi(t)$ had more than two changes of sign. Then by Rolle’s theorem the function

$$\phi(t) = (1 - D/a) \phi(t) = - \left(1/a\right) e^{at} D e^{-at} \phi(t)$$

would have at least three changes of sign. In making this calculation one must take into account the fact that $e^{-at} \phi(t)$ vanishes either at $+\infty$ or at $-\infty$. Proceeding step by step in this way we see that the continuous function

$$\prod_{k=m+1}^{m+2} \left(1 - \frac{D}{a_k}\right) \phi(t) = \frac{1}{2\pi i} \int_{-\infty}^{\infty} \frac{e^{it - \sigma_{m,p}}}{\prod_{k=1}^{p} \left(1 - \frac{s}{a_k}\right)} ds$$

$$- \frac{1}{2\pi i} \int_{-\infty}^{\infty} \frac{e^{it - \sigma_{m,q}}}{\left(1 - \frac{s}{a_{q-1}}\right) \left(1 - \frac{s}{a_q}\right)} ds$$
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would have at least three changes of sign. We shall show this impossible.

Case 1. \( a_q a_{q-1} > 0 \). Suppose for definiteness that \( a_q < 0 \), \( a_{q-1} < 0 \). Then the changes of sign in \( \phi(t) \) must be in the interval \((\sigma_{m, q}, \infty)\). For, in this case the second of the integrals (2) is identically zero in \((-\infty, \sigma_{m, q})\) by Corollary 6b, and the first never changes sign there by Corollary 6f. But \( \phi(t) \in C^{p-m-2} \), at least, in the interval \((\sigma_{m, q}, \infty)\) \( (\phi(t) \in C^\infty \) there if \( \sigma_{m, p} < \sigma_{m, q} \)). Hence we may apply the above argument two steps further to conclude that the function

\[
\prod_{k=m+1}^{q} \left( 1 - \frac{D}{a_k} \right) \phi(t) = \frac{1}{2\pi i} \int_{-\infty}^{\infty} \frac{e^{s(t-\sigma_{m, p})}}{\prod_{k=m+1}^{q} \left( 1 - \frac{s}{a_k} \right)} \, ds
\]

must have at least one change of sign, contrary to Theorem 6f. Observe that we have tacitly assumed here that \( p \geq q+2 \). If \( p = q+1 \) then we must appeal to an extended form of Rolle’s theorem which allows the derivative to be only piecewise continuous providing that at a point of discontinuity the derivative is by convention declared to assume all values between the left and right hand limits. If \( a_q \) and \( a_{q-1} \) were both positive the argument could be altered in an obvious way.

Case 2. \( a_q a_{q-1} < 0 \). First suppose \( a_q > 0 \), \( a_{q-1} < 0 \). In one of the intervals \((-\infty, \sigma_{m, q})\), \((\sigma_{m, q}, \infty)\), \( \phi(t) \) must have at least two changes of sign. Suppose it is in the latter. Then the function

\[
\prod_{k=m+1}^{q-1} \left( 1 - \frac{D}{a_{q-1}} \right) \phi(t) = \frac{1}{2\pi i} \int_{-\infty}^{\infty} \frac{e^{s(t-\sigma_{m, p})}}{\prod_{k=m+1}^{p} \left( 1 - \frac{s}{a_k} \right)} \, ds
\]

must have at least one change of sign in \((\sigma_{m, q}, \infty)\). This again contradicts Theorem 6f. The other cases are handled in a similar way, so that the theorem is established.

8. The \( G_{m,n}(t) \) as frequency functions. A function \( f(t) \) defined for \(-\infty < t < \infty \) is said to be a frequency function (see [6, pp. 166–178] for example) if \( f(t) \geq 0 \) and \( \int_{-\infty}^{\infty} f(t) \, dt = 1 \). The mean value and variance are defined to be, respectively,

\[
\mu = \int_{-\infty}^{\infty} tf(t) \, dt, \quad \nu = \int_{-\infty}^{\infty} (t - \mu)^2 f(t) \, dt.
\]

It is well known (see [6; pp. 188–192]) that if \( f_1(t) \) and \( f_2(t) \) are frequency functions with mean values \( \mu_1, \mu_2 \) and variances \( \nu_1, \nu_2 \), respectively, then the convolution of \( f_1(t) \) with \( f_2(t) \),

\[
f_1 \ast f_2(t) = \int_{-\infty}^{\infty} f_1(t-u)f_2(u) \, du,
\]
is a frequency function with mean value $\mu_2 + \mu_2$ and with variance $\nu_1 + \nu_2$. By
use of this result we can now prove the following theorem.

**Theorem 8.** If

$$G_{m,n}(t) = \frac{1}{2\pi i} \int_{-\infty}^{\infty} \frac{e^{st} ds}{e^{m,n} \prod_{k=m+1}^{n} \left( 1 - \frac{s}{a_k} \right)^{e^{a_k}}}$$

then $G_{m,n}(t)$ is a frequency function with mean value $b_{m,n}$ and with variance

$$\sum_{k=m+1}^{n} a_k^{-2}.$$  

Since, by Theorem 1b, we have

$$G_{m,n}(t) = g_{m+1} * g_{m+2} * \cdots * g_n(t - b_{m,n}),$$

it will, by virtue of the result quoted above, be sufficient to establish that

$$g_{k}(0) = 0 \quad \text{and that}$$

$$\int_{-\infty}^{\infty} g_k(t) dt = 1, \quad \int_{-\infty}^{\infty} tg_k(t) dt = 0, \quad \int_{-\infty}^{\infty} t^2 g_k(t) dt = 1/a_k^2.$$  

For, after the convolutions are performed, the change of variable $t - b_{m,n} = u$
will give the desired result. But using the definition of $g_k(t)$ we have by
simple calculations, say for $a_k > 0$,

$$\int_{-\infty}^{\infty} g_k(t) dt = a_k \int_{-\infty}^{\infty} e^{a_k t} dt = 1,$$

$$\int_{-\infty}^{\infty} tg_k(t) dt = a_k \int_{-\infty}^{\infty} t e^{a_k t} dt = 0,$$

$$\int_{-\infty}^{\infty} t^2 g_k(t) dt = a_k \int_{-\infty}^{\infty} t^2 e^{a_k t} dt = 1/a_k^2.$$  

Since changing $a_k$ to $-a_k$ replaces $g_k(t)$ by $g_k(-t)$, the theorem is seen to hold
in all cases.

9. **Asymptotic estimates for $G_m(t)$**. In this section we shall employ Theo-
rem 5 to obtain the dominant term in asymptotic expansions for $G_m(t)$ as
$t \to +\infty$, and as $t \to -\infty$. These results are fundamental in our theory and will
be used extensively. We need them here in order to extend the results of the
preceeding sections to $G_m(t)$.

**Definition 9a.** Let $E_m(s)$ be defined as in Theorem 3a. We set

$$\alpha_1(m) = \max_{a_k < 0} \left[ a_k, -\infty \right], \quad k = m + 1, m + 2, \cdots$$

$$\alpha_2(m) = \min_{a_k > 0} \left[ a_k, +\infty \right], \quad k = m + 1, m + 2, \cdots$$
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\[ \mu_1(m) + 1 = \text{multiplicity of } \alpha_1(m) \text{ as a zero of } E_m(s); \]
\[ \mu_2(m) + 1 = \text{multiplicity of } \alpha_2(m) \text{ as a zero of } E_m(s). \]

Note that \( \alpha_1(0) \) and \( \alpha_2(0) \) coincide with \( \alpha_1 \) and \( \alpha_2 \) as previously defined.

**Theorem 9b.** Let \( G_m(t) \) be defined as in Theorem 3a, and \( \alpha_1(m), \alpha_2(m), \mu_1(m), \) and \( \mu_2(m) \) as in Definition 9a. Then

A. \( \alpha_1(m) \neq -\infty \) implies

\[ \left( \frac{d}{dt} \right)^r G_m(t) = \left( \frac{d}{dt} \right)^r \left[ p_m(t)e^{\alpha_1(m)t} \right] + O \left[ e^{\alpha_1(m)t - t} \right] \]

as \( t \to +\infty, r = 0, 1, 2, \ldots \), where \( e \) is a positive constant and \( p_m(t) \) is a real polynomial of degree \( \mu_1(m) \) with the coefficient of \( e^{\mu_1(m)} \) positive;

B. \( \alpha_1(m) = -\infty \) implies

\[ \left( \frac{d}{dt} \right)^r G_m(t) = O(e^{-kt}) \]

as \( t \to +\infty, r = 0, 1, 2, \ldots \), for every \( k \);

C. \( \alpha_2(m) \neq +\infty \) implies

\[ \left( \frac{d}{dt} \right)^r G_m(t) = \left( \frac{d}{dt} \right)^r \left[ q_m(t)e^{\alpha_2(m)t} \right] + O \left[ e^{\alpha_2(m)t + t} \right] \]

as \( t \to -\infty, r = 0, 1, 2, \ldots \), where \( e \) is a positive constant and \( q_m(t) \) is a real polynomial of degree \( \mu_2(m) \) with the coefficient of \( (e^{\mu_2(m)}) \) positive;

D. \( \alpha_2(m) = +\infty \) implies

\[ \left( \frac{d}{dt} \right)^r G_m(t) = O(e^{kt}) \]

as \( t \to -\infty, r = 0, 1, 2, \ldots \), for every \( k \).

Let us demonstrate conclusion A. We choose any fixed \( \lambda \) such that

\[ \alpha_1(m) > \lambda > \max_{\alpha_1 < 0, \alpha_1 \neq \alpha_1(m)} [a_k], \quad k = m + 1, m + 2, \ldots \]

Integrating in the positive direction about the rectangular contour \( D \) with vertices at \( \pm iT, \lambda \pm iT \), we find using Theorem 5 (\( n = +\infty \)) that

\[ \frac{1}{2\pi i} \int_D \frac{e^{it}}{E_m(s)} \, ds = p_m(t)e^{\alpha_1(m)t}, \]

where \( p_m(t) \) is a real polynomial of degree \( \mu_1(m) \). The coefficient of \( e^{\mu_1(m)} \) in \( p_m(t) \) is positive since \( p \) was positive in Theorem 5. Using Theorems 2b and 3a and letting \( T \) increase without limit we obtain
$$G_m(t) = p_m(t)e^{\alpha_1(t)m} + \frac{1}{2\pi i} \int_{\lambda-i\infty}^{\lambda+i\infty} \frac{e^{st}}{E_m(s)} ds.$$  

Differentiating $r$ times, this becomes

$$\left(\frac{d}{dt}\right)^r G_m(t) = \left(\frac{d}{dt}\right)^r [p_m(t)e^{\alpha_1(t)m}] + \frac{1}{2\pi i} \int_{\lambda-i\infty}^{\lambda+i\infty} \frac{s^re^{st}}{E_m(s)} ds.$$  

By Theorem 2b there is a constant $c$ such that

$$\left| \frac{1}{E_m(\lambda + i\tau)} \right| \leq \frac{c}{1 + |\tau|^{r+2}} \quad (-\infty < \tau < \infty).$$  

Hence

$$\left| \frac{1}{2\pi i} \int_{\lambda-i\infty}^{\lambda+i\infty} \frac{s^re^{st}}{E_m(s)} ds \right| \leq \frac{c}{2\pi} e^{\lambda\tau} \int_{-\infty}^{\infty} \frac{[\tau^2 + \tau^2]^{r/2}}{|\tau|^{r+2} + 1} d\tau \quad (t > 0)$$

$$= O[e^{\alpha_1(t)m}e^{-\tau t}] \quad \text{as } t \to +\infty,$$

where $+\alpha_1(m) - \lambda = \epsilon$. This proves conclusion A.

If $\alpha_1(m) = -\infty$, and if we put $\lambda = -k$, we may by an identical procedure demonstrate conclusion B. Here of course the residue is identically zero. Similarly we may dispose of conclusions C and D.

**Corollary 9c.** If $\alpha_1(m) = -\infty$ and $\sum_{k=1}^{\infty} 1/a_k < \infty$, then $G_m(t) = 0$ for $t \geq \sigma_m$,

$$\sigma_m = b_m + \sum_{k=m+1}^{\infty} 1/a_k;$$

if $\alpha_1(m) = +\infty$ and $\sum_{k=1}^{\infty} 1/a_k > -\infty$, then $G_m(t) = 0$ for $t \leq \sigma_m$.

Suppose that $\alpha_1(m) = -\infty$. Let $G_{m,n}(t)$ be defined as in Theorem 1b with $b_{m,n} = b_m$. By Corollary 6b, $G_{m,n}(t) = 0$, $t \geq b_m + \sum_{k=m+1}^{\infty} 1/a_k = \sigma_m$. By Theorem 4a

$$\lim_{n \to \infty} G_{m,n}(t) = G_m(t), \quad -\infty < t < \infty.$$  

Hence $G_m(t) = 0$, $t \geq \sigma_m$. The case $\alpha_1(m) = +\infty$ is entirely similar.

**Theorem 10.** If $G_m(t)$ is defined as in Theorem 3a, then $G_m^{(r)}(t)$ has precisely $r$ changes of sign $(-\infty < t < \infty)$.

By Corollary 3b, $G_m(t) \in C^\infty$. Using the asymptotic estimates for $G_m^{(r)}(t)$ as
If we suppose that \( \lim_{n \to \infty} b_{m,n} = b_m \). By Theorem 6f, \( G_m(t) \) has for \( n = m + r + 2 \) exactly \( r \) changes of sign. As the limit of functions, each with no more than \( r \) changes of sign, \( G_m(t) \) must have \( r \) or fewer changes of sign; hence it has precisely \( r \).

11. **Intersection properties** of \( G_m(t) \). Theorem 7 may also be extended to the infinite case.

**Theorem 11.** If \( G_m(t) \) is defined as in Theorem 3a then for \( p \neq q \), \( G_p(t) - G_q(t) \) has at most two changes of sign \( (-\infty < t < \infty) \).

This is proved exactly as Theorem 10 was proved. We have

\[
G_p(t) - G_q(t) = \lim_{n \to \infty} [G_{p,n}(t) - G_{q,n}(t)]
\]

provided \( \lim_{n \to \infty} b_{m,n} = b_m \). By Theorem 7 the functions \( G_{p,n}(t) - G_{q,n}(t) \) have at most two changes of sign, which implies that \( G_p(t) - G_q(t) \) has at most two changes of sign.

12. **The \( G_m(t) \) as frequency functions.**

**Theorem 12.** If \( G_m(t) \) is defined as in Theorem 3a then \( G_m(t) \) is a frequency function with mean value \( b_m \) and variance \( S_m = \sum_{k=m+1}^{\infty} a_k^2 \).

By Corollary 4b, \( G_m(t) \geq 0 \) \((-\infty < t < \infty)\). By Theorem 3a we have

\[
\int_{-\infty}^{\infty} e^{-s(t-b_m)} G_m(t) dt = \frac{1}{\prod_{k=m+1}^{\infty} \left(1 - \frac{s}{a_k}\right)} e^{s/b_k},
\]

the bilateral Laplace transform (1) converging absolutely for \( \alpha_1(m) < s < \alpha_2(m) \). Let us define

\[
R_0(s) = \int_{-\infty}^{\infty} e^{-s(t-b_m)} G_m(t) dt,
\]

\[
R_1(s) = \int_{-\infty}^{\infty} e^{-s(t-b_m)} [t - b_m] G_m(t) dt,
\]

\[
R_2(s) = \int_{-\infty}^{\infty} e^{-s(t-b_m)} [t - b_m]^2 G_m(t) dt.
\]

Using equation (1) we see that \( R_0(0) = 1 \), so that \( G_m(t) \) is indeed a frequency
function. Computing the logarithmic derivative of equation (1) we obtain

\[ R_1(s)/R_0(s) = - \sum_{m+1}^{\infty} \frac{s}{a_k(a_k - s)}. \]

If we set \( s = 0 \) in equation (2) we find \( R_1(0) = 0 \), or \( G_m(t) \) has mean \( t = b_m \). Differentiating equation (2) we obtain

\[ \frac{[R_0(s)R_2(s) - R_1(s)^2]/R_0(s)^2} = \sum_{k=m+1}^{\infty} \frac{1}{(a_k - s)^2}. \]

Putting \( s = 0 \) we see that \( R_2(0) = \sum_{m+1}^{\infty} a_k^{-2} \) or \( G_m(t) \) has variance \( \sum_{m+1}^{\infty} a_k^{-2} \).

13. Some further properties of \( G_m(t) \).

**Theorem 13a.** If \( G_m(t) \) is defined as in Theorem 3a, if \( \xi_m \) is a point associated, in the sense of Definition 6e, with the one change of sign of \( G_m'(t) \), and if \( \xi_m^{(1)} \) and \( \xi_m^{(2)} \), \( \xi_m^{(1)} < \xi_m^{(2)} \), are two points associated respectively with the two changes of sign of \( G_m''(t) \), then

A. \( G_m'(t) \) is not identically zero in any closed interval containing \( \xi_m \);
B. \( G_m''(t) \) is not identically zero in any closed interval containing either \( \xi_m^{(1)} \) or \( \xi_m^{(2)} \).

Our theorem is equivalent to the statement that the points \( \xi_m \), \( \xi_m^{(1)} \) and \( \xi_m^{(2)} \) are uniquely determined. A consideration of the graphs of \( G_m'(t) \), \( G_m''(t) \), and \( G_m'''(t) \) will show that should \( G_m(t) \) be identically zero in a closed interval containing \( \xi_m \), then \( G_m'''(t) \) would have five changes of sign, whereas we know that it has only three. This establishes conclusion A.

![Graphs of G'(t), G''(t), G'''(t)]

Conclusion B follows from a similar argument, which we leave to the reader.
Theorem 13b. If \( G_m(t) \) is defined as in Theorem 3a, and if \( \xi_m, \xi_m^{(1)} \) and \( \xi_m^{(2)} \) are defined as in Theorem 13a, then

A. \( \lim_{m \to \infty} G_m(t) = 0 \quad (0 < |t| < \infty); \)

B. \( |\xi_m - b_m| \leq 8 \left[ \sum_{k=m+1}^{\infty} \frac{1}{\alpha_k^2} \right]^{1/2}; \)

C. \( |\xi_m^{(i)} - b_m| \leq 19 \left[ \sum_{k=m+1}^{\infty} \frac{1}{\alpha_k^2} \right]^{1/2}, \quad i = 1, 2. \)

Note that in the presence of our assumptions conclusions B and C imply that \( \xi_m, \xi_m^{(1)} \) and \( \xi_m^{(2)} \) tend to zero with \( 1/m \). Set \( S_m = \sum_{k=m+1}^{\infty} \frac{1}{\alpha_k}, \quad \epsilon = 2S_m^{1/2}. \) Then by Theorem 12

\[
\int_{-\epsilon}^{\epsilon} G_m(t + b_m) dt = 1 - \int_{-\epsilon}^{\epsilon} G_m(t + b_m) dt - \int_{-\epsilon}^{-t} G_m(t + b_m) dt,
\]

\[
\geq 1 - \frac{1}{\epsilon^2} \int_{-\epsilon}^{\epsilon} \rho G_m(t + b_m) dt - \frac{1}{\epsilon^2} \int_{-\epsilon}^{-t} \rho G_m(t + b_m) dt
\]

\[
\geq 1 - \frac{1}{\epsilon^2} \int_{-\epsilon}^{\epsilon} \rho G_m(t + b_m) dt = 1 - \frac{S_m}{\epsilon^2}.
\]

From this it follows that

\[
\max_{|t| \leq \epsilon} G_m(t + b_m) \geq \frac{3}{8\epsilon}.
\]

We wish to prove that \( |\xi_m - b_m| \leq 4\epsilon \). Suppose the contrary. Then, since \( G_m(t) \) has a unique maximum at \( \xi_m \), it is monotonic in the interval from \( b_m \) to \( \xi_m \), and hence bigger near \( \xi_m \) than in the interval \( |b_m - t| \leq \epsilon \). That is, \( G_m(t) \geq 3/8\epsilon \) throughout an interval of length \( 3\epsilon \) with \( \xi_m \) as one end point. Hence

\[
1 = \int_{-\infty}^{\infty} G_m(t) dt = \int_{-\infty}^{\infty} G_m(t + b_m) dt \geq (3\epsilon) \left( \frac{8}{3\epsilon} \right) = \frac{9}{8}.
\]

This is a contradiction. Hence conclusion B is established.

Let \( t_0 \) be an arbitrary number different from zero and choose \( m \) so large that \( |b_m| < |t_0|/2 \). Then

\[
\left| \int_{-\infty}^{t_0^{1/2}} G_m(t) dt \right| \leq \int_{|t| \geq |t_0|/2} G_m(t) dt \leq \left( \frac{|t_0|}{2} - |b_m| \right)^{-2} \int_{-\infty}^{\infty} (t - b_m)^2 G_m(t) dt
\]

\[
\leq \left( \frac{|t_0|}{2} - |b_m| \right)^{-2} S_m.
\]
Hence

\[ (2) \quad \lim_{m \to \infty} \int_{t_0}^{t_0/2} G_m(t) dt = 0. \]

But if \( m \) is so large that \( |\xi_m| < |t_0|/2 \), then \( G_m(t) \) is monotonic over the range of this integral and takes its smallest value at \( t_0 \). That is,

\[ G_m(t_0) \cdot |t_0|/2 \leq \int_{t_0}^{t_0/2} G_m(t) dt. \]

From this inequality and equation (2) conclusion A is immediate.

By Rolle’s theorem we must have \( \xi_m^{(1)} < \xi_m < \xi_m^{(2)} \). Further \( G_m(t) \) is concave downward between \( \xi_m^{(1)} \) and \( \xi_m^{(2)} \). Consequently \( G_m(t) \) lies above the line segment connection \( (\xi_m^{(1)}, 0) \) and \( (\xi_m, G(\xi_m)) \) for \( \xi_m^{(1)} \leq t \leq \xi_m \), and above the segment connecting \( (\xi_m, G(\xi_m)) \) and \( (\xi_m^{(2)}, 0) \) for \( \xi_m \leq t \leq \xi_m^{(2)} \).

\[\text{\begin{figure}[h]
\centering
\includegraphics[width=\linewidth]{fig}
\caption{Diagram of \( G_m(t) \) with \( \xi_m^{(1)}, \xi_m, \xi_m^{(2)} \).}
\end{figure}}\]

It follows that

\[ 1 = \int_{-\infty}^{\infty} G_m(t) dt \geq [\xi_m^{(2)} - \xi_m^{(1)}] G_m(\xi_m)/2. \]

By equation (1)

\[ G_m(\xi_m) \geq \frac{3}{16S_1^{1/2}}, \]

so that

\[ 1 \geq \frac{3}{32S_1^{1/2}} [\xi_m^{(2)} - \xi_m^{(1)}], \]

that is,

\[ [\xi_m^{(2)} - \xi_m^{(1)}] \leq 11S_1^{1/2}. \]

Using conclusion B and the fact that \( \xi_m \) lies between \( \xi_m^{(1)} \) and \( \xi_m^{(2)} \), we obtain conclusion C.

14. **Division into cases.** For the remainder of this paper we shall consider three classes of kernels \( G(t) \), for each of which separate treatment is required.
**Definition 14.** $G(t)$ is said to belong to class I if $\alpha_1 \neq -\infty$, $\alpha_2 \neq +\infty$. $G(t)$ is said to belong to class II if $\alpha_1 = -\infty$, $\sum_{k=1}^{\infty} 1/a_k = +\infty$. $G(t)$ is said to belong to class III if $\alpha_1 = -\infty$, $\sum_{k=1}^{\infty} 1/a_k < \infty$.

It is evident that in every case either $G(t)$ or $G(-t)$ belongs to one of these three classes. The convolution transforms,

$$ f(x) = \int_{-\infty}^{\infty} G(x - t) d\alpha(t), $$

constructed from class I kernels resemble the Stieltjes transform in their behavior. Those constructed from class II kernels resemble the Laplace transform. Transforms constructed from class III kernels are in some respects degenerate. There are no familiar examples for this class.

**15. Convergence properties of class I kernels.**

**Lemma 15a.** If $G(t)$ is a class I kernel, then for any fixed $x_0$ and any $x (-\infty < x < \infty)$ the integral

$$ \int_{-\infty}^{\infty} \left| \frac{d}{dt} \frac{G(x - t)}{G(x_0 - t)} \right| dt $$

converges, uniformly for $x$ in any finite interval $(x_1 \leq x \leq x_2)$.

From Theorem 9b it follows that $G(t) \to 0$ as $t \to \pm \infty$, but that $G(t)$ is not identically zero in any neighborhood of $+\infty$ or $-\infty$. Since $G'(t)$ has only one change of sign $G(t)$ must never vanish. Thus if $I(t)$ is the integrand (1), then

$$ I(t) = \left| \frac{\frac{G(x_0 - t)G'(x - t) + G'(x_0 - t)G(x - t)}{G(x_0 - t)^2}} \right|, $$

and $I(t)$ is continuous ($-\infty < t < \infty$). By Theorem 9b

$$ G(x_0 - t) = \frac{q(x_0 - t)e^{\alpha_2(x_0 - t)}}{1 + O[e^{(\alpha_2 + \epsilon)(x_0 - t)}]}, $$

$$ G'(x_0 - t) = \frac{q(x_0 - t)e^{\alpha_2(x_0 - t)}}{1 + O[e^{(\alpha_2 + \epsilon)(x_0 - t)}]}, $$

$$ G(x - t) = \frac{q(x - t)e^{\alpha_2(x - t)}}{1 + O[e^{(\alpha_2 + \epsilon)(x - t)}]}, $$

$$ G'(x - t) = \frac{q(x - t)e^{\alpha_2(x - t)}}{1 + O[e^{(\alpha_2 + \epsilon)(x - t)}]}, $$

as $t \to \pm \infty$, where $q(t)$ is a real polynomial of degree $\mu_2$. If equations (3) are inserted in (2) we find that

$$ I(t) = O(1/t^2) \quad (\text{as } t \to + \infty, \text{ if } \mu_2 > 0), $$

$$ = O(e^{-\epsilon t}) \quad (\text{as } t \to + \infty, \text{ if } \epsilon > 0, \text{ if } \mu_2 = 0), $$

these estimates holding uniformly for $x$ in any finite interval. Similarly we may show that
I(t) = O(1/t^2) \quad \text{(as} \ t \to -\infty, \ \text{if} \ \mu_1 > 0),

= O(e^{\epsilon t}) \quad \text{(as} \ t \to -\infty, \ \epsilon > 0, \ \text{if} \ \mu_1 = 0),

these estimates holding uniformly for \(x\) in any finite interval. Our lemma now follows.

**Theorem 15b. If**

1. \(G(t) \in \text{class I,}\)
2. \(\int_{-\infty}^{\infty} G(x_0 - t)d\alpha(t)\) converges,

then

\[ \int_{-\infty}^{\infty} G(x - t)d\alpha(t) \]

converges for all \(x\) \((-\infty < x < \infty)\), and converges uniformly for \(x\) in any finite interval \((-\infty < x_1 \leq x \leq x_2 < +\infty).\)

Let us set

\[ L(t) = \int_{0}^{t} G(x_0 - u)d\alpha(u). \]

By assumption 2, \(L(t)\) is bounded and \(L(+\infty)\) and \(L(-\infty)\) exist. Since \(G(t)\) never vanishes we have

\[
\int_{T_1}^{T_2} G(x - t)d\alpha(t) = \int_{T_1}^{T_2} \frac{G(x - t)}{G(x_0 - t)} dL(t)
\]

\[
= \left[ \frac{G(x - t)}{G(x_0 - t)} L(t) \right]_{T_1}^{T_2} - \int_{T_1}^{T_2} \frac{G(x - t)}{G(x_0 - t)} L(t)dt.
\]

Using Theorem 9b and the existence of \(L(+\infty)\) and \(L(-\infty)\), it is easily seen that

\[
\lim_{T_1 \to -\infty, T_2 \to +\infty} \left[ \frac{G(x - t)}{G(x_0 - t)} L(t) \right]_{T_1}^{T_2}
\]

exists uniformly for \((x_1 \leq x \leq x_2)\). From Lemma 15a and the boundedness of \(L(t)\)

\[
\lim_{T_1 \to -\infty, T_2 \to +\infty} \int_{T_1}^{T_2} \left[ \frac{G(x - t)}{G(x_0 - t)} L(t) \right]_{T_1}^{T_2} L(t)dt
\]

exists uniformly for \((x_1 \leq x \leq x_2)\). Thus

\[
\lim_{T_1 \to -\infty, T_2 \to +\infty} \int_{T_1}^{T_2} G(x - t)d\alpha(t)
\]

exists uniformly for \(x\) in any finite interval, as desired.
Theorem 15c. If
1. \( G(t) \in \text{class I} \),
2. \( \int_{-\infty}^{\infty} G(x - t)\phi(t)dt \) converges,
then
\[
 \int_{-\infty}^{\infty} G(x - t)\phi(t)dt
\]
converges for all \( x (-\infty < x < \infty) \), and converges uniformly for \( x \) in any finite interval \((-\infty < x_1 \leq x \leq x_2 < +\infty)\).

If we define
\[
\Phi(t) = \int_0^t \phi(u)du,
\]
then
\[
\int_{-\infty}^{\infty} G(x - t)\phi(t)dt = \int_{-\infty}^{\infty} G(x - t)d\Phi(t),
\]
and the present theorem follows from Theorem 15b.

16. Order properties of Riemann-Stieltjes integrals. The following theorem has been proved in many special cases, for example, Widder [17, pp. 38–39 and 329–330], by exactly the method used here.

Theorem 16. If
1. \( \phi(t) \in C'(0 \leq t < \infty) \),
2. \( \phi'(t) \) is ultimately of constant sign as \( t \to +\infty \),
3. \( \int_0^{\infty} \phi(t)d\alpha(t) \) converges,
then
A. if \( \phi(t) \) approaches zero as \( t \to \infty \) we have
\[
\alpha(t) = o \left[ 1/\phi(t) \right] \quad \text{as} \quad t \to \infty ;
\]
B. if \( \phi(t) \) does not approach zero as \( t \to \infty \) we have
\[
[\alpha(\infty) - \alpha(t)] = o \left[ 1/\phi(t) \right] \quad \text{as} \quad t \to +\infty .
\]

Let us first consider conclusion A. We set
\[
L(t) = \int_0^t \phi(u)d\alpha(u).
\]
By assumption 3, \( L(\infty) \) exists. If \( \phi(t) \) is identically zero in any neighborhood of \( +\infty \) there is nothing to prove, so that we may suppose this is not the case. Consequently given \( \epsilon > 0 \) we may choose \( T \) so large that
\[
\phi(t) \neq 0 \quad (T \leq t < \infty),
\]
For \( t \geq T \) we have

\[
\alpha(t) - \alpha(T) = \int_T^t \frac{1}{\phi(u)} dL(u),
\]

which after integration by parts becomes

\[
\alpha(t) = \alpha(T) + \frac{L(t) - L(T)}{\phi(T)} + \int_T^t \frac{\phi'(u)}{\phi(u)^2} [L(u) - L(t)] du.
\]

Now

\[
\left| \int_T^t \frac{\phi'(u)}{\phi(u)^2} [L(u) - L(t)] du \right| \leq \max_{u, t \geq T} \left| L(u) - L(t) \right| \int_T^t \left| \frac{\phi'(u)}{\phi(u)^2} \right| du
\]

\[
< \varepsilon \left| - \frac{1}{\phi(T)} + \frac{1}{\phi(t)} \right| \leq \frac{\varepsilon}{|\phi(t)|}.
\]

In case A, \( \phi(t) \to 0 \) as \( t \to \infty \); hence for \( t \geq T \)

\[
|\alpha(t)| < \left| \frac{L(t) - L(T)}{\phi(T)} \right| + \left| \int_T^t \frac{\phi'(u)}{\phi(u)^2} [L(u) - L(t)] du \right| + |\alpha(T)|
\]

\[
< \varepsilon \left| \frac{1}{\phi(t)} \right| + |\alpha(T)| + \varepsilon \left| \frac{1}{\phi(T)} \right| \quad (t \geq T),
\]

\[
\lim_{t \to \infty} \sup \left| \alpha(t) \phi(t) \right| \leq \varepsilon.
\]

Since \( \varepsilon \) is arbitrary our result follows.

We now turn to B. In this case \( \phi(t) \) is bounded away from zero for \( t \) sufficiently large, so that there exist constants \( T_0 \) and \( A, A > 0 \), such that

\[
\left| \frac{1}{\phi(t)} \right| \leq A \quad (t \geq T_0).
\]

Given \( \varepsilon > 0 \), we choose \( T, T > T_0 \), so that for \( (t \geq T) \)

\[
\phi'(t) \text{ is of constant sign} \quad (T \leq t < \infty),
\]

\[
\left| L(t) - L(t') \right| \leq \frac{\varepsilon}{3A + 2} \quad (T \leq t, t' < \infty).
\]

When \( t \) and \( t' \) are greater than \( T \), we have

\[
\alpha(t) - \alpha(t') = \frac{L(t) - L(t')}{\phi(t')} + \int_{t'}^t \frac{\phi'(u)}{\phi(u)^2} [L(u) - L(t)] du.
\]

\[\text{(1)}\]
From this we obtain, arguing as before,

\[ |\alpha(t) - \alpha(t')| \leq 3\epsilon A/(3A + 2) < \epsilon. \]

Since \( \epsilon \) is arbitrary this implies that \( \alpha(\infty) \) exists. If, in equation (1), \( t \) is allowed to increase without limit, we obtain

\[ \alpha(\infty) - \alpha(t') = \frac{L(\infty) - L(t')}{\phi(t')} + \int_{t'}^{\infty} \frac{\phi'(u)}{\phi(u)^2} [L(u) - L(\infty)] du. \]

There are two possibilities: 1/|\( \phi(t) \)| either approaches a finite limit (not greater than \( A \)) or \( 1/|\phi(t)| \) approaches zero as \( t \to \pm \infty \).

In the first case we have from inequality (2)

\[ |\alpha(\infty) - \alpha(t')| \leq \epsilon \quad (T \leq t' < \infty). \]

Since \( \epsilon \) is arbitrary and \( 1/|\phi(\infty)| \) exists and is not zero,

\[ |\alpha(\infty) - \alpha(t')| = o\left(\frac{1}{\phi(t')}\right). \]

In the second case for \( (T \leq t' < \infty) \)

\[ |\alpha(\infty) - \alpha(t')| \leq \frac{2\epsilon}{3A + 2} \frac{1}{\phi(t')} \leq \epsilon \frac{1}{\phi(t')}. \]

Since \( \epsilon \) is arbitrary our result follows.

17. The behaviour at infinity of certain convolutions. The result which follows is stated in what may seem a rather unnatural form, in order that it may be more immediately applicable later.

**Theorem 17.** Let \( G(t) \) and \( \phi(t) \) be continuous and non-negative \((-\infty < t < \infty)\). If

1a. \( \phi(t) \leq 1 \) for \( |t| \geq T \), for some \( T \);

2a. \( \phi(+ \infty) = 0; \)

3a. \( G(t_0 - t) = O\left(\phi(t)(t^2 + 1)\right)^{-1} \) as \( t \to \pm \infty \), for some \( t_0 \), then

\[ \lim_{x \to \pm \infty} \int_{-\infty}^{\infty} G(x - t)\phi(t) dt = 0. \]

If

1b. \( \phi(t) \leq 1 \) \((-\infty < t < T \), for some \( T \);

2b. \( \phi(+ \infty) = 0; \)

3b. \( G(t_0 - t) = O\left(\phi(t)(t^2 + 1)\right)^{-1} \) as \( t \to - \infty \) \( O[1 + t^2]^{-1} \) as \( t \to + \infty \), for some \( t_0 \),
Conclusion B is easily seen to be included in conclusion A, so that we need
prove only A. We shall suppose that \( \phi(-\infty) = \infty \), and that \( \phi(t) \) does not
vanish in any neighborhood of \( +\infty \). The slight modifications necessary in
the other cases are left to the reader. By increasing the values of \( \phi(t) \) in
some finite interval and leaving \( \phi(t) \) unchanged elsewhere we can con-
struct a new function \( \psi(t) \) continuous for \( -\infty < t < \infty \) and such that
\( \psi(t) \in \downarrow \) \( -\infty < t < \infty \).

Note that \( \phi(t) \) must be modified not just in \( (-T \leq t \leq T) \) but in a possibly
larger interval. We necessarily have
\[
\begin{align*}
\phi(t) & \leq \psi(t), \\
\psi(t) & \neq 0 \quad (-\infty < t < \infty),
\end{align*}
\]
and, since \( \phi(t) \) has been modified only over a finite interval,
\[
G(t_0 - t) = O[\psi(\pm t)(1 + t^2)]^{-1} \quad \text{as } t \to \pm \infty.
\]

Now
\[
\begin{align*}
\int_{-\infty}^{\infty} G(x - t)\phi(t)dt & \leq \int_{-\infty}^{\infty} G(x - t)\psi(t)dt \\
& \leq O(1) \int_{-\infty}^{\infty} \frac{1}{(t - x + t_0)^2 + 1} \frac{\psi(t)}{\psi(t - x + t_0)} dt \\
& < O(1) \int_{-\infty}^{\infty} \frac{1}{y^2 + 1} \frac{\psi(y + x - t_0)}{\psi(y)} dy.
\end{align*}
\]
For \( x \geq t_0 \) we see that \( \psi(y + x - t_0)/\psi(y) \leq 1 \) since \( \psi(t) \in \downarrow \) , and further
\[
\lim_{x \to \infty} \psi(y + x - t_0)/\psi(y) = 0, \quad \text{since } \psi(+\infty) = \phi(+\infty) = 0.
\]
By Lebesgue’s general convergence theorem
\[
\lim_{x \to \infty} \int_{-\infty}^{\infty} \frac{1}{(y^2 + 1)} \frac{\psi(y + x - t_0)}{\psi(y)} dy = 0,
\]
and therefore
\[
\lim_{z \to \infty} \int_{-\infty}^{\infty} G(z - t) \phi(t) dt = 0,
\]
as desired.


**Definition 18a.** We set
\[
P_m(D) = e^{(b-b_m)D} \prod_{k=1}^{m} \left( 1 - \frac{D}{a_k} \right) e^{D/a_k},
\]
where \(D\) represents the operation of differentiation and \(e^{D/a}\) that of translation through the distance \(1/a\). The variable with respect to which these operations are to be performed will be clear from the context. \(P_m(D)f(x)\) is defined at \(x = x_0\) if \(f(x) \in C^n\) in some interval including in its interior \(x_0 + b - b_m + \sum_{k=1}^{m} 1/a_k\).

As an example, if \(f(x) \in C^2\) in an interval including \(x + b - b_2 + 1/a_1 + 1/a_2\) then
\[
P_2(D)f(x) = f\left( x + b - b_2 + \frac{1}{a_1} + \frac{1}{a_2} \right)
\]
\[
- \left( \frac{1}{a_1} + \frac{1}{a_2} \right) f'(x + b - b_2 + \frac{1}{a_1} + \frac{1}{a_2})
\]
\[
+ \frac{1}{a_1 a_2} f''(x + b - b_2 + \frac{1}{a_1} + \frac{1}{a_2}).
\]

**Lemma 18b.** If \(G(t)\) and \(G_m(t)\) are defined as in Theorem 3a, and if \(P_m(D)\) is defined as in Definition 18a, then \(P_m(D)G(t) = G_m(t) (-\infty < t < \infty)\).

Note that we have not assumed here that \(G(t)\) is of any class. Since \(G(t) \in C^n (-\infty < t < \infty)\), \(P_m(D)G(t)\) is certainly defined. We must only verify that it is equal to \(G_m(t)\). By Theorem 3a,
\[
G(t) = \frac{1}{2\pi i} \int_{-\infty}^{\infty} \frac{e^{st}}{E(s)} ds.
\]
We wish to apply \(P_m(D)\) under the integral sign. By a well known general theorem any nonsingular linear differential operator may be applied under an integral sign provided the resulting integral is uniformly convergent. By an elementary computation \(P_m(D)e^{st} = P_m(s)e^{st}\). Thus formally
\[
P_m(D)G(t) = \frac{1}{2\pi i} \int_{-\infty}^{\infty} \frac{e^{st}}{E(s)} e^{st/a_k} ds
\]
\[
= G_m(t).
\]
By Theorem 2b the integral (1) is uniformly convergent for all \( t \ (-\infty < t < \infty) \), which validates our formal procedure.

**Lemma 18c.** If \( G(t) \in \text{class I} \) and if
\[
 f(x) = \int_{-\infty}^{\infty} G(x - t)\,d\alpha(t)
\]
converges then for \( P_m(D) \) defined as in Definition 18a
\[
 P_m(D)f(x) = \int_{-\infty}^{\infty} G_m(x - t)\,d\alpha(t).
\]

By virtue of Lemma 18b, and the general theorem quoted in the proof of that lemma, it is enough to show that
\[
 \int_{-\infty}^{\infty} G_m(x - t)\,d\alpha(t)
\]
converges uniformly for \( x \) in any finite interval. Using the estimates of Theorem 9b, and arguing exactly as in Lemma 15a we may show that
\[
 \int_{-\infty}^{\infty} \left| \frac{d}{dt} \frac{G_m(x - t)}{G(x - t)} \right| \,dt
\]
converges uniformly for \( x \) in any finite interval. Using Theorem 9b we may further show that
\[
 \lim_{t \to +\infty} \frac{G_m(x - t)}{G(x - t)} \quad \text{and} \quad \lim_{t \to -\infty} \frac{G_m(x - t)}{G(x - t)}
\]
exist, uniformly for \( x \) in any finite interval. If we define
\[
 L(t) = \int_{0}^{t} G(x_0 - u)\,d\alpha(u)
\]
for any \( x_0 \ (-\infty < x_0 < \infty) \), then \( L(t) \) is bounded and \( L(-\infty) \) and \( L(+\infty) \) exist. For any \( T_1 \) and \( T_2 \)
\[
 \int_{T_1}^{T_2} G_m(x - t)\,d\alpha(t) = \int_{T_1}^{T_2} \frac{G_m(x - t)}{G(x - t)} \,dL(t) = \left[ \frac{G_m(x - t)}{G(x - t)} \cdot L(t) \right]_{T_1}^{T_2} - \int_{T_1}^{T_2} \left[ \frac{d}{dt} \frac{G_m(x - t)}{G(x - t)} \right] L(t) \,dt.
\]
Arguing as in the proof of Theorem 15b, we see that
\[
 \int_{-\infty}^{\infty} G_m(x - t)\,d\alpha(t)
\]
is indeed uniformly convergent for $x$ in any finite interval. This proves our lemma.

**Lemma 18d.** If $G(t) \in \text{class I}$ and if
\[
f(x) = \int_{-\infty}^{\infty} G(x - t) \phi(t) \, dt
\]
converges, then
\[
P_m(D)f(x) = \int_{-\infty}^{\infty} G_m(x - t) \phi(t) \, dt.
\]
This is an immediate consequence of Lemma 18c.

**Lemma 18e.** If $G(t) \in \text{class I}$ and if
\[
f(x) = \int_{-\infty}^{\infty} G(x - t) e^{\alpha t} \, dt
\]
converges, then:

A. $\alpha_1 < c < \alpha_2$ implies
\[
\alpha(t) = o\left(e^{(\alpha_2 - c) t - n}\right) \quad (as \ t \to +\infty),
\]
\[
\alpha(t) = o\left(e^{(\alpha_1 - c) t - n}\right) \quad (as \ t \to -\infty).
\]

B. $\alpha_2 \leq c$ implies
\[
\alpha(\infty) - \alpha(t) = o\left(e^{(\alpha_2 - c) t - n}\right) \quad (as \ t \to +\infty),
\]
\[
\alpha(t) = o\left(e^{(\alpha_1 - c) t - n}\right) \quad (as \ t \to -\infty).
\]

C. $c \leq \alpha_1$ implies
\[
\alpha(t) = o\left(e^{(\alpha_1 - c) t - n}\right) \quad (as \ t \to +\infty),
\]
\[
\alpha(t) - \alpha(-\infty) = o\left(e^{(\alpha_1 - c) t - n}\right) \quad (as \ t \to -\infty).
\]

This lemma is an immediate consequence of Theorem 16. Consider case B, $t \to +\infty$, which is typical. By Theorem 9b
\[
G(x - t) = q(x - t) e^{\alpha_1 (x - t)} + O\left[ e^{(\alpha_2 + \epsilon) (x - t)} \right],
\]
\[
\frac{d}{dt} G(x - t) = \frac{d}{dt} \left[ q(x - t) e^{\alpha_1 (x - t)} \right] + O\left[ e^{(\alpha_2 + \epsilon) (x - t)} \right],
\]
as $t \to +\infty$, where $q(t)$ is a real polynomial of degree $\mu_2$ which is positive for $t$ near $-\infty$. If $c > \alpha_2$ then these equations together with Leibniz's rule for the differentiation of a product imply that
\[
\frac{d}{dt} \left[ e^{\alpha t} G(x - t) \right] \geq 0
\]
for sufficiently large positive $t$. If $c = \alpha_2$, then

$$\frac{d}{dt} \left[ e^{t\epsilon} G(x - t) \right] = \frac{1}{2\pi i} \int_{-i\infty}^{i\infty} \frac{\alpha_2(1 - s/\alpha_3) e^{s \cdot x - s \cdot t + \epsilon t}}{E(s)} \, ds.$$ 

Since $(1 - s/\alpha_3)$ is a factor of $E(s)$, it may be divided out of numerator and denominator. By Corollary 4b

$$\frac{d}{dt} \left[ e^{t\epsilon} G(x - t) \right] \geq 0 \quad (-\infty < t < \infty).$$

The other hypotheses of Theorem 16 are trivially satisfied so that we now obtain the desired result.

**Definition 18f.** Let $G(t), G_m(t), E(s), \text{ and } E_m(s)$ be defined as in Theorem 3a. $N(G)$ is defined to be the smallest value of $m$, such that $E_m(s)$ either does not vanish at $\alpha_1$ or has a zero there of multiplicity at least two less than that of $E(s)$ and either does not vanish at $\alpha_2$ or has a zero there of multiplicity at least two less than that of $E(s)$. If $\alpha_1$ (or $\alpha_2$) is infinite the requirement is vacuously satisfied at $\alpha_1$ ($\alpha_2$).

This definition applies to kernels of all three classes.

**Theorem 18g.** If $G(t) \in \text{class I}$, and if

$$f(x) = \int_{-\infty}^{\infty} G(x - t)e^{\epsilon t} d\alpha(t)$$

converges, then for $m \geq N(G)$, $N(G)$ defined as in Definition 18f,

A. $\alpha_1 < c < \alpha_2$ implies

$$\int_{z_1}^{z_2} e^{-\epsilon x} P_m(D)f(x)\, dx = \int_{-\infty}^{\infty} G_m(x_2 - t)e^{-\epsilon (x_2 - t)}\alpha(t)\, dt \quad - \quad \int_{-\infty}^{\infty} G_m(x_1 - t)e^{-\epsilon (x_1 - t)}\alpha(t)\, dt.$$

B. $\alpha_2 \leq c$ implies

$$\int_{z_1}^{\infty} e^{-\epsilon x} P_m(D)f(x)\, dx = \int_{-\infty}^{\infty} G_m(x_1 - t)e^{-\epsilon (x_1 - t)}[\alpha(\infty) - \alpha(t)]\, dt.$$

C. $c \leq \alpha_1$ implies

$$\int_{-\infty}^{z_2} e^{-\epsilon x} P_m(D)f(x)\, dx = \int_{-\infty}^{\infty} G_m(x_2 - t)e^{-\epsilon (x_2 - t)}[\alpha(t) - \alpha(-\infty)]\, dt.$$

We shall establish B. Conclusions A and C follow in similar fashion. By Lemma 18c, we have for every $m$
\[ e^{-ez}P_m(D)f(x) = \int_{-\infty}^{\infty} G_m(x - t)e^{-e^z(x-t)}d\alpha(t), \]

the integral converging uniformly for \( x \) in any finite interval. Integrating by parts

\[ e^{-ez}P_m(D)f(x) = \left[ G_m(x - t)e^{-e^z(x-t)}\right]_{-\infty}^{\infty} \]
\[ - \int_{-\infty}^{\infty} \frac{d}{dt} \left[ G_m(x - t)e^{-e^z(x-t)}\right] [\alpha(t) - \alpha(\infty)]dt. \]

By Lemma 18e and Theorem 9b, the integrated term is zero, uniformly for \( x \) in any finite interval. Hence

\[ e^{-ez}P_m(D)f(x) = - \int_{-\infty}^{\infty} \frac{d}{dt} \left[ G_m(x - t)e^{-e^z(x-t)}\right] [\alpha(t) - \alpha(\infty)]dt \]
\[ = + \int_{-\infty}^{\infty} \frac{d}{dx} \left[ G_m(x - t)e^{-e^z(x-t)}\right] [\alpha(t) - \alpha(\infty)]dt, \]

this integral converging uniformly for \( x \) in any finite interval. We may therefore integrate between finite limits under the sign of integration to obtain

\[ \int_{z_1}^{z_2} e^{-ez}P_m(D)f(x)dx \]
\[ = \int_{-\infty}^{\infty} \left[ G_m(x_2 - t)e^{-e^z(x_2-t)} - G_m(x_1 - t)e^{-e^z(x_1-t)}\right] [\alpha(\infty) - \alpha(t)]dt, \]

which for \( m \geq N(G) \) we may write as

\[ \int_{z_1}^{z_2} e^{-ez}P_m(D)f(x)dx = \int_{-\infty}^{\infty} G_m(x_2 - t)e^{-e^z(x_2-t)} [\alpha(\infty) - \alpha(t)]dt \]
\[ - \int_{-\infty}^{\infty} G_m(x_1 - t)e^{-e^z(x_1-t)}\alpha(t)dt. \]

We need only show that for \( m \geq N(G) \)

\[ \lim_{z_2 \to +\infty} \int_{-\infty}^{\infty} G_m(x_2 - t)e^{-e^z(x_2-t)} [\alpha(t) - \alpha(\infty)]dt = 0. \]

This is an immediate consequence of Lemma 18e and Theorem 17, together with the definition of \( N(G) \). Hence, allowing \( z_2 \) to increase without limit in (1) and using (2)

\[ \int_{z_1}^{\infty} e^{-ez}P_m(D)f(x) = \int_{-\infty}^{\infty} G_m(x_1 - t)e^{-e^z(x_1-t)} [\alpha(\infty) - \alpha(t)]dt, \]
as desired.

19. The inversion theorem for class I kernels.

**Theorem 19a.** If \( G(t) \in \text{class I} \), if the integral
\[
    f(x) = \int_{-\infty}^{\infty} G(x - t)e^{-ct}d\alpha(t)
\]
converges, and if \( x_1 \) and \( x_2 \) are points of continuity of \( \alpha(t) \) then:

A. \( \alpha_1 < c < \alpha_2 \) implies
\[
    \lim_{m \to \infty} \int_{x_1}^{x_2} e^{-cx}P_m(D)f(x)dx = \alpha(x_2) - \alpha(x_1).
\]

B. \( \alpha_2 < c < \alpha_1 \) implies
\[
    \lim_{m \to \infty} \int_{x_1}^{x_2} e^{-cx}P_m(D)f(x)dx = \alpha(x_2) - \alpha(x_1).
\]

C. \( c < \alpha_1 \) implies
\[
    \lim_{m \to \infty} \int_{x_1}^{x_2} e^{-cx}P_m(D)f(x)dx = \alpha(x_2) - \alpha(-\infty).
\]

We shall prove conclusion B. The proofs of A and C are similar. By Theorem 18g if \( m \geq N(G) \)
\[
    \int_{x_1}^{x_2} e^{-cx}P_m(D)f(x)dx = \int_{-\infty}^{\infty} G_m(x_1 - t)e^{-c(x_1 - t)}[\alpha(\infty) - \alpha(t)]dt.
\]

Using Lemma 18e, Theorem 9b, and the definition of \( N(G) \), the integral on the right of equation (1) is seen to be absolutely convergent. Let.
\[
    I_m = \int_{-\infty}^{\infty} G_m(x_1 - t)e^{-c(x_1 - t)}[\alpha(\infty) - \alpha(t)]dt
\]

Given \( \epsilon > 0 \) we choose \( \delta > 0 \) so small that
\[
    |e^{-ct}[\alpha(\infty) - \alpha(x_1 - t)] - \alpha(\infty) + \alpha(x_1)| \leq \epsilon \quad \text{for} \quad |t| \leq \delta.
\]

We write \( I_m \) as the sum of three integrals, \( I'_m, I''_m, I'''_m \), corresponding respectively to the intervals of integration \(( -\infty, -\delta) \), \((-\delta, \delta)\), \((\delta, \infty)\). We first assert that
\[
    \lim_{m \to \infty} I'_m = \lim_{m \to \infty} I'''_m = 0.
\]
By Theorem 11 the function

\[ G_{N(\alpha)}(t) - G_m(t) \]

has at most 2 changes of sign. As \( m \to \infty \) the variance of \( G_m(t) \) approaches zero. Hence the maximum of \( G_m(t) \) is becoming larger and larger in the vicinity of the mean of \( G_m(t) \), which is approaching the origin. This information together with conclusion A of Theorem 13b shows that for \( m \) sufficiently large, \( m \geq N_1 \), the two changes of sign of the function (2) occur within the interval \( |t| \leq \delta \), and

\[ 0 \leq G_m(t) \leq G_{N(\alpha)}(t) \quad \text{for } |t| \geq \delta, m \geq N_1. \]

Hence

\[
\int_{-\infty}^{-\delta} G_m(t)e^{-\epsilon t}[\alpha(\infty) - \alpha(x_1 - t)]dt \\
\ll \int_{-\infty}^{-\delta} G_{N(\alpha)}(t)e^{-\epsilon t}[\alpha(\infty) - \alpha(x_1 - t)]dt.
\]

Using conclusion A of Theorem 13b and Lebesgue's general convergence theorem, we see that

\[ \lim_{m \to \infty} I_m' = 0, \]

and similarly that

\[ \lim_{m \to \infty} I_m''' = 0. \]

On the other hand, since \( G_m(t) \) is non-negative,

\[
\int_{-\delta}^{\delta} G_m(t)[\alpha(\infty) - \alpha(x_i) - \epsilon]dt \leq I_m'' \leq \int_{-\delta}^{\delta} G_m(t)[\alpha(\infty) - \alpha(x_i) + \epsilon]dt.
\]

Recalling that \( \lim_{m \to \infty} \int_{-\delta}^{\delta} G_m(t)dt = 1 \), we have

\[ \alpha(\infty) - \alpha(x_i) - \epsilon \leq \lim \inf I_m \leq \lim \sup I_m \leq \alpha(\infty) - \alpha(x_i) + \epsilon. \]

Since \( \epsilon \) is arbitrary our theorem follows.

**Theorem 19b.** If \( G(x) \in \text{class I} \), if

\[ f(x) = \int_{-\infty}^{\infty} G(x - t)\phi(t)dt \]

converges, and if \( x \) is a point of continuity of \( \phi(t) \) then

\[ \lim_{m \to \infty} P_m(D)f(x) = \phi(x). \]
By Theorem 18c, for any \( m \),

\[
    P_m(D)f(x) = \int_{-\infty}^{\infty} G_m(x - t)\phi(t)dt.
\]

As before let

\[
    I_m = \int_{-\infty}^{\infty} G_m(x - t)\phi(t)dt
\]

\[
    = \int_{-\infty}^{\infty} G_m(t)\phi(x - t)dt.
\]

Given \( \epsilon > 0 \), we may choose \( \delta \) so small that

\[
    |\phi(x - t) - \phi(x)| \leq \epsilon \quad \text{for} \quad |t| \leq \delta.
\]

We again express \( I_m \) as the sum of three integrals \( I'_m, I''_m, I'''_m \), corresponding to the same intervals of integration as before. We shall show that

\[
    \lim_{m \to \infty} I'_m = \lim_{m \to \infty} I''_m = 0.
\]

Integrating by parts, we have

\[
    I'_m = \left[ \Phi(t)G_m(t) \right]_{-\infty}^{t} - \int_{-\infty}^{t} \Phi(t)G'_m(t)dt,
\]

where

\[
    \Phi(t) = \int_{-\infty}^{t} \phi(x - u)du.
\]

By Lemma 18e and Theorem 9b the integrated term vanishes. For \( m \geq N(G) \) the integral so obtained is absolutely convergent, and (using Lemma 18e)

\[
    |I'_m| \leq O(1) \int_{-\infty}^{\infty} e^{-\alpha t} |G'_m(t)| \, dt.
\]

By conclusion B of Theorem 13b, \( G'_m(t) \) is, for \( m \) sufficiently large, of constant sign in \( (-\infty < t \leq -\delta) \), so that

\[
    |I'_m| \leq O(1) \left| \int_{-\infty}^{-\delta} e^{-\alpha t} G'_m(t)dt \right|.
\]

Integrating by parts

\[
    |I'_m| \leq O(1)G_m(-\delta)e^{\alpha \delta}(-\delta)^{-\alpha} + \int_{-\infty}^{-\delta} G_m(t) \left[ e^{-\alpha t} t^{-\alpha} \right]' \, dt.
\]
The integrated term approaches zero as $m \to \infty$ by conclusion A of Theorem 13b. The integral converges absolutely for $m \geq N(G)$, so that by exactly the same argument as was used in the proof of Theorem 19a, it too approaches zero as $m$ approaches infinity. Thus we obtain, as before,

$$\phi(x) - \epsilon \leq \liminf_{m \to \infty} \limsup_{m \to \infty} I_m \leq \phi(x) + \epsilon$$

and since $\epsilon$ is arbitrary our theorem follows.

20. An approximate formula for class II kernels. For convolution transforms with class II kernels, our previous methods fail to give a general inversion theorem. The origin of this failure lies in the fact that Theorem 9b does not, as it did for class I kernels, yield precise information as to the behaviour of $G(t)$ as $t \to +\infty$. It tells us only that $G(t) = O(e^{-k})$ as $t \to \infty$ for every $k$, which leaves open a wide range of possibilities as to the actual behaviour of $G(t)$. In this section we shall derive a formula which will, in our arguments, take the place of Theorem 9b.

**Lemma 20a.** If $G(t) \in$ class II, then the equation

$$t = \sum_{i=1}^{\infty} \frac{L}{a_k(a_k + L)}$$

defines $L=L(t)$ as a function of $t$ for $(0 \leq t < \infty)$. $L(t) \in C^\infty$, $L(t) \in \uparrow$, and $L(+\infty) = \infty$.

Since $G(t) \in$ class II, we have

$$a_k > 0, \quad k = 1, 2, \ldots,$$

$$\sum_{i=1}^{\infty} \frac{1}{a_k^2} < \infty, \quad \sum_{i=1}^{\infty} \frac{1}{a_k} = \infty.$$

Differentiating equation (1), a process easily justified by means of equations (2), we obtain

$$\frac{dt}{dL} = \sum_{i=1}^{\infty} \frac{1}{(a_k + L)^2}$$

which is positive for $(0 \leq L < \infty)$. Further as $L$ varies from 0 to $\infty$, $t$ varies from 0 to $\infty$. Thus by the implicit function theorem $L$ is a function of $t$ for $(0 \leq t < \infty)$, and evidently $L(t) \in \uparrow$, $L(\infty) = \infty$. We may obtain any derivative of $L(t)$ by straightforward computation, using of course the fact that

$$\frac{dt}{dL} > 0 \quad (0 \leq t < \infty);$$

hence $L(t) \in C^\infty$. 
Lemma 20b. If \( G(t) \) is a class II kernel then \( G(t) \) does not vanish for \( -\infty < t < \infty \).

Since \( G'(t) \) has only one change of sign, should \( G(t) \) vanish at \( t_0 \), one of the equations \( G(t) = 0 \) \( (\infty < t \leq t_0) \) or \( G(t) = 0 \) \( (t_0 \leq t < \infty) \) would hold. The first of these is impossible by Theorem 9b since \( (\alpha_{k} \neq -\infty) \). Thus if \( G(t_0) = 0 \), \( G(t) = 0 \) for \( t_0 < t < \infty \). We would then have

\[
\int_{-\infty}^{t_0} G(t)e^{-st}dt = \frac{1}{\prod_{1}^{\infty} \left(1 - \frac{s}{\alpha_{k}}\right)e^{s/\alpha_{k}}},
\]

which we may rewrite as

\[
\int_{0}^{\infty} G(t_0 - t)e^{-st}dt = \frac{e^{-st_0}}{\prod_{1}^{\infty} \left(1 + \frac{s}{\alpha_{k}}\right)e^{s/\alpha_{k}}},
\]

As a Laplace transform the left-hand side of this last equation must approach zero as \( s \to +\infty \). It is easily seen that it does not. Indeed, choose \( m \) so large that

\[
b + \sum_{1}^{m} \frac{1}{\alpha_{k}} > t_0 + 1.
\]

If \( \alpha_{k} > 0 \) then

\[
\left(1 + \frac{s}{\alpha_{k}}\right)e^{-s/\alpha_{k}} \leq 1 \quad (0 \leq s < \infty).
\]

It follows that

\[
\frac{e^{-st_0}}{\prod_{1}^{\infty} \left(1 + \frac{s}{\alpha_{k}}\right)e^{s/\alpha_{k}}} \geq \frac{e^{st}}{\prod_{1}^{m} \left(1 + \frac{s}{\alpha_{k}}\right)} \quad (0 \leq s < \infty)
\]

which verifies our assertion.

Let \( G(t) \) be a class II kernel. We define, for \( r \geq 0 \), the auxiliary kernel \( H_r(t) \),

\[
H_r(t) = \frac{1}{2\pi i} \int_{-\infty}^{\infty} \frac{e^{st}}{\prod_{1}^{m} \left(1 - \frac{s}{\alpha_{k} + r}\right)e^{s/\alpha_{k} + r}} ds.
\]

It is evident that \( H_r(t) \) is again a class II kernel. We also set
Using Lemma 20b, we see that \( \chi(t) \) and \( \chi_m(t) \in C^m \) for \( -\infty < t < \infty \).

**Lemma 20c.** If \( G(t) \in \text{class II}, E(s) \) is defined as in Theorem 3a, \( H_r(t) \) is defined by (4), \( \chi(t) \) by (5), then

\[
e^{t-x(t)} = \frac{1}{E(-r)} H_r \left( t - b - \sum_{k=1}^{\infty} \frac{r}{a_k(a_k + r)} \right) \quad (0 \leq r).
\]

By Theorem 3a

\[
e^{-x(t)} = \frac{1}{2\pi i} \int_{-\infty}^{\infty} \frac{e^{st}}{e^{bs} \prod_{1}^{\infty} \left( 1 - \frac{s}{a_k} \right) e^{r/a_k}} ds.
\]

Multiplying both sides by \( e^{rt} \),

\[
e^{t-x(t)} = \frac{1}{2\pi i} \int_{-\infty}^{\infty} \frac{e^{(s+r)t}}{e^{bs} \prod_{1}^{\infty} \left( 1 - \frac{s}{a_k} \right) e^{r/a_k}} ds.
\]

Making the change of variable \( s+r = u \), and using the identities

\[
\left( 1 + \frac{r}{a_k} \right) \left( 1 - \frac{u}{r + a_k} \right) = 1 - \frac{u - r}{a_k}, \quad \frac{r}{a_k(a_k + r)} = \frac{1}{a_k} - \frac{1}{r + a_k},
\]

this becomes

\[
e^{t-x(t)} = \frac{1}{2\pi i} \int_{-\infty}^{\infty} \frac{\exp \left( u \left[ t - b - \sum_{k=1}^{\infty} \frac{r}{a_k(a_k + r)} \right] \right)}{\exp (br) \prod_{1}^{\infty} \left( 1 + \frac{r}{a_k} \right) \exp \left( -\frac{r}{a_k} \right) \prod_{1}^{\infty} \left[ 1 - \frac{u}{r + a_k} \right] \exp \left( -\frac{u}{r + a_k} \right)} du.
\]

By Theorem 2b and Cauchy's theorem the line of integration may be deformed to the imaginary axis. Recalling the definitions of the various functions under consideration we have

\[
e^{t-x(t)} = \frac{1}{E(-r)} H_r \left[ t - b - \sum_{k=1}^{\infty} \frac{r}{a_k(a_k + r)} \right],
\]

as desired.

**Lemma 20d.** If \( H_r(t) \) is defined as in (4) and if \( \xi_r \) is the (by Theorem 13a) unique point associated with the one change of sign of \( H'_r(t) \), then \( \xi_r \) is a continuous function of \( r \).

It is evident from the definition of \( H_r(t) \), that, for any fixed \( t \), \( H'_r(t) \) is a
continuous function of \( r \). If our lemma is not true then there exists an \( r_0 \geq 0 \), a sequence \( \{ r_i \}_{i=1}^\infty \) converging to \( r_0 \), and a \( \delta > 0 \), such that

\[
| \xi_{r_i} - \xi_{r_0} | > \delta, \quad i = 1, 2, \ldots.
\]

In this sequence there will be either an infinite number of terms such that

\[
(6) \quad \xi_{r_i} \leq \xi_{r_0} - \delta,
\]
or an infinite number such that

\[
(7) \quad \xi_{r_i} > \xi_{r_0} + \delta,
\]
or both. Suppose for definiteness that equation (6) holds for infinitely many \( i \). For notational simplicity we shall suppose it holds for all \( i \). By Theorem 13a if \( t_0 \) is any point of the interval \( \xi_{r_i} - \delta < t < \xi_{r_0} \), we have

\[
H'_{r_0}(t_0) > 0.
\]

On the other hand, it follows from the definition of the \( r_i \) that

\[
H'_{r_i}(t_0) < 0, \quad i = 1, 2, \ldots.
\]

Since

\[
\lim_{i \to \infty} H'_{r_i}(t_0) = H'_{r_0}(t_0),
\]

we have thus a contradiction. If we had assumed instead that equation (7) held for an infinite number of \( i \), we would have been led to a similar contradiction. Our lemma follows.

**Theorem 20e.** If \( G(t) \) is \( \text{class II} \), \( L(t) \) is defined as in Lemma 20a, and \( \chi(t) \) is defined as in (5), then

\[
\chi'(t) = L(t - b + o(1)) \quad \text{as } t \to + \infty,
\]

where \( o(1) \) here represents a function of \( t \) which approaches zero as \( t \) becomes infinite.

By Lemma 20c,

\[
e^{t - \chi(t)} = \frac{1}{E(-r)} H_r \left[ t - b - \sum_{k=1}^{\infty} \frac{r}{a_k(a_k + r)} \right].
\]

Differentiating with respect to \( t \) this becomes

\[
(8) \quad [r - \chi'(t)] e^{t - \chi(t)} = \frac{1}{E(-r)} H'_r \left[ t - b - \sum_{k=1}^{\infty} \frac{r}{a_k(a_k + r)} \right].
\]

If \( \xi_r \) is, as before, the point associated with the one change of sign of \( H'_r(t) \), and if in equation (8) we set
t = b + \sum_{k=1}^{\infty} \frac{r}{a_k(a_k + r)} + \xi_r,

then we obtain

(9) \[ \chi'[b + \sum_{k=1}^{\infty} \frac{r}{a_k(a_k + r)} + \xi_r] = r. \]

As \( r \to \infty \) the variance of \( H_r(t) \),

\[ \sum_{k=1}^{\infty} \frac{1}{(a_k + r)^2}, \]

approaches zero, and so by conclusion B of Theorem 13b, with \( b_m = 0 \) and \( a_k \) replaced by \( a_k + r \), we see that \( \xi_r \to 0 \), as \( r \to \infty \). It approaches zero continuously by virtue of Lemma 20d. Therefore as \( r \) varies from zero to infinity all values of \( t \) from a certain point onward, say \( t \geq T \), are expressible in the form

(10) \[ t = b + \sum_{k=1}^{\infty} \frac{r}{a_k(a_k + r)} + \xi_r. \]

This may conceivably be possible in several ways. For each \( t \geq T \) let \( r(t) \) be some one solution of (10). Conceivably \( r(t) \) is not a continuous function of \( t \). It is clear that as \( t \to + \infty \), \( r(t) \to + \infty \). Equation (9) may now be rewritten as

\[ \chi'[t] = L[t - b - \xi_{r(t)}], \quad \text{for } t \geq T. \]

Since \( r(t) \to \infty \) as \( t \to \infty \), \( \xi_{r(t)} \to 0 \) as \( t \to \infty \). If for \( \xi_{r(t)} \) we write \( o(1) \), we have our theorem.

Theorem 20f. If \( G(t) \in \text{class II} \), \( L(t) \) is defined as in Lemma 20a, and \( \chi_m(t) \) is defined as in (5), then

\[ \chi'_m(t) = L[t - b_m + \sum_{k=1}^{m} \frac{1}{a_k} + o(1)] \quad \text{as } t \to \infty, \]

where \( o(1) \) here represents a function of \( t \) which approaches zero as \( t \to \infty \).

If as in Lemma 20a, we define a function \( L_m(t) \) by means of the equation

\[ t = \sum_{m+1}^{\infty} \frac{L_m}{a_k(a_k + L_m)}, \]

then by Theorem 20e

(11) \[ \chi'_m(t) = L_m[t - b_m + o(1)] \quad \text{as } t \to + \infty. \]

Now
\[ t + \sum_{i=1}^{m} \frac{L_m}{a_k(a_k + L_m)} = \sum_{i=1}^{\infty} \frac{L_m}{a_k(a_k + L_m)}; \]
hence

\[ \text{(12)} \quad L_m(t) = L \left[ t + \sum_{i=1}^{m} \frac{L_m}{a_k(a_k + L_m)} \right]. \]

As \( t \to \infty \) we also have \( L_m(t) \to \infty \); hence

\[ \sum_{i=1}^{m} \frac{L_m}{a_k(a_k + L_m)} = \sum_{i=1}^{m} \frac{1}{a_k} + o(1) \quad \text{as} \quad t \to \infty. \]

Combining (11), (12) and (13)

\[ x''(t) = L \left[ t - b_m + \sum_{i=1}^{m} \frac{1}{a_k} + o(1) \right], \]
as desired.

\text{Lemma 20g.} If \( H_r(t) \) is defined as in (4), and if \( \xi^{(r)}_1 \) is the (by Theorem 13a) unique point associated with the first change of sign (proceeding from left to right) of \( H_r''(t) \), then \( \xi^{(r)}_1 \) is a continuous function of \( r \).

The proof of this lemma, which resembles the demonstration of Lemma 20d, is left to the reader.

\text{Theorem 20h.} If \( x(t) \) is defined as in (5) then for \( t \) sufficiently large \((t \geq T)\) we have

\[ x''(t) \geq 0. \]

Differentiating twice the identity of Lemma 20c, we obtain

\[ \{ - x''(t) + [r - x'(t)]^2 \} e^{rt-x(t)} = \frac{1}{E(-r)} H''_r(t - b - \sum_{k=1}^{r} \frac{r}{a_k(a_k + r)}) \].

If we now set

\[ t = t(r) = b + \sum_{k=1}^{r} \frac{r}{a_k(a_k + r)} + \xi^{(r)}_1 \quad (0 \leq r < \infty), \]

where \( \xi^{(r)}_1 \) is defined as in Lemma 20g, we obtain

\[ x''[t(r)] = [r - x[t(r)]]^2 \geq 0. \]

Now \( \sum_{k=1}^{r} \frac{1}{a_k(a_k + r)} \) approaches infinity continuously as \( r \) approaches infinity, and \( \xi^{(r)}_1 \) approaches zero continuously (by Theorem 13b and Lemma 20g) as \( r \) approaches infinity, so that every value of \( t \) from a certain point on may be represented in this form.
This proves our theorem.

21. Convergence properties of class II kernels.

**Lemma 21a.** If \( G(t) \in \text{class II} \), and if \( \chi(t) \) is defined as in [5, §20], then

\[
\lim_{t \to \infty} \frac{\chi'(t)}{t} = \infty.
\]

Since by Theorem 20e

\[
\chi'(t) = L[t - b + o(1)],
\]

it is sufficient to show that

\[(1) \quad \lim_{t \to \infty} \frac{L(t)}{t} = \infty.\]

From the definition of \( L(t) \)

\[
\frac{dL}{dt} = \left[ \sum_{k=1}^{\infty} \frac{1}{(a_k + L)^2} \right]^{-1}.
\]

As \( t \to \infty \), \( L \to \infty \) and \( \left[ \sum_{k=1}^{\infty} (a_k + L)^{-2} \right]^{-1} \to +\infty \). Equation (1), and therefore our lemma, follows immediately.

**Lemma 21b.** If \( G(t) \in \text{class II} \), then

A. \( \lim_{t \to \infty} \frac{G(x - t)}{G(x_0 - t)} = 0 \)

uniformly for \( x_1 \leq x < x_0 \) for any \( x_1 > x_0 \).

B. \( \int_{-\infty}^{0} \left| \frac{G'(x - t)}{G(x_0 - t)} \right| dt \)

converges uniformly for \( x_1 \leq x < x_0 \) for any \( x_1 > x_0 \).

We have

\[
\frac{G(x - t)}{G(x_0 - t)} = e^{(x_0 - t)(x - t)}.
\]

Using the mean value theorem we obtain

\[\chi(x - t) - \chi(x_0 - t) = (x - x_0) \chi'(x_0 - t + \theta(x - x_0)),\]

where \( 0 < \theta < 1 \). Now

\[\chi'(t) \geq 0\]
for \( t \geq \xi \) where \( \xi \) is the one change of sign of \( G'(t) \). Also for \( t \) sufficiently large \((t \geq T_0)\), we know by Theorem 20h that
\[
\chi''(t) \geq 0.
\]
Thus if \( T = \max \{T_0, \xi\} - x_0 \), we have
\[
\chi(x - t) - \chi(x_0 - t) \geq (x - x_0)\chi'(x_0 - t)
\]
\[
\geq (x_1 - x_0)\chi'(x_0 - t),
\]
for all \( t \) such that \( t \leq -T \) and all \( x \) such that \( x_1 \leq x < \infty \). Hence
\[
0 \leq \frac{G(x - t)}{G(x_0 - t)} \leq e^{-(x_1 - x_0)x'(x_0 - t)} \quad (t \leq -T; x_1 \leq x < \infty).
\]
Applying Lemma 21a we obtain conclusion A.

Consider next the integral
\[
\int_{-T}^{T} \chi'(x_0 - t)e^{x(x_0 - t)} - x(t)dt.
\]
By virtue of the estimates just made we have
\[
0 \leq \chi'(x_0 - t)e^{x(x_0 - t)} - x(t) \leq \chi'(x_0 - t)e^{-(x_1 - x_0)x'(x_0 - t)},
\]
from which, using the inequality
\[
x e^{-x} < e^{-x/2} \quad (0 \leq x < \infty),
\]
we obtain
\[
0 \leq \chi'(x_0 - t)e^{x(x_0 - t)} - x(t) \leq e^{-(x_1 - x_0)x'(x_0 - t)/2}.
\]
Using Lemma 21a, the uniform convergence of the integral (2) follows.

Integrating the integral (2) by parts we obtain
\[
\int_{-T}^{T} \chi'(x_0 - t)e^{x(x_0 - t)} - x(t)dt = \left[ - \frac{G(x - t)}{G(x_0 - t)} \right]_{-L}^{T} - \int_{-L}^{T} \frac{G'(x - t)}{G(x_0 - t)} dt.
\]
Conclusion A and the uniform convergence of the integral (2) thus imply the uniform convergence of the integral
\[
\int_{-\infty}^{-T} \frac{G'(x - t)}{G(x_0 - t)} dt.
\]
Since \( G'(x - t)/G(x - t) \) is of constant (negative) sign for \( t \leq -T \) and \((x_1 \leq x < \infty)\), the integral
\[
\int_{-\infty}^{-T} \left| \frac{G'(x - t)}{G(x_0 - t)} \right| dt
\]
and finally the integral

$$\int_{-\infty}^{0} \frac{|G'(x - t)|}{|G(x_0 - t)|} dt$$

are uniformly convergent.

**Theorem 21c.** If \( G(t) \in \text{class II} \), and if the transform

$$f(x) = \int_{-\infty}^{\infty} G(x - t) \, dt$$

converges for \( x_0 \) it converges for all \( x > x_0 \), and if \( x_1 > x_0 \) it converges uniformly for \( x_1 \leq x \leq x_2 \).

Since the behaviour of \( G(x - t) \) as \( t \to +\infty \) is, by Theorem 9b, like that of a class I kernel, the convergence of (3) for any \( x \) implies (as in the proof of Theorem 15b) the convergence of

$$\int_{0}^{\infty} G(x - t) \, dt$$

for all \( x \), uniformly for \( x \) in any finite interval.

Now

$$\int_{-L}^{0} G(x - t) \, dt = [G(x - t) \alpha(t)]_{-L}^{0} + \int_{-L}^{0} \alpha(t) G'(x - t) \, dt. \quad (4)$$

The convergence of (3) for \( x = x_0 \) implies, by virtue of Theorem 16 (part A), that

$$\alpha(t) = o \left[ G(x_0 - t) \right]^{-1} \quad \text{as } t \to -\infty. \quad (5)$$

Hence

$$\left| G(x - L) \alpha(L) \right| \leq O \left( \frac{G(x - L)}{G(x_0 - L)} \right),$$

and

$$\int_{-L}^{0} \left| \alpha(t) G'(x - t) \right| \, dt \leq O \left( \frac{G'(x - t)}{G(x_0 - t)} \right) \, dt.$$

The uniform convergence of the integral (3) for \( x_1 \leq x < \infty \) now follows from Lemma 21b. Thus our theorem is proved.

**Corollary 21d.** If \( G(t) \in \text{class II} \) and if the transform

$$f(x) = \int_{-\infty}^{\infty} G(x - t) \phi(t) \, dt \quad (6)$$
converges for \( x_0 \) it converges for all \( x > x_0 \) and if \( x_1 > x_0 \) it converges uniformly for \( x_1 \leq x \leq x_2 \).

As a consequence of these two theorems we see that if \( G(t) \in \text{class II} \) there exists a constant \( \gamma_e \), which may be \( +\infty \) or \( -\infty \), depending on \( \alpha(t) \) or \( \phi(t) \) such that the transform

\[
\int_{-\infty}^{\infty} G(x - t) d\alpha(t) \quad \text{or} \quad \int_{-\infty}^{\infty} G(x - t) \phi(t) dt
\]

converges for \( x > \gamma_e \) and diverges for \( x < \gamma_e \). For \( x = \gamma_e \) it may converge or diverge. This number \( \gamma_e \) is called the abscissa of convergence of the transform.

22. Application of the differential operator for class II kernels.

**Lemma 22a.** If \( G(t) \in \text{class II} \) and if \( \chi(t) \) and \( \chi_m(t) \) are defined as in \([5, \S 20]\) then given any \( \epsilon > 0 \), there are constants \( T \) and \( C \) such that

\[
\chi_m(t) \geq \chi\left(t + b - b_m + \sum_{k=1}^{m} \frac{1}{a_k} - \epsilon \right) + C \quad (T \leq t < \infty).
\]

By integrating the estimates of Theorems 20e and 20f and using the monotonic character of \( L(t) \) one obtains this result.

**Lemma 22b.** If \( G(t) \in \text{class II} \), then

A. \[ \lim_{t \to -\infty} \frac{G_m(x - t)}{G(x_0 - t)} = 0, \]

uniformly for \( x_1 \leq x < \infty \) for any \( x_1 > x_0 + b_m - b - \sum_{k=1}^{m} 1/a_k \);

B. \[ \int_{-\infty}^{0} \left| \frac{G_m'(x - t)}{G(x_0 - t)} \right| dt \]

converges uniformly for \( x_1 \leq x < \infty \) for any \( x_1 > x_0 + b_m - b - \sum_{k=1}^{m} 1/a_k \).

Choose any positive \( \epsilon < x_1 - x_0 - b_m + b + \sum_{k=1}^{m} 1/a_k \). Then by Lemma 22a there will exist constants \( T \) and \( C \) such that

\[
G_m(x - t) < e^\epsilon G\left(x - t + b - b_m + \sum_{k=1}^{m} \frac{1}{a_k} - \epsilon \right) \quad (t \geq T),
\]

from which we obtain

\[
\frac{G_m(x - t)}{G_0(x - t)} \leq e^\epsilon \frac{G\left(x - t + b - b_m + \sum_{k=1}^{m} \frac{1}{a_k} - \epsilon \right)}{G(x_0 - t)}.
\]

Since \( x \geq x_1 > x_0 + b_m - b - \sum_{k=1}^{m} 1/a_k \)
\[ x - t + b - b_m + \sum_{1}^{m} \frac{1}{a_k} - \epsilon > x_0 - t + \delta, \]

where
\[
\delta = x_1 - x_0 - b_m + b + \sum_{1}^{m} \frac{1}{a_k} - \epsilon > 0.
\]

Conclusion A now follows from conclusion A of Lemma 21a. This estimate may be again applied to show, after the proof of Lemma 21a, that
\[
\int_{-\infty}^{0} x'(x_0 - t)e^{x(x_0 - t) - x_0(x_0 - t)}dt
\]
is uniformly convergent for \( x_1 \leq x < \infty \). Integrating this by parts and using conclusion A we obtain conclusion B, on noting that \( G'_m(x - t)/G(x_0 - t) \) is of constant sign for \( t \leq -T_1 \) and for all \( x \geq x_1 \), where \( T_1 \) is an appropriate constant.

**Theorem 22c.** If \( G(t) \in \text{class II}, \) and if the transform

\[
f(x) = \int_{-\infty}^{\infty} G(x - t)da(t)
\]

has abscissa of convergence \( \gamma_e \) then

\[
P_m(D)f(x) = \int_{-\infty}^{\infty} G_m(x - t)da(t),
\]

the integral converging uniformly for \( (x_1 \leq x \leq x_2) \) for any \( x_1 \) and \( x_2 \) such that \( \gamma_e + b_m - b - \sum_{1}^{m} 1/a_k < x_1 \).

It is clearly sufficient to prove that the integral (2) is uniformly convergent for \( (x_1 \leq x \leq x_2) \). Since, as \( t \to +\infty \), \( G(x - t) \) behaves like a class I kernel, the convergence of (1) for any value of \( x \) implies the uniform convergence of
\[
\int_{0}^{\infty} G_m(x - t)da(t)
\]
for \( x \) in any finite interval.

By the definition of \( \gamma_e \) there must be a value \( x_0 \)
\[
x_0 - \gamma_e < x_1 - \gamma_e - b_m + b + \sum_{1}^{m} \frac{1}{a_k}
\]
for which (1) converges. By Theorem 16 (part A)

\[
\alpha(t) = o[G(x_0 - t)]^{-1} \quad \text{as } t \to -\infty.
\]
Integrating by parts, we have
\[
\int_{-\tau}^{0} G_m(x - t)d\alpha(t) = [G_m(x - t)\alpha(t)]_{-\tau}^{0} + \int_{-\tau}^{0} G'_m(x - t)\alpha(t)dt.
\]
Using the estimate (3) and Lemma 22b we see that the integral
\[
\int_{-\tau}^{0} G_m(x - t)d\alpha(t)
\]
is uniformly convergent for \((x_1 \leq x < \infty)\). Thus our lemma is proved.

**Theorem 22d.** If \(G(t) \in \text{class II}\) and if the transform
\[
f(x) = \int_{-\infty}^{\infty} G(x - t)\phi(t)dt
\]
has abscissa of convergence \(\gamma_c\), then
\[
P_m(D)f(x) = \int_{-\infty}^{\infty} G_m(x - t)\phi(t)dt,
\]
the integral converging uniformly for \((x_1 \leq x \leq x_2)\) for any \(x_1\) and \(x_2\) such that
\[
\gamma_c + b_m - b - \sum_{k=1}^{m} \frac{1}{a_k} < x_1.
\]
This is a corollary of Theorem 22c.

**Theorem 22e.** If \(G(t) \in \text{class II}\), if the transform
\[
f(x) = \int_{-\infty}^{\infty} G(x - t)e^{t}d\alpha(t)
\]
has abscissa of convergence \(\gamma_c\), and if \(\gamma_c + b_m - b - \sum_{k=1}^{m} 1/a_k < x_1 < x_2\), then

A. \(c < \alpha_0\) and \(m \geq N(G)\) (see Definition 18f) imply that
\[
\int_{x_1}^{x_2} e^{-cx}P_m(D)f(x)dx = \int_{-\infty}^{\infty} G_m(x_2 - t)e^{-c(x_2-t)}\alpha(t)dt
\]
\[
- \int_{-\infty}^{\infty} G_m(x_1 - t)e^{-c(x_1-t)}\alpha(t)dt;
\]

B. \(\alpha_2 \leq c\) and \(m \geq N(G)\) (see Definition 18f) imply that \(\alpha(+\infty)\) exists and that
\[
\int_{x_1}^{x_2} e^{-cx}P_m(D)f(x)dx = \int_{-\infty}^{\infty} G_m(x_1 - t)e^{-c(x_1-t)}[\alpha(\infty) - \alpha(t)]dt.
\]

**Case A.** By Theorem 22c, the integral
(4) \[ \int_{-\infty}^{\infty} G_m(x - t)e^{-\epsilon(x - t)}d\alpha(t) = e^{-\epsilon x}P_m(D)f(x) \]

converges uniformly for \((x_1 \leq x \leq x_2)\). Further by Theorem 16, and so on,

\[ \lim_{t \to \pm \infty} G(x - t)e^{-\epsilon (x - t)}\alpha(t) = 0 \]

uniformly for \((x_1 \leq x \leq x_2)\). Hence we may integrate (4) by parts to obtain

\[ - \int_{-\infty}^{\infty} \frac{d}{dx} [G_m(x - t)e^{-\epsilon(x - t)}] \alpha(t) dt = e^{-\epsilon x}P_m(D)f(x), \]

which is uniformly convergent for \((x_1 \leq x \leq x_2)\). This may be rewritten as

\[ \int_{-\infty}^{\infty} \frac{d}{dx} [G_m(x - t)e^{-\epsilon(x - t)}] \alpha(t) dt = e^{-\epsilon x}P_m(D)f(x). \]

If we integrate under the integral sign between the limits \(x_1\) and \(x_2\), which is permissible because of the uniform convergence, we obtain

\[ \int_{x_1}^{x_2} e^{-\epsilon x}P_m(D)f(x) dx = \int_{-\infty}^{\infty} [G_m(x_2 - t)e^{-\epsilon(x_2 - t)} - G_m(x_1 - t)e^{-\epsilon(x_1 - t)}] \alpha(t) dt. \]

If \(m \geq N(G)\) this may be written as

\[ \int_{x_1}^{x_2} e^{-\epsilon x}P_m(D)f(x) dx = \int_{-\infty}^{\infty} G_m(x_2 - t)e^{-\epsilon(x_2 - t)} \alpha(t) dt \]

\[ - \int_{-\infty}^{\infty} G_m(x_1 - t)e^{-\epsilon(x_1 - t)} \alpha(t) dt, \]

since for \(m \geq N(G)\) each of these integrals is (absolutely) convergent.

Case B. By Theorem 22c, the integral

\[ e^{-\epsilon x}P_m(D)f(x) dx = \int_{-\infty}^{\infty} G_m(x - t)e^{-\epsilon(x - t)}d\alpha(t) \]

converges uniformly for \((x_1 \leq x \leq x_2)\) for every \(x_2 \geq x_1\). By Theorem 16 (part B)

\[ \lim_{t \to \pm \infty} G(x - t)e^{-\epsilon(x - t)} [\alpha(\infty) - \alpha(t)] = 0, \]

uniformly for \((x_1 \leq x \leq x_2)\). Arguing just as in case A we obtain

\[ \int_{x_1}^{x_2} e^{-\epsilon x}P_m(D)f(x) dx = \int_{-\infty}^{\infty} G_m(x_2 - t)e^{-\epsilon(x_2 - t)} [\alpha(t) - \alpha(\infty)] dt \]

\[ + \int_{-\infty}^{\infty} G_m(x_1 - t)e^{-\epsilon(x_1 - t)} [\alpha(\infty) - \alpha(t)] dt. \]
We must show that

\[
\lim_{x \to \infty} \int_{-\infty}^{\infty} G_m(x^2 - t)e^{-c(x_0-t)}\left[\alpha(t) - \alpha(\infty)\right]dt = 0.
\]

Consider the case where \(a_2 < c\). Using the estimates of Theorem 16 we see that

\[
\int_{-\infty}^{\infty} G_m(x^2 - t)e^{-c(x_0-t)}\left[\alpha(t) - \alpha(\infty)\right]dt \ll O(1) \int_{-\infty}^{\infty} G_m(x^2 - t)e^{-c(x_0-t)} A(t)dt,
\]

where

\[
A(t) = \left[G(x_0 - t)e^{-c(x_0-t)}\right]^{-1},
\]

\(x_0\) being any number greater than \(\gamma_c\).

We first assert that

\[
(5) \quad A(t) \geq 0 \quad (-\infty < t < \infty),
\]

\[
(6) \quad A(t) \in \downarrow \quad (|t| \geq T),
\]

\[
(7) \quad A(\pm \infty) = 0,
\]

where \(T\) is some suitable constant. Inequality (5) follows immediately from the fact that \(G(t) > 0\). When \(t\) is large and positive the asymptotic estimate of Theorem 9b may be employed to show that \(A(t) \in \downarrow\), and also that \(A(\pm \infty) = 0\). When \(t\) is large and negative the equation

\[
\frac{G'(x_0 - t) - cG(x_0 - t)}{G(x_0 - t)e^{-c(x_0-t)}} e^{-c(x_0-t)}
\]

shows that \(A'(t) \leq 0\), that is, \(A(t) \in \downarrow\).

Finally we assert that if

\[
to > x_0 + b - b_m - \sum_{k} \frac{1}{a_k},
\]

then

\[
(8) \quad G_m(t_0 - t)e^{-c(t_0-t)} = O\left[\frac{1}{1 + t^2} G(x_0 - t)e^{-c(x_0-t)}\right], \quad t \to \pm \infty.
\]

When \(t\) is large and positive this follows from the asymptotic estimate of Theorem 9b, and the fact that \(m \geq N(G)\). When \(t\) is large and negative equation (8) may be shown to be true by using Lemma 22a, and so on.

The assumptions of Theorem 17 (A) are thus satisfied. It follows that

\[
\lim_{x \to \infty} \int_{-\infty}^{\infty} G_m(x^2 - t)e^{-c(x_0-t)} A(t)dt = 0,
\]
and hence that
\[
\lim_{\alpha \to \infty} \int_{-\infty}^{\infty} G_m(x_1 - t) e^{-\epsilon(x_1 - t)} [\alpha(t) - \alpha(\infty)] dt = 0,
\]
that is,
\[
\int_{z_1}^{\infty} e^{-\epsilon \alpha} P_m(D)f(x) dx = \int_{-\infty}^{\infty} G_m(x_1 - t)e^{-\epsilon(x_1 - t)} [\alpha(\infty) - \alpha(t)] dt.
\]
Thus we have proved conclusion B, under the assumption that \( \alpha_2 < c \). The case where \( \alpha_2 = c \) may be disposed of with only slight variations.

23. The inversion theorem for class II kernels.

**Theorem 23a.** If \( G(t) \in \text{class II} \), if
\[
f(x) = \int_{-\infty}^{\infty} G(x - t)e^{it} \alpha(t) dt
\]
has abscissa of convergence \( \gamma_c \), and if \( x_1 \) and \( x_2 \) are points of continuity of \( \alpha(t) \) then

A. \( \alpha < \alpha_2 \) implies
\[
\lim_{\alpha \to \infty} \int_{z_1}^{x_2} e^{-\epsilon \alpha} P_m(D)f(x) dx = \alpha(x_2) - \alpha(x_1).
\]

B. \( \alpha_2 \leq c \) implies
\[
\lim_{\alpha \to \infty} \int_{z_1}^{x_2} e^{-\epsilon \alpha} P_m(D)f(x) dx = \alpha(\infty) - \alpha(x_1).
\]

For all \( m \) sufficiently large, \( m \geq M \), we have
\[
x_2 > x_1 > \gamma_e + b_m - b - \sum_{k=1}^{m} \frac{1}{a_k}.
\]
Thus, by Theorem 22e, we must show that

(1) \[
\lim_{m \to \infty} \int_{-\infty}^{\infty} G_m(x_1 - t)e^{-\epsilon(x_1 - t)} \alpha(t) dt = \alpha(x_1)
\]
for \( \epsilon < \alpha_2 \),

and

(2) \[
\lim_{m \to \infty} \int_{-\infty}^{\infty} G_m(x_1 - t)e^{-\epsilon(x_1 - t)} [\alpha(\infty) - \alpha(t)] dt = \alpha(\infty) - \alpha(x_1),
\]
for \( \alpha_2 < c \).

For \( m = \max \{ M, N(G) \} \), the integrals (1) and (2) are, by familiar arguments, absolutely convergent. The proof is now a verbatim repetition of the proof.
of Theorem 19a. Theorems 11 and 13b are used to show that for any \( \delta > 0 \)
\[
\lim_{m \to \infty} \int_{|x_1 - t| \geq \delta} G_m(x_1 - t)e^{-\epsilon(x_1 - t)} [\alpha(\infty) - \alpha(t)] dt = 0,
\]
and Theorem 12 is then employed in a Fejer type argument to complete the proof.

**Theorem 23b.** If \( G(t) \in \text{class II} \), if
\[
\int_{-\infty}^{\infty} f(x - t)\phi(t) dt
\]
has abscissa of convergence \( \gamma_c \) and if \( x_1 \) is a point of continuity of \( \phi(t) \) then
\[
\lim_{m \to \infty} P_m(D)f(x_1) = \phi(x_1).
\]

For all \( m \) sufficiently large we have
\[
x_1 > \gamma_c + b_m - b - \sum_{k=1}^{m} \frac{1}{a_k};
\]
hence by Theorem 22d it is enough to prove that
\[
\lim_{m \to \infty} \int_{-\infty}^{\infty} G_m(x_1 - t)\phi(t) dt = \phi(x_1).
\]
The difficult point is to show that, given \( \delta > 0 \),
\[
\lim_{m \to \infty} \int_{x_1 - \delta}^{x_1 + \delta} G_m(x_1 - t)\phi(t) dt = 0,
\]
and
\[
\lim_{m \to \infty} \int_{-\infty}^{x_1 - \delta} G_m(x_1 - t)\phi(t) dt = 0.
\]
In order to apply Theorem 11 these integrals must be transformed so that they become absolutely convergent. As \( t \to \infty \), \( G(x - t) \) behaves like a class I kernel, and the demonstration of (3) may be taken bodily from the proof of Theorem 19b. To establish (4) we integrate by parts obtaining
\[
\int_{-\infty}^{\infty} G_m(t)\phi(x_1 - t) dt = \int_{-\infty}^{\infty} [G_m(t)\psi(t)]' dt - \int_{-\infty}^{\infty} G_m'(t)\psi(t) dt,
\]
where
\[
\psi(t) = \int_{-\infty}^{t} \phi(x_1 - \tau) d\tau.
\]
If \( x_0 \) is any number, \( x_0 > \gamma_c \), then by Theorem 16
\[ \psi(t) = o[G(x_0 - x + t)]^{-1} \quad (t \to +\infty). \]

For \( m \) so large that
\[ x_1 > x_0 + \sum_{k} \frac{1}{a_k}, \]
the integrated term in equation (5) will vanish and the integral on the right will be absolutely convergent, by Lemma 22b. This justifies equation (5). We now have
\[ \int_{s}^{t} G_m(t)0(x_1 - t)dt = O(1) \mid e^{x_0 - x + t} \mid G_m(t) \mid dt. \]

For all \( m \) sufficiently large \( G_m(t) \) is, by Theorem 13b, of constant sign in the interval \( (\delta < t < \infty) \), so that
\[ \int_{s}^{t} G_m(t)0(x_1 - t)dt \leq O(1) \mid e^{x_0 - x_1 + t} \mid G_m(t) \mid dt. \]

Integrating by parts
\[ \int_{s}^{t} G_m(t)0(x_1 - t)dt \leq O(1) \mid e^{x_0 - x_1 + t} \mid G_m(t) \mid dt. \]

By Theorem 13b the integrated term will approach zero as \( m \to \infty \). By Lemma 22b the integral on the right is absolutely convergent. Theorem 11, and so on, may now be employed to show that it approaches zero as \( m \to \infty \).

24. The inversion formula for class III kernels. The kernels of this class are like the kernels of class II except that instead of approaching zero very rapidly as \( t \to +\infty \), they simply vanish from a certain point on. This "degeneracy" makes them very easy to discuss, and indeed the methods developed for kernels of class I suffice here.

We previously supposed that \( \phi(t) \) (or \( \alpha(t) \)) was defined for \( (-\infty < t < \infty) \) and was integrable (of bounded variation) in every finite subinterval. Here we need merely specify that \( \phi(t) \) (or \( \alpha(t) \)) is defined for \( (t_0 < t < \infty) \), and is integrable (of bounded variation) in every closed finite subinterval. The number \( t_0 \) is a constant, possibly \( -\infty \), associated with \( \phi(t) \) (or \( \alpha(t) \)).

**Lemma 24a.** If \( G(t) \infty \text{class III}, then \( G(t) \) does not vanish for \( (-\infty < t < b + \sum_{k} 1/a_k). \)

If our lemma is not true, then there is a number \( \xi \).
such that \( G(\xi) = 0 \). From Theorem 10, \( G(t) = 0 \) for \( (\xi < t < \infty) \). Now

\[
\int_{-\infty}^{t} G(t) e^{-st} dt = \frac{1} {e^{b} \prod_{1}^{\infty} \left( 1 - \frac{s} {a_{k}} \right) e^{s/a_{k}}}
\]

After a change of variables this becomes

\[
\int_{t}^{\infty} e^{-sy} G\left( b + \sum_{1}^{\infty} 1/a_{k} - y \right) dy = \frac{1} {\prod_{1}^{\infty} \left( 1 + \frac{s} {a_{k}} \right)}
\]

where \( e = b - \xi + \sum_{1}^{\infty} 1/a_{k} \). This implies by the elementary theory of the Laplace transform that

\[
\frac{1} {\prod_{1}^{\infty} \left( 1 + \frac{s} {a_{k}} \right)} = o(e^{-s}) \quad \text{as} \quad s \to +\infty.
\]

Since \( \prod_{1}^{\infty} (1 + [s/a_{k}]) \) is at most of order 1 minimal type, see [2; vol. II, p. 249], this is impossible, and our lemma follows.

**Theorem 24b.** If \( G(t) \in \text{class III} \), if \( \alpha(t) \) is defined for \( (t_{0} < t < \infty) \), and if the transform,

\[
\int_{-\infty}^{\infty} G(x_{0} - t) \alpha(t) dt,
\]

converges for some \( x_{0} > t_{0} + b + \sum_{1}^{\infty} 1/a_{k} \), then it converges for all \( x > t_{0} + b + \sum_{1}^{\infty} 1/a_{k} \), and uniformly for \( (x_{1} \leq x \leq x_{2}) \), where \( t_{0} + b + \sum_{1}^{\infty} 1/a_{k} < x_{1} < x_{2} < \infty \).

The proof is similar to that of Theorem 15b and is omitted.

**Theorem 24c.** If \( G(t) \in \text{class III} \), if \( \alpha(t) \) is defined for \( (t_{0} < t < \infty) \), if

\[
f(x) = \int_{-\infty}^{\infty} G(x - t) e^{xt} \alpha(t) dt
\]

converges for some \( x > t_{0} + b + \sum_{1}^{\infty} 1/a_{k} \), and if \( x_{1} \) and \( x_{2} \) are points of continuity of \( \alpha(t) \), \( x_{1}, x_{2} > t_{0} \), then

A. \( c < \alpha_{1} \) implies

\[
\lim_{n \to \infty} \int_{x_{1}}^{x_{2}} e^{-c\xi} P_{n}(D)f(\xi) d\xi = \alpha(x_{2}) - \alpha(x_{1});
\]
Theorem 24d. If $G(t) \in \text{class III}$, if $\phi(t)$ is defined for $(t_0 < t < \infty)$, if

$$f(x) = \int_{-\infty}^{\infty} G(x - t) \phi(t) dt$$

converges for some $x > t_0 + b + \sum_{1}^{\infty} 1/a_k$ and if $x_1$ is a point of continuity of $\phi(t)$, $x_1 > t_0$, then

$$\lim_{m \to \infty} P_m(D)f(x_1) = \phi(x_1).$$

The proofs of these theorems are essentially contained in the proofs given in Sections 18 and 19.

25. Relaxation of continuity conditions. We now return to the general kernel $G(t)$. It is natural to suppose from the known examples of our theory, for example, the Laplace and Stieltjes transforms, that if

$$f(x) = \int_{-\infty}^{\infty} G(x - t) \phi(t) dt$$

converges, then

$$\lim_{m \to \infty} P_m(D)f(x) = \phi(x)$$

almost everywhere. If the constants $b_m$ in the operator $E(D)$ which determine the magnitude of the arbitrary translations approach zero not too slowly, this may be shown to be true. For the Post-Widder operator $b_m = O(m^{-1})$, $m \to \infty$, whereas the present theory would even permit $b_m = O(m^{-1/2})$.

Theorem 25a. If $G_m(t)$ is defined as in Theorem 3a, and if

$$S_m = \sum_{m+1}^{\infty} \frac{1}{a_k},$$

then

$$G_m(t) \leq 2^{1/2} S_m^{-1/2} \quad (-\infty < t < \infty).$$

There are two cases which we must consider.

A. $S_m \geq 2 \max (|a_m + 1|^{-2}, |a_m + 2|^{-2}, \ldots).$

B. $S_m < 2 \max (|a_m + 1|^{-2}, |a_m + 2|^{-2}, \ldots).$

Case A. We have

$$G_m(t) = \frac{1}{2\pi i} \int_{-\infty}^{\infty} \frac{e^{st}}{e^{b_m t} \prod_{m+1}^{\infty} \left(1 - \frac{s}{a_k}\right) e^{s/a_k}} ds,$$
\[ G_m(t) \leq \frac{1}{2\pi} \int_{-\infty}^{\infty} \frac{dy}{\prod_{m+1}^{\infty} \left( 1 + \frac{y^2}{a_k^2} \right)^{1/2}}. \]

Now

\[
\prod_{m+1}^{\infty} \left( 1 + \frac{y^2}{a_k^2} \right) = 1 + y^2 S_m + \frac{1}{2} y^4 \sum_{k=m+1}^{\infty} \frac{1}{a_k^2} \left( S_m - \frac{1}{a_k^2} \right) + \cdots ,
\]

the higher terms having positive coefficients. Since we are dealing with case A, we have

\[ S_m - \frac{1}{a_k^2} \geq \frac{1}{2} S_m, \quad k = m + 1, m + 2, \cdots , \]

and

\[ \prod_{m+1}^{\infty} \left( 1 + \frac{y^2}{a_k^2} \right) \geq 1 + y^2 S_m + \frac{1}{4} y^4 S_m^2. \]

Hence

\[ G_m(t) \leq \frac{1}{2\pi} \int_{-\infty}^{\infty} \frac{dy}{\left[ 1 + y^2 S_m + y^4 S_m^2/4 \right]^{1/2}} \]

\[ \leq \frac{1}{2\pi} S_m^{-1/2} \int_{-\infty}^{\infty} \frac{dy}{1 + y^2/2} \]

\[ \leq \frac{1}{2^{1/2}} S_m^{-1/2}. \]

**Case B.** In this case there exists an integer \( r \) greater than or equal to \( m+1 \), such that

\[ \frac{1}{a} > \frac{1}{2} S_m. \]

If we set

\[ R_m(t) = \frac{1}{2\pi i} \int_{-\infty}^{\infty} \frac{e^{st}}{e^{s a_m} \prod_{k=m+1, k \neq r}^{\infty} \left( 1 - \frac{s}{a_k} \right) e^{s a_k}} ds, \]

then we know from Theorem 12 that \( R_m(t) \) is a frequency function. By the convolution theorem for the bilateral Laplace transform

\[ G_m(t) = \int_{-\infty}^{\infty} g_r(u) R_m(t - u) du, \]
where $g_r(u)$ is defined as in §1. Now

$$ G_m(t) \leq \max_{-\infty < u < \infty} g_r(u) \int_{-\infty}^{\infty} R_m(t-u) du \leq |a_r|. $$

Since $|a_r| < 2^{1/2}S_m^{-1/2}$ we obtain

$$ G_m(t) \leq 2^{1/2}S_m^{-1/2} \quad (-\infty < t < \infty). $$

Combining the results for cases A and B, we obtain our theorem. It is interesting to note that $S_m^{-1/2}$ is the true order of magnitude of $\max_{-m < t < m} G_m(t)$, since by (1), §13

$$ \max_{-\infty < t < \infty} G_m(t) \geq \frac{3}{16} S_m^{-1/2}. $$

**Theorem 25b.** If in Theorems 19b, 23b, and 24d the assumption that $\phi(t)$ is continuous at $x_1$ is replaced by the weaker hypothesis

$$ \int_{x_1}^{x_1+h} [\phi(t) - \phi(x_1)] dt = o(h) \quad (h \to 0) $$

and if it is assumed that $b_m = O(S_m^{1/2})$, where $S_m$ is defined as in (1), then the conclusion of these theorems, that

$$ \lim_{m \to \infty} P_m(D)f(x_1) = \phi(x_1), $$

still holds. In particular, equation (2) holds at all points of the Lebesgue set of $\phi(t)$ and therefore almost everywhere.

We must show that, given $\epsilon > 0$, there exists $\delta > 0$ such that if

$$ I_m = \int_{-\delta}^{\delta} G_m(t) [\phi(x_1 - t) - \phi(x_1)] dt, $$

then

$$ \lim sup_{m \to \infty} |I_m| \leq \epsilon. $$

If $\xi_m$ is the point associated with the unique change of sign of $G'_m(t)$, then by Theorem 13b

$$ |\xi_m| \leq |b_m| + 8S_m^{1/2}, $$

and hence

$$ |\xi_m| = O(S_m^{1/2}). $$

Let
This is finite by virtue of Theorem 25a. We now choose \( \delta \) so small that

\[
|\psi(t)| \leq \frac{e}{2M + 1} |t| \quad (-\delta \leq t \leq \delta),
\]

where

\[
\psi(t) = \int_0^t [\phi(x_1 - u) - \phi(x_1)] du.
\]

Integrating by parts, and using Theorem 13b, we have

\[
I_m = \left[ G_m(t)\psi(t) \right]_{-\delta}^\delta - \int_{-\delta}^{\delta} G_m'(t)\psi(t) dt,
\]

\[
|I_m| \leq o(1) + \frac{e}{2M + 1} \int_{-\delta}^{\delta} |G_m'(t) t| dt
\]

\[
\leq o(1) + \frac{e}{2M + 1} \left[ \int_{-\delta}^{\delta} G_m'(t) (\xi_m - t) dt + \int_{-\delta}^{\delta} |\xi_m G_m'(t)| dt \right].
\]

Now

\[
\int_{-\delta}^{\delta} G_m'(t) (\xi_m - t) dt = [G_m(t)(\xi_m - t)]_{-\delta}^{\delta} + \int_{-\delta}^{\delta} G_m(t) dt
\]

\[
= 1 + o(1) \quad (m \to \infty),
\]

\[
\int_{-\delta}^{\delta} |\xi_m G_m'(t)| dt \leq |\xi_m| \int_{-\delta}^{\delta} G_m(t) dt - |\xi_m| \int_{-\delta}^{\delta} G_m'(t) dt
\]

\[
\leq 2 |\xi_m| G_m(\xi_m)
\]

\[
\leq 2M.
\]

Thus finally

\[
|I_m| \leq o(1) + \frac{e}{2M + 1} \left[ 1 + o(1) + 2M \right],
\]

\[
\limsup_{m \to \infty} I_m \leq \epsilon.
\]

Another result which was to be anticipated is that if \( \alpha(t) \) is normalized,

\[
\alpha(t) = \frac{[\alpha(t +) + \alpha(t -)]}{2} \quad (-\infty < t < \infty),
\]

and if the transform
converges, then

$$\lim_{m \to \infty} \int_{x_1}^{x_2} P_m(D)f(x)dx = a(x_2) - a(x_1)$$

for all $x_1$ and $x_2$. This result is not unconditionally true, as we shall show by an example. However, we can give a simple sufficient condition which in the case of the Laplace transform at last yields as much information as the best known result (see Pollard [8]). The present result is sufficiently general to include all iterates of the Laplace transform.

**Theorem 25c.** Let $G(t)$ be defined as in Theorem 3a and let $S_m$ be defined as in Theorem 25a. If

$$C_m = \sum_{n=1}^{\infty} \frac{1}{a_k} = o(S_m^{3/2}), \quad b_m = o(S_m^{1/2}),$$

then

$$\lim_{m \to \infty} \int_{-\infty}^{0} G_m(t)dt = \frac{1}{2}, \quad \lim_{m \to \infty} \int_{0}^{\infty} G_m(t)dt = \frac{1}{2}.$$
Thus it will be enough to show that, under our assumptions,
\[
\lim_{m \to \infty} \int_1^{\infty} \frac{1}{y} \left| \frac{1}{E_m(iy)} - \frac{1}{E_m(-iy)} \right| dy = 0.
\]
We split this integral into two parts \(I_m\) and \(J_m\) corresponding respectively to the ranges \((1, N S_m^{-1/2})\) and \((N S_m^{-1/2}, \infty)\) where \(N\) is an, as yet, unspecified positive constant. Since \(E_m(iy)^{-1}\) and \(E_m(-iy)^{-1}\) are conjugate
\[
\left| \frac{1}{E_m(iy)} - \frac{1}{E_m(iy)} \right| \leq 2 \left| \frac{1}{E_m(iy)} \right| \sin \arg \frac{1}{E_m(iy)}
\]
\[
\leq 2 \left| \frac{1}{E_m(iy)} \right| \arg \frac{1}{E_m(iy)}.
\]
Now \(1/E_m(iy) \leq 1\). Furthermore
\[
\left| \arg \frac{1}{E_m(iy)} \right| \leq |b_m y| + \sum_{k=m+1}^{\infty} \left| \frac{y}{a_k} - \tan^{-1} \frac{y}{a_k} \right|
\]
By Taylor's theorem with remainder
\[
\tan^{-1} x = x - x^3 [1 + (\theta x)^2]^{-1}
\]
\((0, < \theta < 1)\).
Hence
\[
\left| \frac{y}{a_k} - \tan^{-1} \frac{y}{a_k} \right| \leq \frac{y^3}{|a_k|^3}, \quad k = m + 1, m + 2, \ldots,
\]
and
\[
I_m \leq 2 \int_1^{N S_m^{-1/2}} \frac{1}{y} \left| C_m y^3 + |b_m| y \right| dy
\]
\[
\leq \frac{2}{3} N^2 S_m^{-3/2} C_m + 2 N S_m^{-1/2} |b_m|.
\]
It follows that \(\lim_{m \to \infty} I_m = 0\). On the other hand, using (1), we see that
\[
J_m \leq \int_{N S_m^{-1/2}}^{\infty} \frac{1}{y} \left[ \left| \frac{1}{E_m(iy)} \right| + \left| \frac{1}{E_m(-iy)} \right| \right] dy
\]
\[
\leq \int_{N S_m^{-1/2}}^{\infty} \frac{2}{y} \left[ 1 + S_m y^2 \right]^{1/2} dy
\]
\[
\leq \int_N^{\infty} \frac{2}{y} \left[ 1 + y^2 \right]^{1/2} dy.
\]
Thus

\[ \lim_{m \to \infty} \sup |\delta_m| \leq \int_{N}^{\infty} \frac{2}{y} \frac{1}{(1 + y^2)^{1/2}} \, dy. \]

Since \( N \) is arbitrary, our theorem follows.

**Theorem 25d.** If in Theorems 19a, 23a, and 24c, we make the additional assumptions that

\[ C_m = o(S_m^{3/2}), \quad b_m = o(S_m^{1/2}) \quad (m \to \infty) \]

where \( C_m \) and \( S_m \) are defined as in the present section, then the conclusions of these theorems hold for all \( x_1 \) and \( x_2 \).

We leave the proof of this result to the reader.

We now turn to the construction of the example mentioned in the remarks preliminary to Theorem 25c.

**Theorem 25e.** If \( G_m(t) \) is defined as in Theorem 3a, if \( b_m = 0 \), and if

\[ \sum_{m+2}^{\infty} \frac{1}{a_k} \leq \frac{1}{10^4 a_{m+1}^2}, \]

then

\[ \int_{-\infty}^{0} G_m(t) dt \leq .48 \quad \text{(if } a_{m+1} > 0), \]

\[ \int_{-\infty}^{0} G_m(t) dt \geq .52 \quad \text{(if } a_{m+1} < 0). \]

Since \( \int_{-\infty}^{0} G_m(t) dt = 1 \), it will be sufficient to consider the case \( a_{m+1} < 0 \). We have from (2), §1, that

\[ G_m(t) = \int_{-\infty}^{0} g_{m+1}(u) R_{m+1}(t-u) \, du, \]

where

\[ g_{m+1}(u) = -a_{m+1} e^{a_{m+1}u} \quad (t > a_{m+1}^{-1}), \]

\[ g_{m+1}(u) = 0 \quad (t < a_{m+1}^{-1}), \]

and

\[ R_{m+1}(t) = \frac{1}{2\pi i} \int_{-\infty}^{\infty} \frac{e^{st}}{\prod_{m+2}^{\infty} \left( 1 - \frac{s}{a_k} \right) e^{a_k}} \, ds. \]

By Theorem 12, \( R_{m+1}(t) \) is a frequency function with variance \( \sum_{m+2}^{\infty} a_k^{-2} \) and
mean 0. By the argument used in the proof of Theorem 13b,
\[ \int_{-\delta}^{\delta} R_{m+1}(t) dt \geq 1 - \frac{I}{\delta^2} \sum_{m+2}^{\infty} \frac{1}{a_k^2} \geq 1 - .04 = .96, \]
if \( \delta = (-20a_{m+1})^{-1} \) and inequality (3) is assumed. Now
\[ G_m(t) \geq \min_{|w-1| \leq \delta} g_{m+1}(u) \int_{t-\delta}^{t+\delta} R_m(t - u) du \]
\[ \geq \frac{.96a_{m+1}e^{a_{m+1}(t+\delta)-1}}{a_{m+1} + \delta}. \]
Hence if \( t_0 = a_{m+1}^{-1} + \delta = .95a_{m+1}^{-1} \), then
\[ \int_{-\infty}^{0} G_m(t) dt \geq - .96a_{m+1}e^{-1.06} \int_{t_0}^{0} e^{a_{m+1}t} dt \]
\[ \geq .96e^{-1.06} \int_{0}^{\infty} e^y dy \geq .52, \]
which proves our theorem.

If we set
\[ E(s) = \prod_{1}^{\infty} \left( 1 - \frac{s}{e^k} \right), \]
then it is easily verified that for every \( m \)
\[ \sum_{m+2}^{\infty} \frac{1}{e^{10k}} \leq \frac{1}{10e^{10(m+1)}}. \]
Consequently no condition of the form
\[ b_m = O[w(m)] \quad (m \to \infty), \]
where \( w(m) \) is a function of \( m \), can insure that
\[ \lim_{m \to \infty} \int_{-\infty}^{0} G_m(t) dt = \lim_{m \to \infty} \int_{0}^{\infty} G_m(t) dt = \frac{1}{2}. \]

26. **Generalization of the preceding theory.** We wish now to generalize our theory in two ways. We shall permit \( E(s) \) to have a zero of arbitrary order at the origin and in the line integral defining \( G(s) \) we shall permit the line of integration to be (instead of the imaginary axis) any vertical line not passing through a root of \( E(s) \). Let us begin with two preliminary results.

**Lemma 26a.** If
\[ E^*(s) = s\prod_{1}^{\infty} \left( 1 - \frac{s}{a_k} \right)e^{s/a_k}, \]
then for any real number c not a zero of $E^*(s)$
\[ E^*(s + c) = E^*(c)J(s), \]
where $J(s)$ has the same type expansion as $E^*(s)$:
\[ J(s) = e^{ds} \left( 1 + \frac{s}{c} \right) e^{-sr\epsilon} \prod_{k=1}^{\infty} \left( 1 - \frac{s}{a_k - c} \right) e^s(l_{ak - c}), \]
\[ d = b + \frac{r}{c} - \sum_{k=1}^{\infty} \frac{c}{a_k(a_k - c)}. \]
Observe that $J(s)$ has for its zeros those of $E^*(s)$ each decreased by $c$ and that $J(0) \neq 0$. The proof of the lemma follows immediately from the algebraic identities
\[ \left( 1 - \frac{c}{a_k} \right) \left( 1 - \frac{s}{a_k - c} \right) = 1 - \frac{s + c}{a_k}, \]
\[ \frac{1}{a_k - c} - \frac{c}{a_k(a_k - c)} = \frac{1}{a_k}. \]

**Lemma 26b.** If $E^*(s)$, $J(s)$ and $c$ are defined as in Lemma 26a, then
\[ J(D) \left[ e^{-cx}f(x) \right] = \frac{e^{-cx}}{E^*(c)} E^*(D)f(x). \]
Here, as always, $J(D)$ and $E^*(D)$ are to be interpreted as limits, corresponding to the limits defining the infinite products involved. The proof is easily supplied by use of the differential identities
\[ \left( 1 + \frac{D}{c} \right) \left[ e^{-cx}f(x) \right] = \frac{e^{-cx}}{c} Df(x), \]
\[ \left( 1 - \frac{D}{a_k - c} \right) \left[ e^{-cx}f(x) \right] = \frac{a_k e^{-cx}}{a_k - c} \left( 1 - \frac{D}{a_k} \right)f(x). \]

**Theorem 26c.** If
1. $E^*(s) = e^{bs} \prod_{k=1}^{\infty} \left( 1 - \frac{s}{a_k} \right) e^{s/a_k},$
2. $G^*(t) = \frac{1}{2\pi i} \int_{c-i\infty}^{c+i\infty} \frac{e^{st}}{E^*(s)} ds \quad (c \neq a_k, k = 1, 2, \cdots ; c \neq 0),$
3. $f(x) = \int_{-\infty}^{\infty} G^*(x - t) \phi(t) dt,$
then
in the same sense as in Theorems 19b, 23b, and 24d.

By the change of variable \( s = z + c \) we obtain

\[
G^*(i) = \frac{1}{2\pi i} \int_{-\infty}^{\infty} \frac{e^{s(z+c)}}{E^*(z+c)} \, dz.
\]

By Lemma 26a, this becomes

\[
G^*(i) = \frac{e^{it}}{2\pi i} \int_{-\infty}^{\infty} \frac{e^{zt}}{E^*(c)J(z)} \, dz.
\]

If we set

\[
H(i) = \frac{1}{2\pi i} \int_{-\infty}^{\infty} \frac{e^{zt}}{J(z)} \, dz,
\]

we see that \( H(t) \) is precisely the type of kernel \( J(0) \neq 0, c = 0 \) that was studied throughout this paper. Moreover, the transform defined in condition 3 now becomes

\[
f(x)e^{-cx} = \int_{-\infty}^{\infty} H(x - l) \left[ \frac{e^{-ct} \phi(t)}{E^*(c)} \right] dt.
\]

Hence it can be inverted by the operator \( J(D) \),

\[
J(D) [f(x)e^{-cx}] = \frac{e^{-cx} \phi(x)}{E^*(c)}.
\]

But by Lemma 26b,

\[
J(D) [f(x)e^{-cx}] = \frac{e^{-cx}}{E^*(c)} E^*(D)f(x).
\]

Hence

\[
E^*(D)f(x) = \phi(x),
\]

and our result is proved.
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