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The primary aim of this paper is to study mappings \( J \) of rings that are additive and that satisfy the conditions

\[
\begin{align*}
(1) & \quad (a^2)^J = (a^2)^2, \\
(2) & \quad (ab)^J = a^2b^J + bJa^J.
\end{align*}
\]

Such mappings will be called Jordan homomorphisms. If the additive groups admit the operator \( 1/2 \) in the sense that \( 2x = a \) has a unique solution \((1/2)a\) for every \( a \), then conditions (1) are equivalent to the simpler condition

\[
(2) \quad (ab)^J + (ba)^J = a^JV + bJa^J.
\]

Mappings satisfying (2) were first considered by Ancochea [1], [2](). The modification to (1) is essentially due to Kaplansky [13]. Its purpose is to obviate the necessity of imposing any restriction on the additive groups of the rings under consideration.

If \( \mathfrak{A} \) is a ring, it is customary to define the Jordan ring \( \mathfrak{A}_J \) to be the system obtained from \( \mathfrak{A} \) by replacing ordinary multiplication by Jordan multiplication \( \{ab\} = ab + ba \). Then it is clear that \( J \) is an additive mapping of the ring \( \mathfrak{A} \) into a ring \( \mathfrak{B} \) satisfying (2) if and only if \( J \) is a homomorphism of the Jordan ring \( \mathfrak{A}_J \) into the Jordan ring \( \mathfrak{B}_J \). The replacement of (2) by (1) now suggests the following modification in the definition of \( \mathfrak{A}_J \): \( \mathfrak{A}_J \) is the system consisting of the set \( \mathfrak{A} \), the addition \(+\), the unary composition \( a \rightarrow a^2 \), and the binary composition \( a \rightarrow aba \). More generally we are led to define a special Jordan ring to be a subset of a ring that is a subgroup under \(+\) and that is closed under the compositions \( a \rightarrow a^2 \), \( a \rightarrow aba \). In these terms the problem that we are considering is that of determining the homomorphisms of special Jordan rings \( \mathfrak{A}_J \) into special Jordan rings \( \mathfrak{B}_J \). In a subsequent paper we hope to consider the homomorphisms of the special Jordan rings of symmetric elements relative to involutions in rings.

It is immediate that any (associative) homomorphism or anti-homomorphism of a ring \( \mathfrak{A} \) is a Jordan homomorphism. Also if \( J_i \), \( i = 1, 2 \), is a Jordan homomorphism of \( \mathfrak{A} \) into \( \mathfrak{B}_i \), then the mapping \( a \rightarrow a^{J_1} + a^{J_2} \) of \( \mathfrak{A} \) into \( \mathfrak{B}_1 \oplus \mathfrak{B}_2 \) is a Jordan homomorphism. We call this mapping the sum \( J_1 + J_2 \) of \( J_1 \) and \( J_2 \). Our main results give sufficient conditions that Jordan homomorphisms be either homomorphisms or anti-homomorphisms or sums of homomorphisms and anti-homomorphisms. Thus we prove the following
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extension of a recent result of Hua [5]: Any Jordan homomorphism of an arbitrary ring into an integral domain is either a homomorphism or an anti-homomorphism.

One of the main results which we obtain is that if \( \mathcal{A} \) is a matrix ring \( \mathbb{D}_n \), \( n \geq 2 \), \( \mathcal{A} \) an arbitrary ring with an identity, then any Jordan homomorphism of \( \mathcal{A} \) is the sum of a homomorphism and an anti-homomorphism. We also extend this result to an extensive class of rings which are \textit{locally matrix} in the sense that every finite subset can be embedded in a matrix subring \( \mathbb{D}_n \), \( n \geq 2 \). By a result of Litoff any simple ring with minimal one-sided ideals is either a division ring or a locally matrix ring. It follows that our theorem applies to these rings. The present method also yields a determination of the Jordan automorphisms of primitive rings with minimal ideals. In this connection we have had to obtain information on the ideal structure of the Jordan rings obtained from primitive rings with minimal ideals.

The second main method which we have developed for studying Jordan homomorphisms is a Lie ring method. The starting point here is the observation that any Jordan homomorphism \( J \) satisfies the condition

\[
[[ab]c] = [[a'b']c'],
\]

where as usual \([xy]\) denotes \(xy - yx\). An additive mapping satisfying this condition is called a \textit{Lie triple system homomorphism}. We have been led to determine conditions that such mappings be Lie ring homomorphisms or anti-homomorphisms. For these conditions together with the Jordan homomorphism condition give conditions that a Jordan homomorphism be an associative homomorphism or anti-homomorphism. The conditions which we obtain deal mainly with the ideal structure of the Lie rings determined by the given rings. In order to apply our results to primitive rings, we have had to investigate the Lie ring structure of rings of this type.

We note finally that our results are also applicable to the theory of derivations. Thus, they give conditions that a \textit{Jordan derivation} of a ring, that is, an additive mapping \( D \) of a ring into itself such that

\[
(a^2)^D = aa^D + aD^a, \quad (aba)^D = aD^ba + abD^a + abaD,
\]

be an ordinary derivation.

1. \textbf{Definitions and elementary properties.} A \textit{special Jordan ring} \( J \) is a subset of an associative ring that is a subgroup under + and that contains \( a^2 \) and \( aba \) for every \( a, b \) in \( J \). A \textit{special Lie ring} \( \mathcal{L} \) is a subset of an associative ring that is a subgroup under + and that contains \([ab]=ab - ba\) for every \( a, b \) in \( \mathcal{L} \). A \textit{Lie triple system} \( \mathcal{U} \) is a subset of an associative ring that is a subgroup under + and that contains \([[[ab]c]]\) for every \( a, b, c \) in \( \mathcal{U} \).

We are primarily interested in this paper in special Jordan rings and their homomorphisms. A mapping \( J \) of a special Jordan ring \( \mathcal{J} \) into a special Jordan ring \( \mathcal{B} \) is a \textit{homomorphism} if
(5) \((a + b)^4 = a^4 + b^4\),
(6) \((a^2)^4 = (a^2)^4\), \((aba)^4 = a^2b^2a^2\).

If \(\mathfrak{A}\) is a ring, then we shall also say that \(J\) is a Jordan homomorphism of the associative ring \(\mathfrak{A}\).

If \(\mathfrak{A}\) is a subgroup of the additive group of a ring that admits the operator \(1/2\), then \(\mathfrak{A}\) is a special Jordan ring if and only if \(\mathfrak{A}\) is closed under the composition \(\{ab\} = ab + ba\). For if \(\mathfrak{A}\) is a special Jordan ring, then certainly \(\{ab\} = (a + b)^2 - a^2 - b^2\) is in \(\mathfrak{A}\). On the other hand, if \(\mathfrak{A}\) is closed under \(\{ab\}\) then \(\mathfrak{A}\) contains \(a^2 = (1/2)\{aa\}\) and \(a^3 = (1/2)\{a^2a\}\). Hence \(\mathfrak{A}\) contains
\[aba + bab = (a + b)^3 - a^3 - b^3 - a^2b - ba^2 - b^2a - ab^2.\]

If we replace \(b\) by \(-b\), we see that \(I\) contains \(-aba + bab\). It follows that \(I\) contains \(bab\). In a similar fashion we can see that an additive mapping of a special Jordan ring \(\mathfrak{A}\) into a special Jordan ring \(\mathfrak{A}'\) that has no elements of additive order 2 is a Jordan homomorphism if and only if \((ab)^4 + (ba)^4 = a^4b^4 + b^4a^4\).

An element \(u\) of a ring that can be obtained from a set of elements \(a_1, a_2, \ldots, a_n\) by performing the operations of addition, subtraction, \(a \mapsto a^2\), \(a \mapsto aba\) will be called a Jordan polynomial in the \(a_i\). If the \(a_i\) belong to the special Jordan ring \(\mathfrak{A}\), then so does \(u\), and if \(J\) is a homomorphism of \(\mathfrak{A}\), then \(J\) maps \(u\) into the element obtained from the \(a_i\) in the same manner as \(u\) is obtained from the \(a_i\). Important examples of Jordan polynomials are
\[ab + ba = (a + b)^2 - a^2 - b^2,\]
\[abc + cba = (a + c)b(a + c) - aba - bca,\]
\[[ab]c = abc + cba - (bac + cab),\]
\[[ab]^2 = a(bab) + (bab)a - ab^2a - ba^2b.\]

Also the powers of \(a\) are Jordan polynomials. For by definition \(a^2 = a\) are Jordan polynomials and if \(a^{r-1}, r \geq 3\), is a Jordan polynomial, then so is \(a^{r+1} = aa^{r-1}a\). Since \([[ab]c]\) is a Jordan polynomial, we see that any special Jordan ring is a Lie triple system. Also, it is now clear that if \(J\) is a Jordan homomorphism, then \((a^n)^4 = (a^2)^n\), \([[ab]c]^4 = [[a^2b]c]\), and \(((ab)^4)^4 = [a^2b]^4\), that is, we have the following result.

**Theorem 1.** Any Jordan homomorphism preserves arbitrary powers, Lie triple products, and squares of commutators.

**Corollary 1.** If \([ab] = 0\) and the enveloping associative ring (\(\mathfrak{A}'\)) of \(\mathfrak{A}\) has no nonzero nilpotent elements in its center, then \([a^2b] = 0\).

**Proof.** \([ab] = 0\) implies \([[ab]x] = 0\) for all \(x\) in \(\mathfrak{A}\). Hence \([[a^2b]x] = 0\) so
\([a^2b] = 0\).
that \([ab] = 0\); hence \([a^2b^2] = 0\). Hence, \([a^2b^2] = 0\).

**Corollary 2.** If \(e\) is an idempotent and \(a\) is an element such that \([ea] = 0\), then \([ea^2b^2] = 0\). Hence \([ea^2b^2] = a^2b^2\). If \(ea = ae = a\), then \([aJaJ] = a^2b^2\) and if \(e\) and \(a\) are orthogonal \((ea = ae = 0)\), then so are \(e^J\) and \(a^J\).

**Proof.** By Theorem 1, \([eJaJ] = eJaJ\). Hence \([eJaJ] = eJaJ\). Left multiplication by \(e^J\) gives \([eJaJ] = eJaJ\); right multiplication by \(e^J\) gives \([eJaJ] = eJaJ\). Also \([eJaJ] = (eaJ) = (ea)J\). Hence \([eaJaJ] = eJaJ = aJaJ\).

The remaining statements are obvious consequences.

**Corollary 3.** If \(A\) has an identity 1, then \(1^J\) is an identity for the enveloping ring of \(A\). If \(a\) is a unit, so is \(a^J\).

**Proof.** The first statement is contained in Corollary 2. Now suppose that \(ab = ba\). Then \(ab^2a = 1\) and \(a^Ja^Ja^J = 1^J\). Hence \(a^J\) is a unit.

We note next a fundamental identity for Jordan homomorphisms of rings. This is the relation

\[ [(ab)^J - a^Jb^J][a^Jb^J - b^Ja^J] = 0 \]

which holds since

\[ [(ab)^J - a^Jb^J][a^Jb^J - b^Ja^J] = (ab)^Ja^J - (ab)^Ja^J - (a^Jb^J - (ab)^Ja^J + a^Jb^J)a^J = (ab)^Ja^J - (ab)^Ja^J + a^Jb^Ja^J = (ab) - ab + ab^2a = 0. \]

Similarly we can verify that

\[ [(ab)^J - b^Ja^J][a^Jb^J - b^Ja^J] = 0, \]
\[ [(ab)^J - a^Jb^J][bc^J - a^Jb^J] = 0, \]
\[ [(ab)^J - c^Ja^J][bc^J - a^Jb^J] = 0. \]

2. **Jordan homomorphisms into integral domains.** In this section we prove a generalization of Hua’s theorem [5] that a Jordan automorphism of a division ring is either an automorphism or an anti-automorphism.

**Theorem 2.** If \(J\) is a Jordan homomorphism of a ring \(A\) into an integral domain \(B\), then \(J\) is either a homomorphism or an anti-homomorphism.

**Proof.** By the identity (7), for any \(a, b\) in \(A\) we have either \((ab)^J = a^Jb^J\) or \((ab)^J = b^Ja^J\). Our result is therefore an immediate consequence of the following lemma which is due to Hua:

**Lemma 1.** Let \(A\) be an arbitrary distributive system (nonassociative ring) and let \(J\) be an additive mapping of \(A\) into a second distributive system \(B\) such that for every pair \(a, b\) in \(A\) either \((ab)^J = a^Jb^J\) or \((ab)^J = b^Ja^J\). Then \(J\) is either a
homomorphism or an anti-homomorphism.

Proof. If both \((ab)^J = a^J b^J\) and \((ab)^J = b^J a^J\) hold for all \(a\) and \(b\), then \(J\) is both a homomorphism and an anti-homomorphism. Now suppose that \(a, b\) is a pair for which \((ab)^J = a^J b^J \neq b^J a^J\). If \(d\) is any other element, then \((ad)^J = a^J d^J\). For otherwise \((ad)^J = d^J a^J \neq a^J d^J\) and these relations are incompatible with

\[
(a(b + d))^J = \begin{cases} a^J b^J + a^J d^J, \\ b^J a^J + d^J a^J. \end{cases}
\]

Similarly \((cb)^J = c^J b^J\) for any \(c\). Next let \(c\) and \(d\) be elements such that \((cd)^J = d^J c^J \neq c^J d^J\). Then a similar argument shows that \((ad)^J = d^J a^J\) and \((cb)^J = b^J c^J\) hold. Now, if

\[
((a + c)(b + d))^J = (a^J + c^J)(b^J + d^J)
\]

\[
= a^J b^J + a^J d^J + c^J b^J + c^J d^J,
\]

then \((cd)^J = c^J d^J\) contrary to assumption. Similarly

\[
((a + c)(b + d))^J = (b^J + d^J)(a^J + c^J)
\]

leads to the contradiction \((ab)^J = b^J a^J\). Hence the condition \((ab)^J \neq b^J a^J\) and \((cd)^J \neq c^J d^J\) are incompatible.

The following examples show that we cannot assert that Jordan homomorphisms of integral domains or of fields are always homomorphisms or anti-homomorphisms.

Example 1. Let \(A = \Phi[x, y]\) be the polynomial ring in two independent indeterminates over a field \(\Phi\) of characteristic \(\neq 2\). The elements \(x^k y^l\), \(k, l = 0, 1, 2, \cdots\), form a basis and we have the Jordan multiplication table

\[
\{x^k y^l, x^m y^n\} = 2x^{k+m} y^{l+n}.
\]

Let \(B = \Phi[X, Y, Z]\) be the polynomial ring in the three elements \(X, Y, Z\) that satisfy the relations

\[
YX = XY + Z, \quad [XZ] = [YZ] = Z^2 = 0.
\]

Then

\[
Y^i X^k = X^k Y^i + kl X^{k-1} Y^{l-1} Z,
\]

and \((1/2) \{X^k Y^i\} = X^k Y^i + (kl/2) X^{k-1} Y^{l-1} Z\). By direct calculation one verifies that

\[
\{(1/2) \{X^k Y^i\}, (1/2) \{X^m Y^n\}\} = \{X^{k+m} Y^{i+n}\}.
\]

Hence the linear mapping that sends \(x^k y^l\) into \((1/2) \{X^k Y^i\}\) is a Jordan homomorphism. Since \(((1/2) \{X^k Y^i\})((1/2) \{X^m Y^n\}) \neq (1/2) \{X^{k+m} Y^{i+n}\}\), the mapping is neither a homomorphism nor an anti-homomorphism.
Example 2. Let $\mathbb{A}$ be a purely inseparable field of the form $\Phi(x, y)$ where $x^p = \xi$, $y^p = \eta$, and the elements $x^jy^i$, $i, j = 0, 1, \ldots, p-1$, form a basis. Let $\mathbb{B}$ be the algebra over $\Phi$ generated by $X, Y, Z$ such that

\[
YX = XY + Z, \quad [XZ] = [YZ] = Z^2 = 0, \quad X^p = \xi, \quad Y^p = \eta.
\]

If $p \neq 2$ we can verify as in example 1 that the linear mapping which sends $x^jy^i$ into $(1/2)\{X^jY^i\}$ is a Jordan homomorphism that is not a homomorphism.

3. Sums of Jordan homomorphisms. In this section we shall obtain some general criteria that a Jordan homomorphism of a ring be a sum of a homomorphism and an anti-homomorphism. If $J_i$ is a Jordan homomorphism of $\mathbb{A}$ into $\mathbb{B}_i$, we have defined the sum $J = J_1 + J_2$ to be the mapping $a \mapsto a_1 + a_2$ into $\mathbb{B}_1 \oplus \mathbb{B}_2$. If $\mathbb{B}'$ is anti-isomorphic to $\mathbb{A}$ under the correspondence $a \mapsto a'$, then the sum mapping $a \mapsto a = a + a'$ of $\mathbb{A}$ into $\mathbb{A} \oplus \mathbb{A}'$ will be called a symmetrized direct sum mapping of $\mathbb{A}$.

Now let $J$ and $K$ be any two Jordan homomorphisms. Then we shall say that $J$ is a cover of $K$ (or $J$ covers $K$) if the correspondence $a \mapsto aK$ can be extended to a homomorphism of the enveloping ring $\mathcal{E}_J$ of the elements $aJ$ onto the enveloping ring $\mathcal{E}_K$ of the $aK$. Evidently if such an extension exists, it is unique. The elements of $\mathcal{E}_J$ are polynomials with integral coefficients in the elements $aJ$. It follows easily from this remark that $J$ is a cover of $K$ if and only if any polynomial relation $P(a_1, a_2, \ldots, a_r) = 0$ implies the corresponding relation $P(a_1^K, a_2^K, \ldots, a_r^K) = 0$. Since $P(a_1, a_2, \ldots, a_r) = P(a_1, a_2, \ldots, a_r) + P(a_1', a_2', \ldots, a_r')$ for $a_i = a_i + a_i'$, as above, $P(a_1, a_2, \ldots, a_r) = 0$ is equivalent to the two conditions

\[
P(a_1, a_2, \ldots, a_r) = 0, \quad P(a_1', a_2', \ldots, a_r') = 0.
\]

If $P(a_1, a_2, \ldots, a_r)$ denotes the polynomial which is obtained from $P$ by reversing the order of the terms in each monomial, then the condition $P(a_1', a_2', \ldots, a_r') = 0$ is equivalent to $P_1(a_1, a_2, \ldots, a_r) = 0$. Hence a necessary and sufficient condition that $K$ be covered by the symmetrized direct sum mapping is that for any pair of relations

\[
P(a_1, a_2, \ldots, a_r) = 0, \quad P_1(a_1, a_2, \ldots, a_r) = 0
\]

in $\mathbb{A}$ we have the corresponding relation $P(a_1^K, a_2^K, \ldots, a_r^K) = 0$ in the image ring.

Since the conditions that $J$ cover $K$ are of "finite character," we evidently have the following result.

Theorem 3. Let $\mathbb{A}$ be a ring, $J$ and $K$ Jordan homomorphisms. Assume that every finite subset $F$ of $\mathbb{A}$ is contained in a subring $\mathbb{A}_F$ such that the induced mapping $J$ of $\mathbb{A}_F$ is a cover of the induced mapping $K$; then $J$ is a cover of $K$.  
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It is clear that \( J = J_1 + J_2 \) covers \( J_1 \) and \( J_2 \) and that if \( K \) is a cover of \( J_1 \)
and \( J_2 \), then \( K \) is a cover of \( J_1 + J_2 \). Also if \( J_i \) covers \( K_i \) for \( i = 1, 2 \), then
\( J_1 + J_2 \) covers \( K_1 + K_2 \). In particular, it is clear that the symmetrized direct
sum mapping covers any \( J_1 + J_2 \) where \( J_1 \) is a homomorphism and \( J_2 \) is an
anti-homomorphism. A partial converse of this result is given in the following theorem.

**Theorem 4.** Let \( \mathcal{A} \) be a ring with the following properties: (1) The enveloping
ring of the elements \( \bar{a} = a + a' \) in \( \mathcal{S} = \mathcal{A} \oplus \mathcal{A}' \) is \( \mathcal{S} \), (2) Every ideal in \( \mathcal{S} \) has the
form \( \mathcal{R}_1 \oplus \mathcal{R}_2 \) where \( \mathcal{R}_1 \) is an ideal in \( \mathcal{A} \) and \( \mathcal{R}_2 \) is an ideal in \( \mathcal{A}' \). Then any Jordan
homomorphism \( J \) that is covered by the symmetrized direct sum mapping is a
sum of a homomorphism and an anti-homomorphism.

**Proof.** Let \( U \) denote the homomorphism that maps \( \bar{a} \) into \( a^U \). Since the
enveloping ring of the \( \bar{a} \) is \( \mathcal{S} \), \( U \) is a homomorphism of \( \mathcal{S} \) onto the enveloping
ring \( \mathcal{C} \) of \( \mathcal{A}' \). Evidently, \( \mathcal{C}_1 = \mathcal{A}' \) and \( \mathcal{C}_2 = \mathcal{A}' \) are ideals in \( \mathcal{C} \). If \( \mathcal{R} \) is the kernel
of \( U \), then the inverse image of \( \mathcal{C}_1 \) is \( \mathcal{A} + \mathcal{R} \) while that of \( \mathcal{C}_2 \) is \( \mathcal{A}' + \mathcal{R} \). Since \( \mathcal{R} = \mathcal{R}_1 \oplus \mathcal{R}_2 \) where \( \mathcal{R}_1 \subseteq \mathcal{A} \) and \( \mathcal{R}_2 \subseteq \mathcal{A}' \), \( \mathcal{A} + \mathcal{R} = \mathcal{A} + \mathcal{R}_2 \), and \( \mathcal{A}' + \mathcal{R} = \mathcal{A}' + \mathcal{R}_1 \).
Hence the inverse image of \( \mathcal{C}_1 \cap \mathcal{C}_2 \) is
\[
(\mathcal{A} + \mathcal{R}_1) \cap (\mathcal{A}' + \mathcal{R}_2) \cap \mathcal{C}_1 \cap \mathcal{C}_2 = \mathcal{R}_1.
\]
Hence \( \mathcal{C}_1 \cap \mathcal{C}_2 = 0 \) and \( \mathcal{C} = \mathcal{C}_1 \oplus \mathcal{C}_2 \). Evidently the mapping \( a \rightarrow a^U \) is a homo-
morphism \( J_1 \) of \( \mathcal{A} \subseteq \mathcal{S} \) and \( a \rightarrow a^U = a^J_2 \) is an anti-homomorphism. Since
\( a^U = a^U + a^U = a^J_1 + a^J_2 \) and \( a^J_1 \in \mathcal{C}_1 \), \( J = J_1 + J_2 \).

The following two theorems give simple sufficient conditions that the
hypotheses of Theorem 4 hold.

**Theorem 5.** If \( \mathcal{A} \) is a ring such that the smallest ideal containing all the
elements \( [ab] \) is \( \mathcal{A} \), then the enveloping ring of the elements \( \bar{a} = a + a' \) in \( \mathcal{S} = \mathcal{A} \oplus \mathcal{A}' \)
is \( \mathcal{S} \).

**Proof.** Let \( \mathcal{S} \) be the enveloping ring of the \( \bar{a} \). Then \( \mathcal{S} \) contains \( ab - ba = [ab] \). Also \( \mathcal{S} \) contains \( [ab]c = [ab]c \) and \( \epsilon(ab) = c(ab) \) for any \( c \) in \( \mathcal{A} \). In this
way we can see that \( \mathcal{S} \) contains the ideal generated by the elements \( [ab] \). Hence \( \mathcal{S} \supseteq \mathcal{A} \). It follows also that \( \mathcal{S} \supseteq \mathcal{A}' \). Hence \( \mathcal{S} = \mathcal{S} \).

**Theorem 6.** A sufficient condition that every ideal \( \mathcal{R} \) in \( \mathcal{S} = \mathcal{A} \oplus \mathcal{A}' \) have the
form \( \mathcal{R}_1 \oplus \mathcal{R}_2 \) where \( \mathcal{R}_1 = \mathcal{A} \cap \mathcal{R} \) and \( \mathcal{R}_2 = \mathcal{A}' \cap \mathcal{R} \) is that for every \( u \in \mathcal{R} \), \( u \in \mathcal{A} u \mathcal{A} \).
In particular, this holds if \( \mathcal{A} \) has an identity.

**Proof.** Let \( k = k_1 + k_2 \) belong to \( \mathcal{R} \) where \( k_1 \in \mathcal{A} \) and \( k_2 \in \mathcal{A}' \). Now \( k_1 = \sum a_ik_ib_i \) where the \( a_i \) and \( b_i \) are in \( \mathcal{A} \). Hence \( k_1 = \sum a_ik_nb_i \in \mathcal{R} \). Thus \( k_1 \in \mathcal{R}_1 \).
Since \( \mathcal{A}' \) satisfies the same condition as \( \mathcal{A} \), a similar argument shows that
\( k_2 \in \mathcal{R}_2 \). Hence \( \mathcal{R} = \mathcal{R}_1 + \mathcal{R}_2 \). Since \( \mathcal{R}_1 \cap \mathcal{R}_2 = \mathcal{A} \cap \mathcal{A}' = 0 \), \( \mathcal{R} = \mathcal{R}_1 \oplus \mathcal{R}_2 \).

4. **Jordan homomorphisms of matrix rings and locally matrix rings.** The key result which we shall obtain in this section is that any Jordan homo-
morphism of a finite matrix ring is a sum of a homomorphism and an antihomomorphism.

Let \( R \) be any ring that contains an identity 1 and a set of matrix units \( e_{ij}, i, j = 1, 2, \cdots, n \), such that

\[
e_{ij}e_{kl} = \delta_{jk}e_{il}, \quad \sum_{i=1}^{n} e_{ii} = 1.
\]

Let \( D \) denote the subring of elements that commute with all the \( e_{ij} \). Then it is known\(^{(3)}\) that every element of \( R \) can be written in one and only one way in the form \( \sum d_{ij}e_{ij} \), where \( d_{ij} \in D \). Thus we may identify \( R \) with the ring \( D_n \) of \( n \times n \) matrices with elements in \( D \). We recall also that a necessary and sufficient condition that a ring with an identity be a matrix ring of the form \( D_n \) is that it be decomposable as a direct sum of \( n \) (operator) isomorphic right (left) ideals\(^{(4)}\). It will be assumed throughout that \( n \geq 2 \).

Let \( J \) denote an arbitrary Jordan homomorphism of \( R \) into a second ring. For \( i \neq j \) define \( e = e_{ii} + e_{jj} \). Then \( e^2 = e \) and, if \( d \in D \), we have \( [e, d] = 0 \). By Corollary 2 to Theorem 1, it follows that \( [e^2, d^2] = 0 \). Hence, \( [e^2, d^2] + [e^2, d^2] = 0 \). Similarly \( [e^2, d^2] = 0 \) and \( d^2 \) commutes with each \( e^2 \). Again, by Corollary 2 to Theorem 1, we have \( (de_{ij})^2 = d^2e_{ij} \). Furthermore, if \( i \neq j \), then \( (de_{ij})^2 = (de_{ij}e_{jj} + e_{jj}e_{ij}d)^2 = d^2e_{ij}^2 + e_{jj}^2d^2 = d^2(e_{ij}^2 + e_{jj}^2) = d^2e_{ij} \). It follows that \( (\sum d_{ij}e_{ij})^2 = \sum d_{ij}^2e_{ij} \). We thus obtain the following lemma.

**Lemma 2.** The elements \( d^2(d \in D) \) and \( e_{ij} \) commute and \( (\sum d_{ij}e_{ij})^2 = \sum d_{ij}^2e_{ij} \).

We now construct\(^{(5)}\) two orthogonal \( n \times n \) systems of matrix units in the enveloping ring \( \mathbb{C} \) of \( R^2 \). For arbitrary \( i \neq j \), define the elements

\[
g_{ij} = e_{ij}e_{ij}, \quad h_{ij} = e_{ij}e_{ij}.
\]

Since \( e_{ij} = e_{ii}e_{ij}e_{jj} + e_{jj}e_{ij}e_{ii} \), we have

\[
\sum_{i=1, j=1}^{n} g_{ij} = \sum_{i=1, j=1}^{n} h_{ij} = 1.
\]

\[
\sum_{i=1, j=1}^{n} e_{ij}g_{ij} = \sum_{i=1, j=1}^{n} e_{ij}h_{ij} = 0
\]

Observe also that from the fact that \( J \) preserves squares and from Corollary 2 to Theorem 1 we have \( g_{ij}e_{ij} = e_{ij}g_{ij} = g_{ij}e_{ij} = g_{ij}e_{ij} = 0 \), \( h_{ij}e_{ij} = e_{ij}h_{ij} = 0 \) and \( e_{ij}h_{ij} = h_{ij}e_{ij} = h_{ij}e_{ij} = h_{ij}e_{ij} = 0 \). Hence it follows from (10) that

\[
g_{ij} = e_{ij}e_{ij} = e_{ij}e_{ij}, \quad h_{ij} = e_{ij}e_{ij} = e_{ij}e_{ij}.
\]

Moreover, if \( i \neq j, j \neq k, k \neq l \), then \( g_{ij}g_{kl} = 0 \). If \( i \neq j, j \neq k \), and \( i \neq k \), then \( g_{ij}g_{jk} = e_{ij}e_{ij}e_{jk} = e_{ij}e_{ij}e_{jk} = e_{ij}e_{ij}e_{jk} \). But, since \( e_{ij}e_{jk} = e_{jk}e_{ij} = 0 \), we have \( e_{ij}e_{jk} = 0 \).

\(^{(3)}\) [6, p. 57].

\(^{(4)}\) The sufficiency is a consequence of Theorem 5, p. 58 of [6]. The necessity is easy to establish.

\(^{(5)}\) Cf. [11, pp. 147-149].
Therefore
\[ g_{ij}g_{jk} = e_{ij}(e_{ij}e_{jk} + e_{ij}e_{ij}) \]
\[ = e_{ij}(e_{ij}e_{jk} + e_{ji}e_{ij}) \]
\[ = e_{ij}e_{jk} = g_{ik}. \]

Hence, for \( i \neq j, k \neq l, \) and \( i \neq l, \) \( g_{ij}g_{kl} = \delta_{jk}g_{il}. \) Similarly \( h_{ij}h_{kl} = \delta_{jk}h_{il}. \) Now, for each \( i, \) choose \( j \neq i \) and define
\[ g_{ii} = g_{ii}g_{ii}, \quad h_{ii} = h_{ii}h_{ii}. \]

Note first that \( g_{ii} \) and \( h_{ii} \) are independent of the choice of \( j. \) In fact, if \( k \neq i \)
and \( k \neq j, \) then \( g_{ik}g_{kl} = g_{ik}g_{lj}g_{lj} = g_{ij}g_{ii} = g_{ii}. \) Similarly \( h_{ii} \) is independent of \( j. \)
The elements \( g_{ii}, h_{ij} \) are now defined for all \( i, j \) and satisfy \( g_{ij}g_{kl} = \delta_{jk}g_{il}, \)
\( h_{ij}h_{kl} = \delta_{jk}h_{il} \) for all \( i, j, k, l. \) Observe that, for \( i \neq j, e_{ij}e_{ji}^t = g_{ij} \) and \( e_{ij}e_{ji}^t = h_{ij}. \) Addition of these equations leads to \( e_{ij}^2 = g_{ij} + h_{ii}. \) In other words, (10) also holds for \( j = i. \) It remains to prove \( g_{ij}h_{kl} = 0. \) There is obviously no loss in assuming \( i \neq j \) and \( k \neq l. \) We have \( g_{ij}h_{kl} = e_{ij}e_{ji}^t e_{kl}. \) If \( k \neq j, \) then \( e_{ij}e_{ji}^t = 0 \) and hence \( g_{ij}h_{kl} = 0. \) Therefore, assume \( k = j. \) Then \( g_{ij}h_{jj} = g_{ij}h_{ji}h_{ii} = e_{ij}e_{ji}^t e_{ii} = (e_{ij}e_{ji}^t) h_{ii} = 0. \) Similarly \( h_{kig_{ij}} = 0. \) This completes the proof of the next lemma.

**Lemma 3.** The elements \( g_{ij} \) and \( h_{ij} \) constitute two \( n \times n \) systems of matrix units in the enveloping ring \( S \) of \( U \) such that \( e_{ij}^2 = g_{ij} + h_{ij} \) and \( g_{ij}h_{kl} = h_{kig_{ij}} = 0 \) for all \( i, j, k, l. \)

We are now in a position to prove the principal theorem of this section.

**Theorem 7.** Any Jordan homomorphism \( J \) of an \( n \times n \) matrix ring \( U = D_n, \)
\( n \geq 2, \) is the sum of a homomorphism and an anti-homomorphism (\( \circ \)).

**Proof.** Let \( g_{ij}, h_{ij} \) be the matrix units given in the above lemma and define \( g = g_{11} + \cdots + g_{nn}, \) \( h = h_{11} + \cdots + h_{nn}. \) Since \( 1 = e_{11} + \cdots + e_{nn} \) and \( e_{ii} = g_{ii} + h_{ii}, \) it follows that \( 1 = g + h. \) Obviously \( g^2 = g, \) \( h^2 = h, \) and \( gh = hg = 0. \) Furthermore, \( g \) and \( h \) are in the center of the enveloping ring \( S \) of \( U. \) In fact, it is evident from Lemma 2 that all the \( g_{ij} \) commute with the \( d_j, d \in D, \) and also \( g_{ij} = g_{ij} + g_{ij}h_{ij} = g_{ij} + g_{ij}h_{ij} = g_{ij}. \) Similarly, \( e_{ij} = e_{ij} + e_{ij}h_{jj} = e_{ij} + e_{ij}h_{jj} = e_{ij}. \) In the same way it is shown that \( h \) commutes with each \( e_{ij}. \) But according to Lemma 2, \( S \) is generated by elements of the form \( d_j^t e_{ij}, d \in D; \) therefore, \( g \) and \( h \) are in the center of \( S. \) It follows that \( S = Sg \oplus Sh, \) where \( Sg \) and \( Sh \) are two-sided ideals in \( S. \)

Define the mappings \( J_1 \) and \( J_2 \) of \( U \) into \( S \) by \( x^{*1} = x^t g \) and \( x^{*2} = x^t h \) respectively. Evidently \( J = J_1 + J_2. \) Now let \( a, b \) be arbitrary elements of \( D. \) Then for \( i \neq j \)
\[ abe_{ij} + ba e_{ji} = (ae_{ij} + be_{ji})^2. \]

(\( \circ \)) This result implies Theorem 5 of [11] for the case \( \mathbb{A} \) not a division algebra.
Therefore
\[(ab)^{J} e_{ij} + (ba)^{J} e_{ij} = (a^{J} e_{ij} + b^{J} e_{ij})^{2} = a^{J} b^{J} e_{ij} + b^{J} a^{J} e_{ij}.
\]

Multiplying on the right by \(g_{ij}\), we obtain \((ab)^{J} g_{ij} = a^{J} b^{J} g_{ij}\). Similarly \((ab)^{J} h_{ij} = b^{J} a^{J} h_{ij}\). If \(x = \sum a_{ij} e_{ij}\) and \(y = \sum b_{ij} e_{ij}\) are any two elements of \(\mathcal{U}\), then
\[x^{J} = \sum a_{ij}^{J} g_{ij}, \quad y^{J} = \sum b_{ij}^{J} g_{ij}.
\]
Therefore
\[(xy)^{J} = \sum (a_{ik} b_{kj})^{J} g_{ij} = \sum a_{ik}^{J} b_{kj}^{J} g_{ij} = x^{J} y^{J}.
\]

and similarly \((xy)^{J} = y^{J} x^{J}\). Since \(J_{1}\) and \(J_{2}\) are obviously additive, it follows that \(J_{1}\) is a homomorphism and \(J_{2}\) is an anti-homomorphism of \(\mathcal{U}\).

**Corollary.** Let \(\mathcal{X}\) denote the ring of all linear transformations on a linear vector space \(\mathcal{X}\) over a division ring \(\mathfrak{D}\), where the dimension of \(\mathcal{X}\) is at least two. Then any Jordan homomorphism of \(\mathcal{X}\) is the sum of a homomorphism and an anti-homomorphism.

**Proof.** The proof consists in showing that \(\mathcal{X}\) is a matrix ring for which we have only to exhibit a system of matrix units in \(\mathcal{X}\). Let \(\{u_{a}\}\) denote a basis for \(\mathcal{X}\). If \(\mathcal{X}\) is finite-dimensional, the result is well known; therefore, we can assume \(\{u_{a}\}\) to be infinite. Separate the elements of \(\{u_{a}\}\) into two disjoint sets \(\{u_{a}^{(1)}\}\), \(\{u_{a}^{(2)}\}\) of equal power and define \(E_{ij} \subseteq \mathcal{X} (i, j = 1, 2)\) by \(u_{a}^{(1)} E_{ij} = \delta_{ik} u_{a}^{(2)}\). Evidently these \(E_{ij}\) constitute a 2X2 system of matrix units in \(\mathcal{X}\).

The method of proof in this corollary can be used to show that the ring of all bounded linear transformations in Hilbert space is a two-rowed matrix ring. We have only to take \(\{u_{a}\}\) as a complete orthonormal system in the Hilbert space.

We shall now make use of the results of the preceding section to extend our matrix theorem to the class of rings given in the following definition.

**Definition.** A ring \(\mathfrak{B}\) is called **locally matrix** if any finite subset of \(\mathfrak{B}\) can be embedded in a subring which is a matrix ring \(\mathfrak{D}_{n}, n \geq 2\).

An example of a locally matrix ring is a ring \(\mathfrak{B}\) which possesses an infinite set \(\{e_{\alpha}\}\) of matrix units such that for arbitrary \(x \in \mathfrak{B}\) there exists a finite set of indices \(\alpha_{1}, \ldots, \alpha_{k}\) (depending on \(x\)) such that if \(e = e_{\alpha_{1}} + \cdots + e_{\alpha_{k}}\), then \(xe = ex = x\). Another example of such a ring is an infinite direct (Kronecker) product of finite matrix algebras. Also, as we shall show in the next section, any simple ring which has minimal ideals is either locally matrix or a division ring.

**Theorem 8.** Any Jordan homomorphism of a locally matrix ring is the sum of a homomorphism and an anti-homomorphism.

**Proof.** By Theorems 3 and 7 any Jordan homomorphism of a locally
matrix ring \mathcal{B} is covered by the symmetrized direct sum mapping. We prove next that \mathcal{B} is the only ideal of this ring which contains all commutators. For this purpose let \( x \) be any element of \( \mathcal{B} \) and let \( D_n, n \geq 2 \), be a matrix subring containing \( x \). Write \( x = \sum a_{ij} e_{ij} \) where the \( e_{ij} \) are the matrix units in \( D_n \) and \( a_{ij} \in D \). If \( 3 \) is an ideal of \( \mathcal{B} \) containing all of the commutators, then \( y \) contains \( a_{ij} e_{ij} = [a_{ij} e_{ij}, e_{ij}] \) if \( i \neq j \), and \( 3 \) contains \( a_{ii} e_{ii} = [a_{ii} e_{ii}, e_{ii}] e_{ii} \). Hence \( x \in 3 \) and \( 3 = \mathcal{B} \). Observe next that \( x = exe \) where \( e = \sum e_{ii} \). Thus the conditions of Theorems 5 and 6 are satisfied. We can therefore apply the conclusions of these theorems and Theorem 4 to obtain the present result.

5. Jordan homomorphisms of primitive rings with minimal ideals. We recall that a ring \( \mathcal{B} \) is defined to be primitive\(^7\) if it contains a maximal right ideal \( \mathfrak{R} \) such that the quotient \( (\mathfrak{R}:\mathcal{B}) = (0) \). This is equivalent to the condition that \( \mathcal{B} \) is isomorphic to an irreducible ring of endomorphisms. If \( \mathcal{B} \) is primitive and contains minimal ideals, then the structure of \( \mathcal{B} \) can be described more precisely as follows. One can associate with \( \mathcal{B} \) a pair of dual vector spaces \( \mathfrak{X}, \mathfrak{X}' \). Here \( \mathfrak{X} \) is a left vector space over a division ring \( A \), \( \mathfrak{X}' \) is a right vector space over \( A \), and there is defined a bilinear form \( (x, y'), x \in \mathfrak{X}, y' \in \mathfrak{X}' \), which is nondegenerate in the sense that \( (z, y') = 0 \) for all \( y' \) implies \( z = 0 \), and \( (x, z') = 0 \) for all \( x \) implies \( z' = 0 \). The ring \( \mathcal{B} \) can be regarded as a ring of linear transformations in \( \mathfrak{X} \) which have adjoints relative to \( (x, y') \). Also \( \mathcal{B} \) contains all transformations of the form

\[
(x, u'_1)v_1 + (x, u'_2)v_2 + \cdots + (x, u'_r)v_r
\]

where the \( u'_i \in \mathfrak{X}' \) and the \( v_i \in \mathfrak{X} \). These elements are sums of elements of rank one: \( x \mapsto (x, u'_i)v_i, u'_i, v_i \neq 0 \). We shall find it convenient to denote the mapping \( x \mapsto (x, u'_i)v_i \) by \( u'_i \times v_i \). Then it is easy to see that the function \( u'_i \times v_i \) is additive in \( u'_i \) and in \( v_i \) and that \( u'_i \times v_i = u' \times v_i \) for \( u \in \Delta \). Also we have the multiplication rule.

\[
(u'_1 \times v_1)(u'_2 \times v_2) = u'_1 (v_1, u'_2) \times v_2.
\]

The elements of the form (11) constitute a two-sided ideal \( \mathfrak{g} \) of \( \mathcal{B} \) which is contained in every nonzero two-sided ideal. The sub-ring \( \mathfrak{g} \) of \( \mathcal{B} \) is a simple ring with minimal ideals. Moreover, as has been shown by Dieudonné [4], any simple ring with minimal ideals is of this type. The centralizer of \( \mathfrak{g} \) in \( \mathcal{B} \) is equal to the center of \( \mathfrak{g} \) which is a commutative integral domain. If the dimension of \( \mathfrak{X} \) over \( \Delta \) is infinite, then the center of \( \mathfrak{g} \) is necessarily zero. If \( a \) is any nonzero element of \( \mathcal{B} \), then there exists \( f \in \mathfrak{g} \) such that \( sf \neq 0 \). In fact, let \( v \) be an element of \( \mathfrak{X} \) such that \( va \neq 0 \) and choose \( u' \in \mathfrak{X}' \) such that \( (va, u') \neq 0 \). Then clearly \( (u' \times v)a(u' \times v) \neq 0 \).

**Lemma 4.** Let \( \mathfrak{S} \) and \( \mathfrak{S}' \) be finite-dimensional subspaces of \( \mathfrak{X} \) and \( \mathfrak{X}' \) respectively. Then these spaces can be embedded in finite-dimensional subspaces \( U \) and

\(^7\) Nearly all the definitions and results assumed in this section can be found in [8].
U' respectively which are dual relative to the given bilinear form.

Proof. Let \( x'_1, \ldots, x'_r \) be a basis for \( \mathfrak{S}' \) and choose elements \( x_1, \ldots, x_r \in \mathfrak{S} \) such that \( (x_i, x'_j) = \delta_{ij} \) for \( i, j = 1, \ldots, r \). Consider the subspace \( \mathfrak{U} = \mathfrak{S} + [x_1, \ldots, x_r] \) and observe that \( r \leq \dim \mathfrak{U} \). If \( r < \dim \mathfrak{U} \), then there exists \( x_{r+1} \notin \mathfrak{U} \) such that \( (x_{r+1}, x'_i) = 0 \) for \( i = 1, \ldots, r \). Evidently \( x_1, \ldots, x_{r+1} \) are linearly independent so that there exists \( x'_{r+1} \in \mathfrak{S}' \) such that \( (x_{r+1}, x'_i) = 1 \) and \( (x_i, x'_{r+1}) = 0 \) for \( i = 1, \ldots, r \). Repeating this process, we finally obtain a basis \( x_1, \ldots, x_s \) for \( \mathfrak{U} \) and elements \( x'_1, \ldots, x'_s \) such that \( (x_i, x'_j) = \delta_{ij} \) for \( i, j = 1, \ldots, s \). The subspaces \( \mathfrak{U} \) and \( \mathfrak{U}' = [x'_1, \ldots, x'_s] \) obviously satisfy the desired conditions.

We can now prove the following result which is due to Litoff (unpublished).

**Theorem 9.** If \( \mathfrak{S} \) is a simple ring with minimal ideals, then any finite subset of \( \mathfrak{S} \) can be embedded in a subring of \( \mathfrak{S} \) which is isomorphic to \( \Delta_n \), where \( \Delta \) is the division ring associated with \( \mathfrak{S} \).

Proof. Since any element of \( \mathfrak{S} \) is a sum of elements of rank one, it suffices to take the finite set to be \( u'_1 X v_1, u'_2 X v_2, \ldots, u'_m X v_m \). Let \( \mathfrak{S}' = [u'_1, \ldots, u'_m] \) and \( \mathfrak{S} = [v_1, \ldots, v_m] \) and embed these subspaces respectively in finite-dimensional dual subspaces \( \mathfrak{U}' \) and \( \mathfrak{U} \). Choose bases \( (x'_1, \ldots, x'_m) \) and \( (x_1, \ldots, x_n) \) for \( \mathfrak{U}' \) and \( \mathfrak{U} \) such that \( (x_i, x'_j) = \delta_{ij} \). Then the elements \( e_{ij} = x'_i X x_j \) are matrix units and the subring \( \mathfrak{M} \) of \( \mathfrak{S} \) consisting of elements of the form \( \sum x'_i \alpha_{ij} x_j \), \( \alpha_{ij} \in \Delta \), is a matrix ring isomorphic to \( \Delta_n \). Since \( u'_i = \sum x'_i \lambda_i \) and \( v_k = \sum \mu_k x'_j \), we have \( u'_i X v_k = \sum x'_i \lambda_i \mu_j x_j \in \mathfrak{M} \).

This result implies that any simple ring with minimal ideals is either a division ring or a locally matrix ring. Hence we have the following theorem.

**Theorem 10.** Any Jordan homomorphism of a simple ring with minimal ideals which is not a division ring is a sum of a homomorphism and an anti-homomorphism.

Let \( \mathfrak{A} \) be any indecomposable ring which has the property that any Jordan homomorphism of \( \mathfrak{A} \) is a sum of a homomorphism and an anti-homomorphism. By indecomposability we mean that if \( \mathfrak{A} = \mathfrak{A}_1 \oplus \mathfrak{A}_2 \), where \( \mathfrak{A}_1 \) and \( \mathfrak{A}_2 \) are ideals in \( \mathfrak{A} \), then either \( \mathfrak{A}_1 = \{0\} \) or \( \mathfrak{A}_2 = \{0\} \). Let \( J \) be a Jordan homomorphism of \( \mathfrak{A} \) onto itself. Then it follows directly that \( J \) is either a homomorphism or anti-homomorphism. Thus we see that any Jordan homomorphism of an indecomposable locally matrix ring onto itself, and hence of any simple ring with minimal ideals (Theorems 2, 10), is either a homomorphism or an anti-homomorphism\(^{(4)} \). We proceed to show that this property can be carried

\(^{(4)}\) Cf. [7, Lemma 1].

\(^{(5)}\) This contains the result recently announced by Hua [5] that any Jordan automorphism of a simple ring which satisfies the descending chain condition is either an automorphism or an anti-automorphism.
over to general primitive rings with minimal ideals. This result is also a consequence of a more general theorem which we shall obtain later (Theorem 21). However, the present method is also of interest since it can be applied in other cases.

**Lemma 5.** Let $\mathcal{B}$ be a ring which contains a nonzero ideal $\mathfrak{I}$ such that the following conditions hold: (i) the centralizer of $\mathfrak{I}$ is equal to the center $C$ of $\mathcal{B}$, (ii) $C \cap \mathfrak{I} = (0)$, (iii) no nonzero element of $C$ is a zero divisor. Let $J$ be a Jordan homomorphism of $\mathcal{B}$ onto itself which induces a homomorphism (anti-homomorphism) of $\mathfrak{I}$ onto itself. Then $J$ is a homomorphism (anti-homomorphism).

**Proof.** Let $f, g \in \mathfrak{I}$ and $a, b \in \mathcal{B}$. Then $(af)J - afJ = fJa - (fa)J$, $g'((af)J - afJ) = (gaf)J - gafJ$, and $(fJa - (fa)J)g' = fJa'g - (fag)J$. Since $(gaf)J - gafJ = fJa'g - (fag)J$, it follows that $(af)J - afJ$ commutes with every $g'$. By (i), $(af)J - afJ$ is in the center and, by (ii), $(af)J = afJ$. Since $J$ is a Jordan homomorphism, we have also that $(fa)J = fJa$. By an argument similar to the foregoing, we can now prove that $(ab)J - abJ$ commutes with every $f'$. Hence $(ab)J - abJ$ is in $C$. Since $[(ab)J - abJ][{(ab)J - abJ}] = 0$, it follows from (iii) that either $(ab)J = abJ$ or $(ab)J = abJ$. Hence by Hua's lemma, $J$ is either a homomorphism or an anti-homomorphism in $\mathcal{B}$. Since $\mathfrak{I}$ is not commutative (by (i) and (ii)) and since $J$ maps $\mathfrak{I}$ homomorphically, $J$ maps $\mathcal{B}$ homomorphically. A similar argument applies to the case in which $J$ is an anti-homomorphism.

In order to apply this result to primitive rings with minimal ideals, we require some information concerning the ideal structure of the associated special Jordan rings.

A subset $\mathfrak{I}$ of a ring $\mathfrak{A}$ is called a Jordan ideal in $\mathfrak{A}$ provided (1) $\mathfrak{I}$ is a group under addition, (2) $\mathfrak{I}$ contains $\{az\} = az + za$ for all $a \in \mathfrak{A}$ and $z \in \mathfrak{I}$, (3) $\mathfrak{I}$ contains the elements $z^2,aza, zaz$ for all $a \in \mathfrak{A}$ and $z \in \mathfrak{I}$. If $\mathfrak{I}$ admits the operator $1/2$, then (1) and (2) imply (3). This is a consequence of the relations $2u^2 = \{uu\}$ and $2uv = \{u\}/2 = \{vu\}$. From the relations $uvw + wvu = (u+w)v(u+w) - uvw - wuv$ and $uvw + wuv = \{u\} = \{vw\} - (uvw + wuv) = \{w\}/2 = (wuv + uvw)$, it follows that elements of the form $uvw + wuv$ are in $\mathfrak{I}$ provided either $u, v, w$ is in $\mathfrak{I}$. Under the above definition, the kernel of a Jordan homomorphism of $\mathfrak{A}$ is a Jordan ideal in $\mathfrak{A}$.

**Theorem 11.** Every Jordan ideal in a locally matrix ring is an ordinary ideal.

**Proof.** Let $\mathfrak{I}$ be a Jordan ideal in a locally matrix ring $\mathfrak{A}$. We have only to prove that $az$ and $za$ belong to $\mathfrak{I}$ for all $a \in \mathfrak{A}$ and $z \in \mathfrak{I}$. Let $\mathfrak{D}_n (n \geq 2)$ denote a matrix subring of $\mathfrak{A}$ which contains the elements $a, z$ and observe that $\mathfrak{I} \cap \mathfrak{D}_n$

(19) It is not known whether or not the homomorphic image of a special Jordan ring is a special Jordan ring. This is an unsolved problem even for the case of finite-dimensional algebras.
is a Jordan ideal in $D_n$. Thus it is sufficient to prove the theorem for the case in which $\mathcal{A}$ is a matrix ring $D_n$ ($n \geq 2$).

Let $\{ e_{ij} \}$ be the matrix units in $D_n$ and denote by $\Lambda$ the collection of all $\alpha \in D$ such that $\alpha e_{ij} \in 3$ for some $i, j$. Note that, if $\alpha e_{ij} \in 3$, then $\alpha e_{ij} = \{ \alpha e_{ii}, e_{ij} \}$ for $i \neq j$ so that $\Lambda$ consists of all $\alpha \in D$ such that $\alpha e_{ij} \in 3$ for some $i \neq j$. We prove that $\Lambda_n$ is an ideal in $D_n$ and that $\Lambda_n = 3$.

Let $\alpha$ be an arbitrary element of $\Lambda$ and choose $i \neq j$ such that $\alpha e_{ij} \in 3$. For every $p$ we have $\alpha e_{pj} = e_{pj}(\alpha e_{ij})e_{jj} + e_{jj}(\alpha e_{ij})e_{pj}$. Therefore $\alpha e_{pj} \in 3$. Now consider arbitrary $p, q$. If $p = q = j$, then we already have $\alpha e_{pq} \in 3$. Hence assume either $p \neq j$ or $q \neq j$. Then $\alpha e_{pq} = e_{pp}(\alpha e_{pj})e_{jq} + e_{jq}(\alpha e_{pj})e_{pp}$. Therefore $\alpha e_{pq} \in 3$ for all $p, q$ and consequently $\Lambda_n \subseteq 3$. It also follows here that $\Lambda$ is a group under addition. Furthermore let $\alpha \in \Lambda$, $d \in D$ and choose $i \neq j$ such that $\alpha e_{ij} \in 3$. Since $\alpha d e_{ij} = \{ \alpha e_{ij}, d e_{ij} \}$ and $\alpha e_{ij} = \{ d e_{ii}, \alpha e_{ij} \}$, we have $\alpha d \in \Lambda$ and $d \alpha \in \Lambda$. Therefore $\Lambda$ is an ideal in $D_n$ so that $\Lambda_n \subseteq 3$. It also follows here that $\Lambda$ is a group under addition. Furthermore let $\alpha \in \Lambda$, $d \in D$ and choose $i \neq j$ such that $\alpha e_{ij} \in 3$. Then $\alpha e_{ij} = e_{ij}(\alpha e_{ij})e_{ij}$ so that $\alpha e_{ij} \in 3$ for all $i, j$. This implies $\alpha \in \Lambda$ and hence $a \in \Lambda_n$. In other words $3 \subseteq \Lambda_n$. Therefore $3 = \Lambda_n$.

Now let $\mathfrak{A}$ denote a primitive ring with minimal ideals and let $\mathfrak{B}$ be the minimal two-sided ideal contained in $\mathfrak{A}$. We assume that $\mathfrak{A}$ is not a division ring, in which case $\mathfrak{B}$ is a locally matrix ring.

**Theorem 12.** Every nonzero Jordan ideal in $\mathfrak{B}$ contains $\mathfrak{A}$.

**Proof.** Let $3$ be a nonzero Jordan ideal in $\mathfrak{B}$ and set $3_0 = 3 \cap \mathfrak{A}$. Clearly $3_0$ is a Jordan ideal in $\mathfrak{A}$. Furthermore, if $a$ is a nonzero element of $\mathfrak{B}$, then there exists an element of $f \in \mathfrak{B}$ such that $raf \neq 0$. Since $raf \in 3_0$, it follows that $3_0 \neq (0)$. By Theorem 11, $3_0$ is an ideal in $\mathfrak{B}$ so that $3_0 = \mathfrak{A}$, since $\mathfrak{A}$ is simple. In other words $3 \subseteq 3_0$.

**Theorem 13.** Any Jordan homomorphism of $\mathfrak{B}$ onto itself which does not map $\mathfrak{A}$ into zero is either an isomorphism or anti-isomorphism.

**Proof.** Denote the Jordan homomorphism by $J$ and observe that the kernel of the homomorphism is a Jordan ideal in $\mathfrak{B}$. By Theorem 12 the kernel must either be zero or contain $\mathfrak{A}$, and the latter possibility is ruled out since $\mathfrak{B}$ is not mapped into zero. It follows that $J$ is a Jordan isomorphism of $\mathfrak{B}$ onto itself. Furthermore $\mathfrak{B}'$ is a nonzero Jordan ideal in $\mathfrak{B}$ so that $\mathfrak{A} \subseteq \mathfrak{B}'$. A similar argument using the inverse mapping $J^{-1}$ gives $\mathfrak{B}' \subseteq \mathfrak{A}$ and hence $\mathfrak{A}' = \mathfrak{A}$. Therefore $J$ is a Jordan isomorphism of $\mathfrak{B}$ onto itself. Since $\mathfrak{B}$ is a simple locally matrix ring, it follows from Theorem 8 and the remarks preceding Lemma 5 that $J$ is either an isomorphism or anti-isomorphism of $\mathfrak{B}$ onto $\mathfrak{B}$. An application of Lemma 5 now completes the proof.

6. Lie triple system homomorphisms and Jordan homomorphisms. In this section we develop a Lie ring method for the study of Jordan homomorphisms. If $J$ is a Jordan homomorphism of a ring $\mathfrak{A}$ into a ring $\mathfrak{B}$ and is at the same time a Lie homomorphism in the sense that $[ab]' = [a' b']$, then $2(ab)' = (\{ ab \} + [ab])' = (\{ a' b' \} + [a' b']) = 2a'b'$. Hence if $\mathfrak{B}$ has no ele-
ments of additive order 2, then $J$ is a homomorphism. Similarly if $J$ is a Jordan homomorphism and a Lie anti-homomorphism in the sense that $[ab]^{t} = [b^{t}a^{t}]$ and $\mathfrak{B}$ has no elements of additive order 2, then $J$ is an anti-homomorphism. Now we know that any Jordan homomorphism is a Lie triple system homomorphism, that is, $[[ab]c]^{t} = [[a^{t}b^{t}]c^{t}]$. Hence, we raise the question: Under what conditions is a Lie triple system homomorphism of a ring either a Lie homomorphism or a Lie anti-homomorphism?

More generally let $\mathfrak{L}$ be an arbitrary special Lie ring and let $T$ be a Lie triple system homomorphism of $\mathfrak{L}$. The image $2T$ is a Lie triple system and from this it follows easily that the enveloping Lie ring $\mathfrak{M}$ of $\mathfrak{L}$ is the totality $\mathfrak{L}^{T} + [\mathfrak{L}^{n}\mathfrak{L}^{T}]$ of elements of the form $a^{T} + \sum b_{i}^{r}c_{i}^{t}$, $a$, $b_{i}$, $c_{i}$ in $\mathfrak{L}$.

We now define $\mathfrak{M}^{+}$ and $\mathfrak{M}^{-}$ to be the sets of all finite sums of elements of the form $[ab]^{T} - [a^{T}b^{T}]$ and $[ab]^{T} - [b^{T}a^{T}]$ respectively. Observe that $\mathfrak{M}^{+} = (0)$ is necessary and sufficient for $T$ to be a Lie homomorphism of $\mathfrak{L}$ and $\mathfrak{M}^{-} = (0)$ is necessary and sufficient for $T$ to be a Lie anti-homomorphism. We prove now the following result.

**Theorem 14.** $\mathfrak{M}^{+}$ and $\mathfrak{M}^{-}$ are Lie ideals* in $\mathfrak{M}$ and $[\mathfrak{M}^{+}, \mathfrak{M}^{-}] \subseteq \mathfrak{C}$ the center of $\mathfrak{M}$.

**Proof.** It is obvious that $\mathfrak{M}^{+}$ and $\mathfrak{M}^{-}$ are additive groups. Furthermore,

$$[[ab]^{T} - [a^{T}b^{T}], c^{T}] = [[ab]^{T}c^{T}] - [[a^{T}b^{T}]c^{T}] = [[ab]c]^{T} - [[ab]c^{T}]^{T}.$$ 

Therefore $\mathfrak{M}^{+}$ is a Lie ideal. Similarly $\mathfrak{M}^{-}$ is a Lie ideal in $\mathfrak{M}$. Also,

$$[[ab]^{T} - [a^{T}b^{T}], [cd]^{T} - [d^{T}c^{T}]x^{T}] = [[[ab][cd][x^{T}] - [[[ab][d^{T}c^{T}]x^{T}]] x^{T}$$

$$= [[[ab][cd][x^{T}] - [[[ab][d^{T}c^{T}]x^{T}]] x^{T}$$

$$= [[[ab][cd][x^{T}] - [[[ab][d^{T}c^{T}]x^{T}]] x^{T}$$

$$= [[[ab][cd][x^{T}] - [[[ab][d^{T}c^{T}]x^{T}]] x^{T}$$

By the Jacobi identity, $[[[ab][c^{T}d^{T}]x^{T}] = [[[ab][c^{T}d^{T}]x^{T}] + [[[ab][c^{T}d^{T}]x^{T}] = [[[ab][c^{T}d^{T}]x^{T}]$. Therefore it follows that $[\mathfrak{M}^{+}, \mathfrak{M}^{-}] \subseteq \mathfrak{C}$.

**Theorem 15.** Let $T$ be a Lie triple system homomorphism of the special Lie ring $\mathfrak{L}$ and denote by $\mathfrak{M}$ the enveloping Lie ring of $\mathfrak{L}$ and $\mathfrak{C}$ the center of $\mathfrak{M}$. Assume (i) $\mathfrak{M}/\mathfrak{C}$ has no commutative Lie ideals and (ii) any two nonzero Lie ideals in $\mathfrak{M}/\mathfrak{C}$ have a nonzero intersection. Then $T$, when restricted to the Lie

* Cf. [10, p. 155].

**An ideal** in a special Lie ring is defined to be a subgroup of the additive group which is closed under commutation with arbitrary elements of the Lie ring.
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ring \([\mathfrak{L}, \mathfrak{L}]\), is either a Lie homomorphism or anti-homomorphism.

**Proof.** Using the notation in Theorem 14, we set \(U = (\mathfrak{M}^+ + \mathfrak{C}) \cap (\mathfrak{M}^- + \mathfrak{C})\) and observe that \([U, U] \subseteq \mathfrak{L}\). Therefore \([U/\mathfrak{L}, U/\mathfrak{L}] = 0\) and since \(U/\mathfrak{L}\) is a Lie ideal in \(\mathfrak{M}/\mathfrak{C}\) it follows by condition (i) that \(U/\mathfrak{C} = 0\). Hence \(U = \mathfrak{C}\) so that \((\mathfrak{M}^+ + \mathfrak{C})/\mathfrak{C} \cap (\mathfrak{M}^- + \mathfrak{C})/\mathfrak{C} = 0\). By condition (ii) this implies either \(\mathfrak{M}^+ \subseteq \mathfrak{L}\) or \(\mathfrak{M}^- \subseteq \mathfrak{L}\). If \(\mathfrak{M}^+ \subseteq \mathfrak{L}\), then

\[([ab]^Tc^T) - ([ab]c)^T = ([ab]T - [a^Tb^T], c^T) = 0\]

for all \(a, b, c\). In particular, \([([ab][cd])^T = ([ab]^T[cd]^T]\). In other words, \(T\) is a Lie homomorphism on \([\mathfrak{L}, \mathfrak{L}]\). Similarly, if \(\mathfrak{M}^- \subseteq \mathfrak{L}\) then \(T\) is a Lie anti-homomorphism on \([\mathfrak{L}, \mathfrak{L}]\).

**Corollary.** Let \(\mathfrak{L}\) be a simple Lie ring in which \([\mathfrak{L}, \mathfrak{L}] \neq 0\). Then any Lie triple system homomorphism of \(\mathfrak{L}\) onto itself is either a Lie homomorphism or anti-homomorphism.

Since a Jordan homomorphism of a ring is also a Lie triple system homomorphism, the above results apply to this case. Moreover, by exploiting the special properties of a Jordan homomorphism we obtain the following theorem.

**Theorem 16.** Let \(J\) be a Jordan homomorphism of a ring \(\mathfrak{A}\) into a ring \(\mathfrak{B}\) and denote by \(\mathfrak{M}\) the enveloping Lie ring of \(\mathfrak{A}\) and \(\mathfrak{C}\) the center of \(\mathfrak{M}\). Assume (i) \(\mathfrak{M}/\mathfrak{C}\) has no commutative Lie ideals, (ii) any two nonzero Lie ideals in \(\mathfrak{M}/\mathfrak{C}\) have a nonzero intersection, (iii) no nonzero element of \(\mathfrak{C}\) is a zero divisor in \(\mathfrak{M}\) and (iv) \(\mathfrak{B}\) contains no elements of additive order two. Then \(J\) is either a homomorphism or anti-homomorphism.

**Proof.** As in the proof of Theorem 11 either \(\mathfrak{M}^+ \subseteq \mathfrak{L}\) or \(\mathfrak{M}^- \subseteq \mathfrak{L}\) where \(\mathfrak{M}^+\) and \(\mathfrak{M}^-\) are defined as before with \(T = J\). Furthermore,

\[([ab]^T - [a^Tb^T]) - ((ab)^T - (ba)^T - a^Tb^T + b^Ta^T)
= (ab)^T - (ba)^T - 2a^Tb^T + a^Tb^T + b^Ta^T
= 2((ab)^T - a^Tb^T).
\]

Similarly \([ab]^T - [b^Ta^T]) = 2([ab]^T - b^Ta^T]\). Hence, by relation (7) in §1,

\([([ab]^T - [a^Tb^T])([ab]^T - [b^Ta^T]) = 0\).

It follows by condition (iii) that either \([a, b]^T = [a^Tb^T]\) or \([ab]^T = [b^Ta^T]\) for all \(a, b\). Therefore, by Lemma 1, \(J\) must be either a Lie homomorphism or anti-homomorphism. The desired result now follows from the remarks at the beginning of this section.

**7. Further properties of Jordan homomorphisms.** In Theorem 16 of the preceding section we have obtained sufficient conditions under which a Jordan homomorphism \(J\) of one ring \(\mathfrak{A}\) into a second ring \(\mathfrak{B}\) reduces to either a homo-
morphism or anti-homomorphism. The proof was based on results obtained for general Lie triple system homomorphisms. By exploiting from the outset the fact that $J$ is a Jordan homomorphism, we obtain in this section a theorem similar to Theorem 16 but without any restriction on the additive order of elements of $\mathcal{B}$. This is accomplished by considering in place of the enveloping Lie ring of $\mathcal{H}$ another, in general larger, Lie ring.

Let $\mathcal{H}$ be any special Jordan ring and denote its enveloping Lie ring by $\mathcal{M}$. Consider the set $\mathcal{H}$ of all finite sums of the form $x + \sum y_i z_i$ where $x$, $y_i$, $z_i$ are elements of $\mathcal{H}$. It is obvious that $\mathcal{M} \subseteq \mathcal{H}$ and since $2yz = [yz] + [yz]$, we have $\mathcal{M} = \mathcal{H}$ in case $\mathcal{M}$ admits the operator $1/2$. From the obvious identities

$$[x, yz] = (xyz + zyx) - (yz + zy)x,$$

$$[xy, uv] = x(yuv + vuy) - (uvx + xvu)y$$

and the fact that expressions of the form $xyz + zyx$, $yz + zy$ are Jordan polynomials, it follows easily that $\mathcal{M}$ is a Lie ring. We shall call $\mathcal{M}$ the extended enveloping Lie ring of $\mathcal{H}$. The following example shows that $\mathcal{M}$ is, in general, actually larger than $\mathcal{H}$. Let $\mathcal{H}$ be any noncommutative ring every element of which has additive order two. Consider the symmetrized direct sum $\mathcal{H} \oplus \mathcal{H}'$ and let $\mathcal{H}$ be the special Jordan subring of $\mathcal{H} \oplus \mathcal{H}'$ consisting of all elements of the form $r = r + r'$. Observe that $xy - \tilde{y}x = [xy]$ is an element of $\mathcal{M}$ while every element of $\mathcal{H}$ has the form

$$a + \sum [b_i c_i] = a + \sum [b_i c_i] + (a - \sum [b_i c_i])'.$$

Hence if $xy - \tilde{y}x$ were in $\mathcal{M}$, then there would exist $a$, $b_i$, $c_i$ such that

$$a + \sum [b_i c_i] = [xy], \quad a - \sum [b_i c_i] = 0.$$

Adding these relations we obtain $[xy] = 2a = 0$. Therefore if $[xy] \neq 0$, then $xy - \tilde{y}x \notin \mathcal{M}$.

We return now to the Jordan mapping $J$ of $\mathcal{H}$ into $\mathcal{B}$ and denote by $\mathcal{M}$ the extended enveloping Lie ring of $\mathcal{H}$. The identities (13), (14) become

$$[a, b' c'] = (abc + cba) - (bc + cb)t a',$$

$$[a'b', c'd'] = a'b'(bcd + dcb) - (adc + cda)t b'.$$

Two successive applications of (15) lead to

$$[[a', b' c'] d'] = (abcd + dbca - cbad - dabc)t$$

and an application of (16) followed by two applications of (15) lead to

$$[[a'b', c'd'] x'] = (badc + xcdab - dcbx - xabcd)t$$

and an application of (16) followed by two applications of (15) lead to

$$[[a'b', c'd'] x'] = (badc + xcdab - dcbx - xabcd)t$$

Next define the sets $\mathcal{H}^+$ and $\mathcal{H}^-$ to consist of all finite sums of elements
of the form \((ab)^t - a^tb^t\) and \((ab)^t - b^ta^t\) respectively. The analogue of Theorem 14 holds for \(\mathfrak{N}^+\) and \(\mathfrak{N}^-\).

**Theorem 17.** \(\mathfrak{N}^+\) and \(\mathfrak{N}^-\) are Lie ideals in \(\mathfrak{A}\) and \([\mathfrak{N}^+, \mathfrak{N}^-] \subseteq \mathfrak{S}\), the center of \(\mathfrak{A}\).

**Proof.** It is obvious that \(\mathfrak{N}^+\) and \(\mathfrak{N}^-\) are additive groups. Furthermore, by identity (15) above,

\[
[(ab)^t - a^tb^t, c^t] = (cab)^t - c^t(ab)^t + (bac)^t - (ba)^tc^t,
\]

and, by identities (15) and (16),

\[
[(ab)^t - a^tb^t, c^t'd^t] = (abed + dcbay - (cd + dc)ab)^t - a^t(bcd + dc)^t + (adc + cda)^t b^t
\]

\[
+ (adcb)^t - a^t(dcb)^t - [(adcb)^t - (adc)^t b^t]
\]

\[
+ (cdab)^t - (cd)^t(ab)^t - [(cdab)^t - (cda)^t b^t].
\]

It follows that \(\mathfrak{N}^+\) is a Lie ideal in \(\mathfrak{A}\) and a similar proof shows that \(\mathfrak{N}^-\) is also a Lie ideal in \(\mathfrak{A}\).

We have

\[
[(ab)^t - a^tb^t, (cd)^t - d^tc^t] x^t = [(ab)^t, (cd)^t] x^t + [a^t b^t, (ab)^t] x^t
\]

\[
+ [(cd)^t, a^t b^t] x^t + [(cd)^t, a^t b^t] x^t.
\]

Each term on the right-hand side of (19) will be considered individually. The first term can be written

\[
[(ab)^t, (cd)^t] x^t = (abcd - cdab - xabcd + xcdab)^t.
\]

After application of (17), the second and third terms become

\[
[(cd)^t, (ab)^t] x^t = - (abcd + xcdab - cdab - xabcd)^t
\]

\[
- (abc + xab + xab - ab)^t x^t,
\]

\[
[(cd)^t, a^t b^t] x^t = (cdab + xab + xab - bcd)^t - [a^t b^t, (ab)^t] x^t
\]

\[
+ (cdab + xab - bcd - ab)^t x^t.
\]

By (18) the last term becomes

\[
[(a^t b^t, d^t c^t], x^t = (xcdab + bacdx - xabdc - cdbax)^t
\]

\[
+ (abc + cdb - dcb - bad)^t x^t.
\]

Substitution of (20)–(23) in (19) gives zero. Therefore \([\mathfrak{N}^+, \mathfrak{N}^-] \subseteq \mathfrak{S}\).

A simple adaptation of the argument in the proof of Theorem 16 gives the following theorem.

**Theorem 18.** Let \(J\) be a Jordan homomorphism of a ring \(\mathfrak{A}\) into a ring \(\mathfrak{B}\)
and denote by $\mathcal{R}$ the extended enveloping Lie ring of $\mathcal{A}$ and by $\mathcal{S}$ the center of $\mathcal{R}$. Assume (i) $\mathcal{R}/\mathcal{S}$ contains no commutative Lie ideals, (ii) any two Lie ideals in $\mathcal{R}/\mathcal{S}$ have a nonzero intersection, and (iii) no nonzero element of $\mathcal{S}$ is a zero divisor in $\mathcal{R}$. Then $J$ is either a homomorphism or anti-homomorphism.

8. Lie structure of matrix rings. Application to primitive rings with minimal ideals. In order to apply the results of the preceding two sections to the case of primitive rings with minimal ideals, some information concerning the ideal structure of the associated special Lie rings is needed. We consider first a general matrix ring $\mathfrak{D}_n$, where $n \geq 2$ and, in case $n = 2$, $2\mathcal{D} = \mathcal{D}$.

**Theorem 19.** Let $\mathfrak{B}$ be any Lie ideal in $\mathfrak{D}_n$ not contained in the center of $\mathfrak{D}_n$. Then there exists a nonzero ideal $\Lambda$ in the ring $\mathcal{D}$ such that $[\mathfrak{D}_n, \Lambda] \neq \mathcal{D}$.

**Proof.** Denote by $\Lambda$ the collection of all $\alpha \in \mathcal{D}$ such that $\alpha e_{ij} \in \mathfrak{B}$ for some $i \neq j$. We prove that $\Lambda$ satisfies the desired conditions.

First let $\alpha$ be an arbitrary element of $\Lambda$ and choose $i \neq j$ such that $\alpha e_{ij} \in \mathfrak{B}$. We show that $\alpha e_{pq} \in \mathfrak{B}$ for all $p \neq q$. If $n \geq 3$, choose $k$ such that $k \neq i$ and $k \neq j$. Then

$$\alpha e_{pq} = [e_k, e_{pq} + \alpha e_{ij}]$$

and hence $\alpha e_{pq} \in \mathfrak{B}$. On the other hand, if $n = 2$, then $2\mathcal{D} = \mathcal{D}$ and there exists $\omega \in \mathcal{D}$ such that $2\omega = 1$. Moreover

$$\alpha e_{ij} = [\omega e_{ij}, [\alpha e_{ij}, e_{ij}]]$$

and hence $\alpha e_{ij} \in \mathfrak{B}$. It follows that $\alpha e_{pq} \in \mathfrak{B}$ for all $p \neq q$ in this case as well. We can now conclude that $\Lambda$ is a group under addition. Moreover, for $\alpha \in \Lambda$ and $d \in \mathcal{D}$, $\alpha d e_{ij} = [d e_{ij}, \alpha e_{ij}]$ and $\alpha d e_{ij} = [\alpha e_{ij}, d e_{ij}]$ for $i \neq j$. Therefore $\Lambda$ is an ideal in $\mathcal{D}$ and hence $\Lambda(\mathfrak{D}_n)$ is an ideal in $\mathfrak{D}_n$. We prove next that $\Lambda(\mathfrak{D}_n) \neq 0$. Let $a = \sum \alpha i e_{ij}$ be an element of $\mathfrak{B}$ not in the center of $\mathfrak{D}_n$ and assume first that $\alpha i = 0$ for all $i \neq j$. Then $a = \sum \alpha i e_{ji}$. Since $a$ is not in the center of $\mathfrak{D}_n$, there exists $d e_{rs}, d \in \mathcal{D}$, such that $[a, d e_{rs}] = (\alpha r d - \alpha s d) e_{rs} \neq 0$. If $r \neq s$ it is immediate that $\Lambda(\mathfrak{D}_n) \neq 0$. If $r = s$, choose $t \neq r$. Then $[\alpha r t, d] \neq 0$ and

$$[[a, d e_{rt}] e_{rt}] = [\alpha r t, d] e_{rt}$$

and again $\Lambda(\mathfrak{D}_n) \neq 0$. Now assume that $\alpha i \neq 0$ for some $i \neq j$. If $n \geq 3$, there exists $k$ such that $k \neq i$ and $k \neq j$. Thus $[e_{ij}, e_{jk}] = \alpha i e_{jk}$ so that $\alpha i \in \Lambda$. If $n = 2$, choose $\omega \in \mathcal{D}$ as before so that $2\omega = 1$. Then

$$[[\omega e_{ij}, \alpha e_{ji}] e_{ji}] = \alpha i e_{ij}.$$
\[ j \neq p, \text{ it is immediate that } \{de_{ij}, a\} \subseteq 3. \text{ Hence assume } i = p = j. \text{ Then} \]
\[ \{de_{ii}, a\} = \{d\alpha\}a. \]

Since
\[ \{d\alpha\}a \subseteq \{de_{pp}[a\alpha_{pp}, e_{qp}]\} \]
and \[ a\alpha_{pp} \subseteq 3 \text{ for } p \neq q, \]

it follows that \[ \{d\alpha\}a \subseteq 3. \] This completes the proof.

Observe that if the matrix ring \( D_n \) is simple, then every Lie ideal of \( D_n \), not contained in the center of \( D_n \), must contain \( [D_n, D_n] \). More generally, if \( A \) is a locally matrix ring such that every finite subset of \( A \) can be contained in a simple matrix ring, then every Lie ideal of \( A \), not in the center of \( A \), contains \( [A, A] \).

In particular this is true if \( A \) is a simple ring with minimal ideals.

In the remainder of this section \( B \) will denote a primitive ring with minimal ideals. The notations introduced in §5 will be used here. It will be assumed throughout our discussion that \( \dim B \geq 2 \) and, if \( \dim B = 2 \), then \( A \) is not of characteristic two.

**Theorem 20.** Every Lie ideal in \( B \) not contained in the center of \( B \) contains \( [A, A] \).

**Proof.** If \( B \) is finite-dimensional, then \( B = F \) and the desired result follows from Theorem 19. Therefore assume \( B \) to be infinite-dimensional in which case \( F \) has center zero. Let \( 3 \) be a Lie ideal in \( B \) not contained in the center of \( B \) and set \( 3_0 = 3 \cap F. \) Since the centralizer of \( F \) in \( B \) is equal to the center of \( B \), there exist elements \( f \in F \) and \( a \in 3 \) such that \( [f, a] \neq 0. \) Evidently \( [f, a] \subseteq 3 \cap F \) so that \( 3_0 \neq 0. \) Since \( F \) is simple and \( 3_0 \) is a nonzero Lie ideal in \( F \), it follows that \( [F, F] \subseteq 3_0 \subseteq 3 \), by the remark following the proof of Theorem 19.

By virtue of Theorem 20 we can apply Theorem 18 to the case of primitive rings. In what follows \( B \) will denote a primitive ring satisfying the conditions imposed for Theorem 20.

**Theorem 21.** Let \( J \) be any Jordan homomorphism of a ring \( A \) into the ring \( B. \) If the extended enveloping Lie ring of \( A \) is equal to \( B, \) then \( J \) is either a homomorphism or an anti-homomorphism.

**Proof.** We have only to prove that \( A = B \) satisfies conditions (i)–(iii) of Theorem 18. Let \( 3 \) denote any nonzero Lie ideal in \( B/\mathcal{S}, \) where \( \mathcal{S} \) is the center of \( B. \) The union of all cosets belonging to \( 3 \) is clearly a Lie ideal in \( B \) not contained in \( \mathcal{S}. \) Therefore, by Theorem 20, \( 3 \subseteq [F, F] + \mathcal{S} \subseteq 3 \) and hence \( (F, F) + \mathcal{S} \subseteq 3. \) Since \( (F, F) + \mathcal{S} \) is evidently a noncommutative ideal in \( B/\mathcal{S}, \) it follows that conditions (i) and (ii) are satisfied. Since \( \mathcal{S} \) is contained in \( \Delta, \) condition (iii) is also satisfied.

**Corollary.** Any Jordan homomorphism of a ring \( A \) onto the primitive ring
$\mathfrak{B}$ is either a homomorphism or an anti-homomorphism.

9. Some examples. In the preceding section we have solved the problem of determining the Jordan homomorphisms of rings onto primitive rings with minimal ideals. However, this does not give a complete solution of the problem of Jordan homomorphisms of primitive rings with minimal ideals. For certain rings of this type the results of §4 give a complete solution. On the other hand, as we proceed to show by examples, Jordan homomorphisms of primitive rings may be more complicated than the sums of homomorphisms and anti-homomorphisms.

We consider first the following rings which are not primitive.

Example 3. Let $\mathfrak{A}$ and $\mathfrak{B}$ be algebras with bases $(e, f, g)$ and $(e', f', g')$ respectively and multiplication tables as follows:

<table>
<thead>
<tr>
<th></th>
<th>$e$</th>
<th>$f$</th>
<th>$g$</th>
<th></th>
<th>$e'$</th>
<th>$f'$</th>
<th>$g'$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$e$</td>
<td>$e$</td>
<td>$e$</td>
<td>$e$</td>
<td></td>
<td>$e'$</td>
<td>$e'$</td>
<td>$g'$</td>
</tr>
<tr>
<td>$f$</td>
<td>$f$</td>
<td>$f$</td>
<td>$f$</td>
<td></td>
<td>$f'$</td>
<td>$e' + f' - g'$</td>
<td>$f'$</td>
</tr>
<tr>
<td>$g$</td>
<td>$g$</td>
<td>$g$</td>
<td>$g$</td>
<td></td>
<td>$g'$</td>
<td>$e'$</td>
<td>$g'$</td>
</tr>
</tbody>
</table>

Then $e^2 = e$, $f^2 = f$, $g^2 = g$, $\{ef\} = e + f$, $\{eg\} = e + g$, $\{fg\} = f + g$ and $(e')^2 = e'$, $(f')^2 = f'$, $(g')^2 = g'$, $\{e'f'\} = e' + f'$, $\{e'g'\} = e' + g'$, $\{f'g'\} = f' + g'$. Hence $ae + bf + cg \rightarrow ae' + bf' + cg'$ is a Jordan isomorphism which is neither an isomorphism nor an anti-isomorphism.

Example 4. Let $\mathfrak{G}$ be a subalgebra of a matrix algebra $\Phi$, which has a Jordan homomorphism that is not a homomorphism or anti-homomorphism. Thus we can take $\mathfrak{G}$ to be a matrix algebra which is isomorphic to the $\mathfrak{A}$ of example 3. Let $\mathfrak{A}$ be the algebra of infinite matrices of the form

$$
\begin{bmatrix}
A & G \\
G & G \\
G & G \\
& & \ddots
\end{bmatrix}
$$

where $A \in \Phi_{nn}$, $n$ arbitrary, and $G \in \mathfrak{G}$. Then $\mathfrak{A}$ contains the matrices of the
form (24) with $G=0$ and the linear transformations corresponding to these matrices have finite rank. It follows easily that $\mathfrak{A}$ is a primitive ring with minimal ideals. Also it is clear that the mapping which sends the matrix (24) into $G$ is a homomorphism. If we follow this mapping with a Jordan homomorphism of $\mathfrak{B}$ which is not a homomorphism or anti-homomorphism, then we obtain a Jordan homomorphism of $\mathfrak{A}$ which is neither a homomorphism nor an anti-homomorphism.

10. Application to derivations. An additive mapping $D$ of a ring $\mathfrak{A}$ into itself is called a derivation provided

$$ (ab)^D = ab^D + a^Db. $$

It is called a Jordan derivation provided

$$ (a^2)^D = aa^D + a^Da $$

and also

$$ (aba)^D = a^Db + ab^D + aba^D. $$

It follows from (26) that

$$ \{ab\}^D = \{ab^D\} + \{a^Db\}, $$

where $\{ab\} = ab + ba$. If no element of $\mathfrak{A}$ is of additive order two, then it is not difficult to show that (28) implies (26) and (27). It is obvious that every derivation is a Jordan derivation. Our purpose here is to show that, for certain rings $\mathfrak{A}$, every Jordan derivation is actually a derivation.

**Theorem 22.** If $\mathfrak{A}$ has an identity and if every Jordan homomorphism of $\mathfrak{A}$ is the sum of a homomorphism and an anti-homomorphism, then every Jordan derivation in $\mathfrak{A}$ is a derivation.

**Proof.** Define the mapping $J$ of $\mathfrak{A}$ by

$$ a \rightarrow a^J = \begin{pmatrix} a & a^D \\ 0 & a \end{pmatrix}. $$

Then $J$ is a Jordan homomorphism of $\mathfrak{A}$. Denote the enveloping ring of $\mathfrak{A}'$ by $\mathfrak{C}$ and note that $\mathfrak{C}$ has an identity since $\mathfrak{A}$ has. By hypothesis, $J$ is the sum of a homomorphism and an anti-homomorphism. Hence there exists a decomposition $1 = E_1 + E_2$ of the identity in $\mathfrak{C}$ such that $E_1$, $E_2$ are in the center of $\mathfrak{C}$, $E_i E_j = \delta_{ij} E_i$, $a \rightarrow a^d E_1$ is a homomorphism and $a \rightarrow a^d E_2$ is an anti-homomorphism. If

$$ E_i = \begin{pmatrix} \epsilon_i & u_i \\ 0 & \epsilon_i \end{pmatrix}, \quad i = 1, 2, $$

then it is clear that $1 = e_1 + e_2$, $e_1 e_2 = \delta_{ij} e_i$, and $e_1$, $e_2$ are in the center of $\mathfrak{A}$.  
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Using the fact that \( a \rightarrow a^f E_1 \) is a homomorphism, we obtain
\[
\begin{pmatrix}
ab & (ab)^D \\
0 & ab
\end{pmatrix}
\begin{pmatrix}
e_1 & u_1 \\
0 & e_1
\end{pmatrix}
= 
\begin{pmatrix}
a & a^D \\
0 & a
\end{pmatrix}
\begin{pmatrix}
b & b^D \\
0 & b
\end{pmatrix}
\begin{pmatrix}
e_1 & u_1 \\
0 & e_1
\end{pmatrix}
= 
\begin{pmatrix}
abe_1 & abu_1 + (ab^D + a^Db)e_1 \\
0 & abe_1
\end{pmatrix}.
\]
Therefore
\[
abe_1 + (ab)^De_1 = abu_1 + (ab^D + a^Db)e_1,
\]
or
\[
(29) \quad (ab)^De_1 = (ab^D + a^Db)e_1.
\]
Similarly, since \( a \rightarrow a^f E_2 \) is an anti-homomorphism,
\[
\begin{pmatrix}
ab & (ab)^D \\
0 & ab
\end{pmatrix}
\begin{pmatrix}
e_2 & u_2 \\
0 & e_2
\end{pmatrix}
= 
\begin{pmatrix}
b & b^D \\
0 & b
\end{pmatrix}
\begin{pmatrix}
a & a^D \\
0 & a
\end{pmatrix}
\begin{pmatrix}
e_2 & u_2 \\
0 & e_2
\end{pmatrix}
= 
\begin{pmatrix}
bae_2 & bau_2 + (ba^D + b^Da)e_2 \\
0 & bae_2
\end{pmatrix}.
\]
Therefore
\[
(30) \quad abe_2 = bae_2
\]
and
\[
(31) \quad abu_2 + (ab)^De_2 = bau_2 + (ba^D + b^Da)e_2.
\]
Multiplying (31) on the right by \( e_2 \) and observing that, by (30), \( bau_2 e_2 = abu_2 e_2 \) and \( (ba^D + b^Da)e_2 = (ab^D + a^Db)e_2 \), we obtain
\[
(32) \quad abu_2 = (ab^D + a^Db)e_2.
\]
Addition of (29) and (32), with the fact that \( 1 = e_1 + e_2 \), gives \( (ab)^D = ab^D + a^Db \), that is, \( D \) is a derivation.
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