1. Introduction. F. Riesz [13], S. Banach [2] and others have generalized the Fredholm theory of linear integral equations to Banach space. However, except for a short note by R. Caccioppoli [3], nothing has been done regarding the corresponding generalization for the theory of ramifications of solutions arising in the nonlinear integral equation theory as developed by E. Schmidt [17] and also by A. Liapounoff [11]. The object of the work is to fill this gap.

Schmidt considers the problem of determining the local solutions \( u(s) \) of an integral equation, the linear part of which is of the form

\[
\begin{align*}
    u(s) &= \int_a^b C(s, t)u(t)dt.
\end{align*}
\]

The generalization to Banach space of the case in which this expression, regarded as an operator on \( u(s) \), is nonsingular is contained in the work of Hildebrandt and Graves [5]. We consider here the problem of generalizing the case in which the operator is singular, that is, the case in which the operator maps some functions which are not identically zero into the zero function.

In §2, known theorems that are to be applied are listed. In §3, an equation in Banach space \( \mathfrak{X} \) which is a generalization of the integral equation studied by Schmidt is set up. This equation is

\[
\begin{align*}
    (1.1) \quad (I - C)x + S(y) + T(x, y) &= \theta
\end{align*}
\]

where \( I \) is the identity mapping, \( \theta \) is the zero element, \( C \) is linear, completely continuous, \( S \) is a continuous transformation satisfying a Lipschitz condition, and \( T \) is a continuous mapping from \( \mathfrak{X} \times \mathfrak{X} \) into \( \mathfrak{X} \) with certain \( k \)th order properties in \( x \), where \( k \geq 2 \). (The hypotheses are such that if \( T \) is independent of \( y \), then the transformation \( (I - C) \) is the differential at \( \theta \) of the transforma-
The problem is to study, in neighborhoods of the given initial solution \( x = y = \theta \), the local solutions \( x \) of equation (1.1) when \( y \) is given.

By applying the Riesz theory of completely continuous operators \([13]\), a multiplicity for the solutions \( x \) is defined. In order to define this multiplicity, we use the fact from the Riesz theory that

\[
\mathfrak{X} = \mathfrak{X}_1 + \mathfrak{X}^1 \quad \text{(direct sum)}
\]

where \( \mathfrak{X}_1 \) is the null space of the operator \((I - C)\). In \([13]\), it is proved that \( \mathfrak{X}_1 \) is finite-dimensional. Let \( E_1, E^1 \) be the projections of \( \mathfrak{X} \) into \( \mathfrak{X}_1, \mathfrak{X}^1 \) respectively, that is, if \( x = x_1 + x^1 \) in the direct sum decomposition, then

\[
E_1 : x \rightarrow x_1 \quad E^1 : x \rightarrow x^1.
\]

Multiplying equation (1.1) by \( E_1 \) and \( E^1 \), we obtain two equations:

\[
\begin{align*}
M_1(x_1, x^1, y) &= \theta, \\
M^1(x_1, x^1, y) &= \theta
\end{align*}
\]

in \( \mathfrak{X}_1 \) and \( \mathfrak{X}^1 \) respectively where \( x = x_1 + x^1 \). Now instead of solving equation (1.1), we study the solutions \( x_1, x^1 \) of (1.2) and (1.3) when they are solved simultaneously. It is proved that the linear part of \( M^1(x_1, x^1, y) \) in \( x^1 \) is nonsingular and hence that the implicit function theorem of Hildebrandt and Graves \([5]\) may be applied to obtain a solution \( x^1 = F(x_1, y) \) of equation (1.3).

Substituting this expression in equation (1.2), we obtain

\[
M_1[x_1, F(x_1, y), y] = \theta.
\]

Thus the problem of studying the solutions \( x \) of equation (1.1) is reduced to the study of the solutions \( x_1 \) of equation (1.2') which is an equation in the finite-dimensional Euclidean space \( \mathfrak{X}_1 \). The solutions \( x_1 \) are studied by investigating the topological degree at \( \theta \) of the mapping \( M_1[x_1, F(x_1, y), y] \).

We define the multiplicity of the solutions \( x \) of the original equation (1.1) to be this topological degree.

We obtain here complete results when the dimension of \( \mathfrak{X}_1 \) is one; if \( \mathfrak{X} \) is a Banach space over the complex numbers, it is proved that the multiplicity is \( k \), the order of the transformation \( T \). If \( \mathfrak{X} \) is a Banach space over the real numbers, the multiplicity is 1 or \(-1\) if \( k \) is odd and is 0 if \( k \) is even. For the case in which the dimension of \( \mathfrak{X}_1 \) is greater than one, some particular examples of the multiplicity are computed. The general problem will be dealt with in a later paper.

In §4, some applications of the theory to differential and integral equations are considered. Finally, in §5, the multiplicity defined in §3 is connected with the work of Leray and Schauder by showing that if the Leray-Schauder topological degree is defined for the transformation \( I - C + T \) in the special case of equation (1.1)
then the Leray-Schauder degree and the multiplicity we define differ at most by a factor \((-1)\).

2. Some preliminary theorems. For the discussion which follows, we shall need certain known theorems from the theory of Banach spaces. For convenience, we state these theorems in that form in which they will be used here.

Let \(\mathcal{H}\) be a Banach space over the real numbers or the complex numbers\(^{(3)}\). In this work, \(x, y, z, u, v, w, \ldots\) will be used to denote elements of \(\mathcal{H}\); \(\alpha, \beta, \gamma, \ldots\) will denote scalars; and \(f, g, h, \ldots\) will denote elements of \(\mathcal{H}^*\), the Banach space of linear functionals on \(\mathcal{H}\). Capital letters, \(C, I, R, S, T, \ldots\) will be used to denote continuous transformations of \(\mathcal{H}\) or \(\mathcal{H} \times \mathcal{H}\) into \(\mathcal{H}\). The symbols \(\|x\|, \|f\|, \|C\|\) will denote the norms of \(x, f, C\) respectively where \(C\) is a linear transformation.

First, certain parts of the theory of operators of the form \((I - C)\) where \(I\) is the identity and \(C\) is linear and completely continuous will be used\(^{(4)}\). We introduce the notation:

\[\mathcal{H}(n) = (I - C)^n \mathcal{H}, \text{ where } n \text{ is a positive integer.}\]
\[\mathcal{H}_n = \text{null space of } (I - C)^n \text{ where } n \text{ is a positive integer, that is, } \mathcal{H}_n \text{ is the linear space of elements } z \text{ in } \mathcal{H} \text{ such that } (I - C)^nz = 0.\]

Theorem 2.1. \(\mathcal{H}_p \subseteq \mathcal{H}_{p+s}; \mathcal{H}^{(p)} \supseteq \mathcal{H}^{(p+s)}\) where \(p\) and \(s\) are arbitrary positive integers.

Theorem 2.2. For each \(n\), \(\mathcal{H}_n\) is a finite-dimensional linear space.

Theorem 2.3. There exists a positive integer \(m\), called the index of the transformation \((I - C)\), which is minimal with respect to each of the following two properties:

(a) \(\mathcal{H}_n = \mathcal{H}_{n+m}\) for \(n\) any positive integer.
(b) \(\mathcal{H}^{(m)} = \mathcal{H}^{(m+n)}\) for \(n\) any positive integer.

It can be proved that \(C^*\), the transformation conjugate to \(C\) and acting on \(\mathcal{H}^*\), is also linear and completely continuous (see [2, pp. 99–101]). Hence the analogs of Theorems 2.1, 2.2, 2.3 hold for \(I^* - C^*\) where \(I^*\) is the identity transformation on \(\mathcal{H}^*\). Moreover, if \(\mathcal{H}_n^*\) is the null space of \(I^* - C^*\), we have:

Theorem 2.4. Dimension of \(\mathcal{H}_n^* = \text{Dimension of } \mathcal{H}_1.\)

Theorem 2.5. There exists a linear, closed subspace \(\mathcal{H}_1\) of \(\mathcal{H}\) such that

\[\mathcal{H} = \mathcal{H}_1 \oplus \mathcal{H}^1 \text{ (direct sum),}\]

where \(\mathcal{H}^1 = \mathcal{Y}_1 \oplus \mathcal{H}^{(m)}\) and \(\mathcal{Y}_1\) is such that \(\mathcal{H}_n = \mathcal{H}_1 \oplus \mathcal{Y}_1\). That is, if \(x\) is an element of

\(^{(3)}\) See [2].

\(^{(4)}\) See [13], [4], and [2].
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If $x_1 + x^1$ where $x_1, x^1$ are elements of $\mathcal{X}_1$ and $\mathcal{X}^1$ respectively, and the decomposition $x = x_1 + x^1$ is unique.

Now we consider an arbitrary element $x$ of $\mathcal{X}$. If by the decomposition of Theorem 2.6,

$$x = x_1 + x^1,$$

then the following transformations, $E_1$ and $E^1$, may be defined:

$$E_1: x \rightarrow x_1,$$

$$E^1: x \rightarrow x^1.$$

**Theorem 2.6.** $E_1, E^1$ are projections, that is, $E_1, E^1$ are linear, continuous transformations, and $E_1E_1$ and $E^1E^1$ are both the zero transformation. Also $E_1^2 = E_1$ and $(E^1)^2 = E^1$.

Since $\mathcal{X}_1$ is finite-dimensional (Theorem 2.2), there exists a basis $[x_1, \cdots, x_n]$ of $\mathcal{X}_1$ where $\|x_i\| = 1$ for $i = 1, 2, \cdots, n$ and $n$ is the dimension of $\mathcal{X}_1$. Then we have:

**Theorem 2.7.** There exists a set of linear functionals $f_1, f_2, \cdots, f_n$, elements of $\mathcal{X}^*$, such that

$$E_1(x) = \sum_{i=1}^n [f_i(x)]x_i$$

for every $x$ an element of $\mathcal{X}$.

Now let $g_1, g_2, \cdots, g_n$ be a basis for $\mathcal{X}_1^*$ (Theorem 2.4). Then it can be proved that there exist elements $\bar{x}_1, \bar{x}_2, \cdots, \bar{x}_n$ of $\mathcal{X}$ with the following property:

$$g_i(\bar{x}_i) = \delta_{ij} \text{ (Kronecker delta).}$$

We define the transformation on $\mathcal{X}$: $C_0(x) = C(x) + \sum_{i=1}^n [f_i(x)]\bar{x}_i$.

**Theorem 2.8.** There exists $(I - C_0)^{-1}$ which we denote by $R$, and $R$ is linear, continuous. $\mathcal{X}_m, \mathcal{X}^{(m)}$ are invariant subspaces under the transformation $R$, and $R$ is of the form $I + Q$ where $I$ is the identity transformation and $Q$ is linear and complete continuous.

**Theorem 2.9.** If $x$ is an arbitrary element of $\mathcal{X}$, then

$$R(I - C)x = x - E_1x.$$

We shall also need an implicit function theorem for Banach spaces.

**Theorem 2.10.** Let $\mathcal{X}, \mathcal{Y}, \mathcal{Z}$ be Banach spaces. Let $U, V, W$ be open sets in $\mathcal{X}, \mathcal{Y}, \mathcal{Z}$ respectively. Consider $U = U \times V \times W$ and a function $L$ defined on $U$ such that
Let the following hypotheses be satisfied:

(H1) There exists \((x_0, y_0, z_0) \in U \times V \times W\) such that
\[ x_0 = L(x_0, y_0, z_0). \]

(H2) There exists \(k < 1\) such that
\[ \|L(x_1, y, z) - L(x_2, y, z)\| \leq k\|x_1 - x_2\| \]
for every \((x_1, y, z), (x_2, y, z)\) in \(U\).

Then the following conclusions hold:

(C1) For each \((y, z)\) in \(V \times W\), there is at most one point \((x, y, z)\) in \(U\) which is a solution of the equation
\[ x = L(x, y, z). \]

(C2) There exist open sets \(V_1(y_0)\) and \(W_1(z_0)\), neighborhoods of \(y_0\) and \(z_0\) respectively, and a function
\[ F: V_1 \times W_1 \to \mathbb{X} \]
such that the point \((F(y, z), y, z)\) is an element of \(U\) and is a solution of equation (A) for every \((y, z)\) in \(V_1 \times W_1\).

(C3) The solution \(F(y, z)\) of equation (A) is uniformly continuous on its domain of definition.

This theorem is a restatement of Theorem 2, pp. 134–135 of [5].

3. The problem in Banach space. We consider the equation in Banach space \(\mathbb{X}\)
\[ (I - C)x + S(y) + T(x, y) = \theta \]
where \(\theta\) is the zero element of \(\mathbb{X}\), \(I\) is the identity mapping of \(\mathbb{X}\) onto itself, and the following assumptions are made:

ASSUMPTION 3.1. \(C\) is a linear, completely continuous mapping of \(\mathbb{X}\) into itself.

ASSUMPTION 3.2. \(S\) is a continuous mapping of a subset of \(\mathbb{X}\) into \(\mathbb{X}\) with the properties:
(a) \(S(\theta) = \theta\).
(b) There exists a neighborhood \(N_1(\theta)\) of \(\theta\), of radius \(r_1\), in which \(S\) satisfies a Lipschitz condition, that is, there exists a constant \(B > 0\) such that if \(y_1, y_2\) are elements of \(N_1(\theta)\), then
\[ \|S y_1 - S y_2\| \leq B\|y_1 - y_2\|. \]

ASSUMPTION 3.3. \(T\) is a mapping of a subset of \(\mathbb{X} \times \mathbb{X}\) into \(\mathbb{X}\) with the following properties:
(a) \( T(\theta, \theta) = \theta \).

(b) There exists a neighborhood \( N_2(\theta) \) of \( \theta \), of radius \( r_2 \), and there exists a constant \( M > 0 \) such that if \( x_1, x_2, y_1, y_2 \) are elements of \( N_2 \), then

\[
\| T(x_1, y_1) - T(x_2, y_2) \| 
\leq M \left\{ \| x_1 \| + \| x_2 \| + \| y_1 \| + \| y_2 \| \right\} \left\{ \| x_1 - x_2 \| + \| y_1 - y_2 \| \right\}.
\]

(c) The following \( k \)th order condition is imposed upon \( T \): there exists a maximal integer \( k \geq 2 \) such that if \( \alpha \) is a scalar, then

\[
T[\alpha x, \theta] = \alpha^k T^1[\alpha, x]
\]

where \( T^1 \) is a continuous mapping of an open subset of the product space \( Z \times \mathbb{K} \) into \( \mathbb{K} \). (\( Z \) will denote always the space of scalars, that is, the space of complex numbers or the space of real numbers.) This subset of the product space contains points of the form \((0, x)\) where 0 is the zero of \( Z \) and \( x \in \mathbb{K} \).

(If \( (I - C) \) is nonsingular, then by multiplying through by \( (I - C)^{-1} \), we put equation (3.1) in a form in which it is easy to apply Theorem 2.10 to obtain a unique local solution \( x \) for given \( y \) sufficiently close to \( \theta \).)
\begin{align}
\theta &= E_1RS(y) + E_1RT[x_1 + x^1, y]. 
\end{align}

(The symbol $\theta$ will denote the zeros of $\mathfrak{x}$, $\mathfrak{x}_1$, and $\mathfrak{x}^1$.)

It is clear from its derivation that the system of equations (3.4) and (3.5) is equivalent to the equation (3.1'') in terms of solutions $x_1, x^1$.

Now we wish to solve equation (3.4) for $x^1$ in terms of $y$ and $x_1$.

**Lemma 3.1.** There exist neighborhoods $U, V, W$ of $x_1=0$, $x_1=0$, and $y=0$ in $\mathfrak{x}_1$, $\mathfrak{x}_1$, and $\mathfrak{x}$ respectively such that the function

\[-E_1RS(y) - E_1RT[x_1 + x^1, y]\]

may be regarded as a mapping from $U \times V \times W$ into $\mathfrak{x}^1$ and as such satisfies the hypotheses of Theorem 2.10.

**Proof.** First, from Theorem 2.2 and 2.5, it follows that $\mathfrak{x}_1$, and $\mathfrak{x}^1$ are Banach spaces. Hypothesis (H_1) of Theorem 2.10 is satisfied because, from the definition of the transformations $C$, $S$, $T$, it follows that $x^1 = x_1 = y = 0$ is the required initial solution. That hypotheses (H_2) and (H_3) are satisfied in sufficiently small neighborhoods of $x^1 = 0$, $x_1 = 0$, and $y = 0$ follows from Assumptions 3.2(a), (b) and 3.3(a), (b).

It should be remarked at this point that the remainder of the discussion will concern only the domain $U \times V \times W$ or subsets thereof which will be specified later. Thus we deal only with local properties of equation (3.1).

Lemma 3.1 permits us to apply Theorem 2.10 to equation (3.4). Doing so, we obtain the unique solution

\begin{align}
(3.6) 
& \quad x^1 = F(y, x_1).
\end{align}

Substituting from equation (3.6) into equation (3.5), we obtain

\begin{align}
(3.7) 
& \quad \theta = E_1RS(y) + E_1RT[x_1 + F(y, x_1), y].
\end{align}

The system of equations (3.4) and (3.5) is equivalent to the system of equations (3.6) and (3.7). Hence we obtain finally:

**Lemma 3.2.** For fixed $y$, equation (3.1'') is equivalent to the pair of equations (3.6) and (3.7) in terms of solutions $x_1, x^1$.

Hence the study of the solutions $x$ of equation (3.1) is reduced to a study of the solutions $x_1, x^1$ of the pair of equations (3.6) and (3.7). Since equation (3.6) gives $x^1$ explicitly in terms of $x_1$ and $y$, we are actually concerned only with the solution $x_1$ of equation (3.7). Equation (3.7) is an equation in Euclidean $n$-space where $n$ is the dimension of the null space of $(I - C)$. Hence in order to obtain information concerning the solutions $x_1$ of equation (3.7), we investigate, for fixed $y$, the topological degree at $\theta$ of the mapping $E_1RS(y) + E_1RT[x_1 + F(y, x_1), y]$, which is the right side of equation (3.7) and is hence a mapping of a neighborhood of $\theta$ in $\mathfrak{x}_1$ into $\mathfrak{x}_1$. 
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**Definition 3.1.** The multiplicity of solutions $x$ of equation (3.1) for fixed $y_0$ is the topological degree at $\theta$ of the mapping

$$E_1RS(y_0) + E_1RT[x_1 + F(y_0, x_1), y_0]$$

relative to the open set $V_0$ in $\mathcal{X}$, where $V_0$ is such that $V_0 \subseteq V$.

(When we speak of the topological degree of a mapping $f$ relative to a set $M$, we shall mean the topological degree of the mapping $f/M$, that is, $f$ regarded as a mapping whose domain is $M$.)

In order to define the multiplicity, only Assumptions 3.3(a) and (b) on the transformation $T$ are used, that is, the Assumption 3.3(c) has not as yet been used.

The multiplicity (Vielfachheit) considered by R. Iglisch [7] is a special case of the multiplicity given in the definition above. Iglisch's definition is based on a consideration of an integral equation of the type dealt with by Schmidt.

To determine the topological degree, we obtain first some information concerning the form of $F(y, x_1)$.

**Lemma 3.3.** There exists a neighborhood $N(\alpha)$ of 0 in the space of scalars and a neighborhood $N(V_1)$ of $\theta$ in $\mathcal{X}$ such that if $x_1$ is of the $\alpha v_1$ where $\alpha, v_1$ are in $N(\alpha), N(v_1)$ respectively, then

$$F(\theta, \alpha v_1) = \alpha^k G(\alpha, v_1)$$

where $G(\alpha, v_1)$ is a continuous mapping from $N(\alpha) \times N(v_1)$ into $\mathcal{X}$ and $k$ is the integer described in (c) of Assumption 3.3.

**Proof (6).** $F(\theta, x_1)$ is the solution of equation (3.4) when $y = \theta$, that is, the equation

$$(3.4') x_1 = -E_1RT(x_1 + x_1, \theta).$$

We let $x = \alpha v_1$ and, for convenience, we denote the transformations $-E_1RT(x_1 + x_1, \theta)$ and $-E_1RT'(\alpha, x_1 + x_1)$ by $J(x_1 + x_1)$ and $J'(\alpha, x_1 + x_1)$ respectively. Then (3.4') becomes

$$x_1 = J(\alpha v_1 + x_1).$$

Letting $z = x_1/\alpha$, we have

$$x_1 = J[\alpha(v_1 + z)] = \alpha^k J'(\alpha, v_1 + z)$$

or

$$(1) \quad z = \alpha^{k-1} J'(\alpha, v_1 + z).$$

Now we apply Theorem 2.10 to solve (1) for $z$ in terms of $v_1$ and $\alpha$. The initial
solution of (1) is \( z = \theta, v_1 = \theta, \) and \( \alpha = 0. \) That hypotheses \((H_2)\) and \((H_3)\) of Theorem 2.10 are satisfied follows from the fact that \( E^1 \) and \( R \) are bounded linear transformations and from Assumption 3.3(b). Hence there exist neighborhoods \( N(\alpha) \) and \( N(v_1) \) of \( \alpha = 0 \) and \( v_1 = \theta \) respectively such that if \( \alpha \subseteq N(\alpha), \) \( v_1 \subseteq N(v_1), \) then

\[
z = A(\alpha, v_1).
\]

Substituting from (2) into (1), we have

\[
x^1/\alpha = z = \alpha^{k-1}J'[\alpha, v_1 + A(\alpha, v_1)]
\]
or

\[
x^1 = \alpha^k J'[\alpha, v_1 + A(\alpha, v_1)].
\]

This completes the proof of Lemma 3.3.

In the discussion which follows, we shall consider not \( V_0, \) the open set of Definition 3.1, but a subset \( M(\alpha) \cdot M(v_1) = V_1 \subseteq V_0 \) which has the property that \( \overline{V_1} \subseteq N(\alpha) \cdot N(v_1) \) where \( N(\alpha), N(v_1) \) are the neighborhoods described in Lemma 3.3.

Now we study two cases:

Case I. The dimension of \( \mathfrak{X}_1, \) the null space of \((I - C),\) is 1. (Then if \( \mathfrak{X} \) is over the complex numbers, \( \mathfrak{X} \) is the complex plane. If \( \mathfrak{X} \) is over the real numbers, \( \mathfrak{X}_1 \) is the real line.) For this case, we make

Assumption 3.4. The

\[
\lim_{\alpha \to 0} \frac{E_1RT(\alpha v_1, \theta)}{\alpha^k}
\]

which is equal to \( E_1RT[0, v_1] \) by (c) of Assumption 3.3, is not equal to \( \theta \) if \( v_1 \) is a basis for \( \mathfrak{X}_1 \) with the property that \( v_1 \) is in \( V_1, \) the neighborhood defined above. (It can be proved that this assumption becomes, for the problem considered by Schmidt, exactly Schmidt’s assumption: \( L_k \neq 0. \) See [17, §9].)

If \( \mathfrak{X} \) is over the complex numbers, we have:

**Lemma 3.4.** The topological degree of the mapping \( \alpha^k E_1RT^1[0, v_1] \) (where \( \alpha \) is a complex variable) relative to an arbitrary circle in \( \mathfrak{X}_1 \) with center \( \theta \) is \( k \) at the point \( \theta. \)

If \( \mathfrak{X} \) is over the real numbers, we have

**Lemma 3.5.** The topological degree of the mapping \( \alpha^k E_1RT^1[0, v_1] \) (where \( \alpha \) is a real variable) relative to an arbitrary interval in \( \mathfrak{X}_1 \) with \( \theta \) as its midpoint is \( 0 \) at \( \theta \) if \( k \) is even and is \( +1 \) or \( -1 \) at \( \theta \) if \( k \) is odd.

Both of these lemmas are known.

Suppose now that \( \mathfrak{X} \) is over the complex numbers.
Theorem 3.1. There exists a number \( d_0 > 0 \) and a number \( r_d > 0 \) which depends on \( d \leq d_0 \) such that if \( \sigma \) is a solid circle in \( \mathcal{X}_1 \) of radius \( d \leq d_0 \) and center \( \theta \) and if \( y \) is such that \( \| y \| \leq r_d \), then the topological degree at \( \theta \) relative to \( \sigma \) of the mapping \( E_iRS(y) + E_iRT[x_1 + F(y, x_1), y] \) which takes a subset of \( \mathcal{X}_1 \) into \( \mathcal{X}_1 \) is \( k \) where \( k \) is the integer described in (c) of Assumption 3.3.

Proof. In this proof, we denote for convenience the transformations \( E_iRS \), \( E_iRT \), and \( E_iRT' \) by \( P \), \( J_1 \), and \( J_1' \) respectively. We prove first by applying Rouché's Theorem for topological degree (see [1, p. 459]) that at the point \( \theta \) and relative to a sufficiently small sphere in \( \mathcal{X}_1 \) with center \( \theta \), the mapping

\[
J_1[x_1 + F(\theta, x_1), \theta]
\]

has topological degree \( k \). We write the elements \( x \) in the form \( av_1 \) where \( v_1 \) is the basis for \( \mathcal{X}_1 \) mentioned in Assumption 3.4 and \( \alpha \) is a scalar. Then by Lemma 3.3, the mapping (1)

\[
J_1[av_1 + F(\sigma, v_1), \theta]
\]

For convenience, we write the mapping in the form \( J_1[av_1 + \alpha^kG(\alpha, v_1)] \).

Now by Assumption 3.3(c), we have

\[
J_1[av_1 + \alpha^kG(\alpha, v_1)] = \alpha^kJ_1'[\alpha, v_1 + \alpha^kG(\alpha, v_1)].
\]

Also by Assumption 3.3(c), \( T' \) is a continuous function. Hence if \( \epsilon > 0 \), then there exists \( \delta \), such that if \( |\alpha| < \delta \), and if \( \|x - v_1\| < \delta \), then

\[
\|J_1[\alpha, x] - J_1' [0, v_1]\| < \epsilon.
\]

We take \( \epsilon = \|J_1' [0, v_1]\| \neq 0 \) by Assumption 3.4. \( \mathcal{V}_1 \) is a closed, bounded subset of the space \( \mathcal{X}_1 \times \mathcal{X}_1 \); hence \( \mathcal{V}_1 \) is compact. Since \( G(\alpha, v_1) \) is a continuous function defined on \( \mathcal{V}_1 \), then \( \|G(\alpha, v_1)\| \) has a maximum \( C \geq 0 \) on \( \mathcal{V}_1 \). Now we require that \( \alpha \) shall be contained in a spherical neighborhood \( M_1(\alpha) \) of \( \alpha = 0 \) with the following properties:

1. The radius of \( M_1(\alpha) \) is less than \( \delta \), where \( \epsilon = \|J_1' [0, v_1]\| \).
2. \( M_1(\alpha) \subseteq M(\alpha) \).
3. If \( \alpha \in M_1(\alpha) \), then \( \alpha|^{k-1}C < \delta \) where \( \epsilon = \|J_1' [0, v_1]\| \).

\[
\|\alpha^kJ_1'[\alpha, v_1 + \alpha^kG(\alpha, v_1)] - \alpha^kJ_1'[0, v_1]\| < |\alpha|^k|J_1'[0, v_1]| = \|\alpha^kJ_1'[0, v_1]\|
\]

for all \( \alpha \in M_1(\alpha) \) except \( \alpha = 0 \). In particular, inequality (2) holds for \( v_1 \) fixed to the value given in Assumption 3.4 and any circle \( \sigma_1 = [d/|\alpha| = d_1] \) that is contained in \( M_1(\alpha) \). Hence by Rouché's Theorem, the topological degrees of \( \alpha^kJ_1'[0, v_1] \) and \( J_1'[x_1 + F(\theta, x_1), \theta] \) are the same at \( \theta \) and relative to a solid circle \( \sigma_2 = [av_1/|\alpha| \leq d_1] \). The number \( d_0 \) in the statement of the theorem is \( \|dv_1\| \) where \( av_1 \) is an element in the boundary of \( \sigma_2 \). But the mapping \( \alpha^kJ_1'[0, v_1] \) has degree \( k \) by Lemma 3.4.
Now by applying Rouché's Theorem again, we shall show that at $\theta$ and relative to a sufficiently small circle in $\mathbb{R}_1$ with center $\theta$, and for sufficiently small fixed $y$, there exists a topological degree for the mapping: $P(y) + J_1[x_1 + F(y, x_1), y]$ acting on $\mathbb{R}_1$, and that this topological degree is the same as the topological degree of the mapping: $J_1[x_1 + F(\theta, x_1), \theta]$. This demonstration will complete the proof of the theorem.

As before, we write $x_1 = \alpha v_1$ and keep $v_1$ fixed to the value given in Assumption 3.4. Now since $J_1[x_1 + F(\theta, x_1), \theta]$ has a degree at $\theta$ and relative to any sufficiently small solid circle in $\mathbb{R}_1$ with center $0$, then for all $x_1$ on the boundary of such a fixed circle $\sigma \subset M_1(\alpha) \cdot M(v_1)$,

$$||J_1[x_1 + F(\theta, x_1), \theta]|| > B_1 > 0$$

where $B_1$ is a constant. Also we note that the function $P(y) + J_1[x_1 + F(y, x_1), y]$ is uniformly continuous, simultaneously in the two variables $x$ and $y$. This is because, first, $E_1, R, S$ are uniformly continuous transformations. Secondly, the function $F(y, x_1)$ is uniformly continuous simultaneously in the two variables $x_1$ and $y$ by conclusion (C3) of Theorem 2.10. Finally, the transformation $T$ has the proper continuity conditions in the bounded region which we consider, by Assumption 3.3(b). Hence if $\epsilon > 0$, then there exists $\delta_1$ such that if $||y|| < \delta_1$, then

$$||P(y) + J_1[x_1 + F(y, x_1), y] - J_1[x_1 + F(\theta, x_1), \theta]|| < \epsilon$$

for all $x_1 \in M_1(\alpha) \cdot M(v_1)$. Now take $\epsilon = B_1$. Then for $\alpha v_1 \in \sigma_1$ and $y$ such that $||y|| < \delta_B$, $||P(y) + J_1[x_1 + F(y, x_1), y] - J_1[x_1 + F(\theta, x_1), \theta]|| < \epsilon = B_1 < ||J_1[x_1 + E(\theta, x_1), \theta]||$.

Applying Rouché's Theorem, we obtain the desired result where $r_d = \delta_B$. This completes the proof of the theorem.

Now suppose the Banach space $\mathbb{R}$ is over the real numbers. Then $\mathbb{R}_1$ is the real line, and we obtain:

**Theorem 3.2.** There exists a number $d_0 > 0$ and a number $r_d > 0$ which depends on $d \leq d_0$ such that if $\sigma$ is an interval in $\mathbb{R}_1$ of length $2d \leq 2d_0$ and midpoint $\theta$ and $y$ is such that $||y|| < r_d$, then the topological degree at $\theta$ relative to $\sigma$ of the mapping $E_1 RS(y) + E_1 RT[x_1 + F(y, x_1), y]$ which takes $\mathbb{R}_1$ into $\mathbb{R}_1$ is $+1$ or $-1$ if $k$ is odd and is $0$ if $k$ is even, where $k$ is the integer described in (c) of Assumption 3.3.

**Proof.** The proof of this theorem is carried out in the same manner as the proof of Theorem 3.1 except that in this case, Lemma 3.5, instead of Lemma 3.4, is applied.

Thus the multiplicity of Definition 3.1 is determined if $y$ and $x_1$ are suffi-
ciently restricted. We may summarize the results of the preceding discussion as follows:

**Theorem 3.3.** There exist numbers \( r_1 > 0 \) and \( r_2 > 0 \) such that if \( \|y_0\| < r_1 \), then in the complex case, there exist \( k \) solutions \( x \) (in the sense of the multiplicity of Definition 3.1) for this \( y_0 \) and each solution \( x \) is such that \( \|x\| < r_2 \). In the real case, there exist 1, −1, or 0 solutions \( x \) such that \( \|x\| < r_2 \).

**Definition 3.2.** If \( k \) is the multiplicity of solutions, we call the point \( x = \theta, y = \theta \) a branch point of order \( k \) of equation (3.1).

**Case II.** The dimension of \( \mathfrak{X}_1 \), the null space of \( (I - C) \), is greater than 1.

For this case, we make the following additional assumptions concerning the transformation \( T \):

**Assumption 3.5.** The transformation \( T \) is split into a term of order \( k \) \( (k \geq 2) \) in \( x \) and a term of higher order, that is,

\[
T(x, \theta) = T_k(x) + T_{k+1}(x)
\]

and

(a) \( T_k \) is homogeneous of degree \( k \) in \( x \), that is, if \( m \) is an arbitrary integer,

\[
T_k\left( \sum_{i=1}^{m} \alpha_i \omega_i \right) = \sum_{i=1}^{\beta_1} \cdots \sum_{i=1}^{\beta_m} T_{\beta_1} \cdots T_{\beta_m}(\omega_1, \cdots, \omega_m)
\]

where the summation is taken over all \( \beta_i \) such that \( \beta_i \geq 0 \) and \( \sum_{i=1}^{\beta_i} \beta_i = k \), and

\( T_{\beta_1} \cdots T_{\beta_m}(\omega_1, \cdots, \omega_m) \) is a continuous mapping from \( \mathfrak{X} \times \cdots \times \mathfrak{X} \) into \( \mathfrak{X} \) which is independent of \( \omega_i \) if \( \beta_i = 0 \). (From this assumption, it follows that if \( \beta_i = k \), \( T_{\beta_1} \cdots T_{\beta_m} = T_k(\omega_i) \).)

(b) There exists \( \lim_{\omega \to \theta} T_{k+1}(\omega, \theta)/\|\omega\|^k \), and this limit is zero.

**Assumption 3.6.** The element \( \theta \) is an isolated \( \theta \)-point of the transformation \( E_1RT_k[x] \). We may express this assumption also in the following way: the only \( \theta \)-point of \( \mathfrak{X}_1 \) under the mapping \( E_1RT_k[x] \) is \( \theta \). This seemingly stronger condition is actually equivalent to the first mentioned condition because of (a) in Assumption 3.5, that is, \( T_k[ax, \theta] = \alpha^k T_k[x, \theta] \).

**Lemma 3.6.** The mapping \( E_1RT_k[x] \) acting on \( \mathfrak{X}_1 \) has a topological degree defined at the point \( \theta \) and relative to an arbitrary sphere in \( \mathfrak{X}_1 \) having \( \theta \) as its center.

**Proof.** This is an immediate consequence of the definition of topological degree and Assumption 3.6.

**Theorem 3.4.** There exists a number \( d_0 > 0 \) and a number \( r(d_3) > 0 \) which depends on \( d_3 \leq d_0 \) such that if \( \sigma \) is a solid sphere in \( \mathfrak{X}_1 \) of radius \( d_3 \leq d_0 \) and center \( \theta \) and \( y \) is such that \( \|y\| < r(d_3) \), then the topological degree at \( \theta \) relative to \( \sigma \) of the mapping...
\[ E_1RS(y) + E_1RT[x_1 + F(y, x_1), y] \]

is equal to the topological degree at \( \theta \) of the mapping \( E_1RT_k[x_1] \) acting on \( x_1 \), relative to \( \sigma \).

**Proof.** In this proof, we use the notations \( P \) and \( J_1 \) introduced in the proof of Theorem 3.1 and we use the notations \( J_{1k}, J_{1,k+1}, \) and \( J_{1p,q} \) in place of \( E_1RT_k, E_1RT_{k+1} \), and \( E_1RT_{p,q} \) respectively. We prove first that for a sufficiently small sphere, the mapping

\[ J_1[x_1 + F(\theta, x_1), \theta] \]

has the same topological degree as \( J_{1k}[x_1] \). For convenience, we write the mapping (1) in the form \( J_1[x_1 + F(\theta, x_1)] \). Also we write \( x_1 \) in the form \( \alpha \nu_1 \) where \( \alpha, \nu_1 \) are in \( M(\alpha), M(\nu_1) \), the neighborhoods defined immediately after the proof of Lemma 3.3. By Lemma 3.3,

\[ ||J_{1k}[\alpha \nu_1] - J_1[\alpha \nu_1 + F(\theta, \alpha \nu_1)]|| = ||J_{1k}[\alpha \nu_1] - J_1[\alpha \nu_1 + \alpha^{k}G(\alpha, \nu_1)]||. \]

But

\[
||J_{1k}[\alpha \nu_1] - J_1[\alpha \nu_1 + \alpha^{k}G(\alpha, \nu_1)]||
= |a|^k \left( ||J_{1k}[\nu_1] - J_{1k}[\nu_1 + \alpha^{k}G(\alpha, \nu_1)] - \frac{1}{\alpha^k} J_{1,k+1}[\alpha \nu_1 + \alpha^{k}G(\alpha, \nu_1)] || \right)
= |a|^k \left( \left| \sum_{p>q=k} (a^{k-1})^p J_{1p,q}[\nu_1, G(\alpha \nu_1)] - (a^{k-1})^p J_{1k}[G(\alpha, \nu_1)] - \frac{1}{\alpha^k} J_{1,k+1}[\alpha \nu_1 + \alpha^{k}G(\alpha, \nu_1)] \right| \right)
\]

by Assumption 3.5. Therefore

\[
||J_{1k}[\alpha \nu_1] - J_1[\alpha \nu_1 + \alpha^{k}G(\alpha, \nu_1)]|| \leq |a|^k \left( \sum_{p>q} |a^{k-1}|^p ||J_{1p,q}[\nu_1, G(\alpha, \nu_1)]|| \right)
+ |a|^{k-1} \left( ||J_{1k}[G(\alpha, \nu_1)]|| + \frac{1}{|a|^k} ||J_{1,k+1}[\alpha \nu_1 + G(\alpha, \nu_1)]|| \right).
\]

Since

\[
||J_{1k}[\alpha \nu_1] - J_1[\alpha \nu_1 + \alpha^{k}G(\alpha, \nu_1)]|| = |a|^k ||J_{1k}[\nu_1] - J_{1}[\alpha \nu_1 + \alpha^{k}G(\alpha, \nu_1)]||,
\]

inequality (2) becomes, when divided by \( |a|^k \):

\[
||J_{1k}[\nu_1] - J_{1}[\alpha \nu_1 + \alpha^{k}G(\alpha, \nu_1)]|| \leq \sum_{p>q} |a^{k-1}|^p ||J_{1p,q}[\nu_1, G(\alpha, \nu_1)]||
+ |a|^{k-1} \left( ||J_{1k}[G(\alpha, \nu_1)]|| + \frac{1}{|a|^k} ||J_{1,k+1}[\alpha \nu_1 + \alpha^{k}G(\alpha, \nu_1)]|| \right).
\]
G(\alpha, v_1) is, by Lemma 3.3, a continuous function of \alpha and v_1, and J_{1k} is a continuous transformation. Hence if

\[ \| J_{1k} [G(0, \theta)] \| \leq B_2 > 0, \]

then there exist spherical neighborhoods \( M_2(\alpha) \subset M(\alpha) \) of \( \alpha = 0 \) and \( M_2(v_1) \) of \( v_1 = \theta \) such that if \( \alpha \in M_2(\alpha), v_1 \in M_2(v_1) \), then \( \| J_{1k} [G(\alpha, v_1)] \| < 2B_2 \).

Also

\[ \frac{1}{\alpha} \| J_{1, k+1} [\alpha v_1 + \alpha^k G(\alpha, v_1)] \|^{\frac{1}{k}} = \left\| v_1 + \alpha^{k-1} G(\alpha, v_1) \right\|^{\frac{1}{k}} \left\{ \frac{\| J_{1, k+1} [\alpha v_1 + \alpha^k G(\alpha, v_1)] \|}{\alpha^{\frac{1}{k}} \| v_1 + \alpha^{k-1} G(\alpha, v_1) \|^{\frac{1}{k}}} \right\}^k \]

\[ = \left\| v_1 + \alpha^{k-1} G(\alpha, v_1) \right\| \left\{ \frac{\| J_{1, k+1} [\alpha v_1 + \alpha^k G(\alpha, v_1)] \|}{\| v_1 + \alpha^k G(\alpha, v_1) \|^{\frac{1}{k}}} \right\}^k \]

There exist spherical neighborhoods \( M_3(\alpha) \subset M(\alpha) \) and \( M_3(v_1) \subset M_2(v_1) \) of \( \alpha = 0 \) and \( v_1 = \theta \), respectively, such that if \( v_1 \in M_3(v_1) \) and \( \alpha \in M_3(\alpha) \), then

\[ \| v_1 + \alpha^k G(\alpha, v_1) \| < 2r \]

where \( r \) is the radius of \( M_3(v_1) \).

Finally we deal with the term \( \sum_{p,q} \alpha_p^{k-1} | \alpha^k | \| J_{1, p, q} [v_1, G(\alpha, v_1)] \| \). By Assumption 3.5(b), each function \( T_{p,q} \) is continuous in \( v_1 \) and \( G(\alpha, v_1) \). Hence if \( J_{1, p, q} [\theta, G(0, \theta)] \leq M_{p,q} > 0 \), then there exist spherical neighborhoods \( M_4(\alpha) \subset M_3(\alpha) \), \( M_4(v_1) \subset M_3(v_1) \) of \( \alpha = 0 \) and \( v_1 = \theta \) respectively such that if \( \alpha \in M_4(\alpha), v_1 \in M_4(v_1) \), then

\[ \| J_{1, p, q} [v_1, G(\alpha, v_1)] \| < 2M_{p,q} \]

for each \( J_{1, p, q} \).

Summarizing these results, we have: there exist spherical neighborhoods \( U(\alpha), U(v_1) \) of \( \alpha = 0, v_1 = \theta \) respectively such that if \( \alpha \in U(\alpha), v_1 \in U(v_1) \), then

(5) \[ \| J_{1k} [G(\alpha, v_1)] \| < 2B_2, \]

(6) \[ \| v_1 + \alpha^{k-1} G(\alpha, v_1) \| < 2r, \]

(7) \[ \| J_{1, p, q} [v_1, G(\alpha, v_1)] \| < 2M_{p,q} , \]

where \( B_2, r, M_{p,q} \) are positive constants. Hence by inequality (3) and equation (4),

\[ \| J_{1k} [v_1] - J_1 [\alpha, v_1 + \alpha^{k-1} G(\alpha, v_1)] \| \leq \sum_{p,q} \alpha_p^{k-1} | \alpha^{k} | \| M_{p,q} + | \alpha^{k-1} |^{k} 2B_2 \]

\[ + (2r)^{\frac{1}{k}} \frac{\| J_{1, k+1} [\alpha v_1 + \alpha^k G(\alpha, v_1)] \|}{\| v_1 + \alpha^k G(\alpha, v_1) \|^{\frac{1}{k}}} . \]
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Now consider the sphere $\sigma$ in $\mathbb{X}_1$: $[v_1/\|v_1\|=d]$, where $d<r_3$, the radius of $U(v_1)$. Since $\sigma$ is compact, then $\|J_{1,k}[v_1]\|$ has a minimum on this set. But this minimum $m$ is greater than zero by Assumption 3.6.

Now there exists a spherical neighborhood $U_1(\alpha) \subset U(\alpha)$ such that if $\alpha \in U_1(\alpha)$, then

$$\sum_{p,q} |\alpha^{k-1} |\sigma_{p,q} + |\alpha^{k-1}|k2B_2| < \frac{m}{2}.$$ 

Also by Assumption 3.5(b)

$$\lim_{\omega \to \theta} \frac{T_{k+1}[\alpha, \theta]}{||\alpha||^k} = 0.$$ 

Hence there exists $\delta > 0$ such that if $||\alpha v_1 + \alpha^kG(\alpha, v_1)|| < \delta$, then

$$\left\|J_{1,k+1}[\alpha v_1 + \alpha^kG(\alpha, v_1)]\right\| < \frac{m}{2(2r)^k}.$$ 

There exists a spherical neighborhood $U_2(\alpha) \subset U_1(\alpha)$ of $\alpha = 0$ such that if $\alpha \in U_2(\alpha)$, then $|\alpha| (2r) < \delta$, and hence by inequality (6), $||\alpha v_1 + \alpha^kG(\alpha, v_1)|| < \delta$ for $\alpha \in U_2(\alpha)$ and $v_1 \in U(v_1)$.

Hence if $\alpha \in U_2(\alpha)$, and $||v_1|| = d$, then

$$\left\|J_{1k}[v_1] - J_1[\alpha v_1 + \alpha^kG(\alpha, v_1)]\right\| \leq \sum_{p,q} |\alpha^{k-1} |\sigma_{p,q} + |\alpha^{k-1}|k2B_2 + (2r)^k \left\{ \left|J_{1,k+1}[\alpha v_1 + \alpha^kG(\alpha, v_1)]\right| \right\}$$

$$< \frac{m}{2} + (2r)^k \left[ \frac{m}{(2r)^k} \right] = m \leq ||J_{1k}[v_1]||.$$ 

Multiplying inequality (8) by $|\alpha^k|$, we obtain

$$\left\|J_{1k}[\alpha v_1] - J_1[\alpha v_1 + \alpha^kG(\alpha, v_1)]\right\| < ||J_{1k}[\alpha v_1]||$$

for $\alpha \in U_2(\alpha)$ and $||v_1|| = d$. Hence by Lemma 3.5, the topological degree relative to the sphere

$$\sigma = [\alpha v_1/\|v_1\|=d, |\alpha| = d_1]$$

at the point $\theta$ of the mapping $J_{1k}[v_1]$ is the same as the topological degree of $J_1[\alpha v_1 + \alpha^kG(\alpha, v_1)]$. The number $d_0$ in the statement of the theorem is $(r_3)^{(r_4)}$. The topological degree of $J_1[\alpha v_1 + \alpha^kG(\alpha, v_1)]$ is the same as the topological degree of $P(y) + J_1[\alpha v_1 + F(y, \alpha v_1), y]$ by the same proof as is used for the proof of the analogous statement in Theorem 3.1. This completes the proof of the theorem.

It will be noted that the discussion up to this point is quite general, that is, the statements proved so far hold regardless of the dimension of $\mathbb{X}_1$. Hence
if Assumption 3.6 holds, Theorem 3.2 would apply if the dimension of \( \mathcal{X}_1 \) were 1. If the dimension of \( \mathcal{X}_1 \) were 1, Assumption 3.6 could be replaced by the simpler assumption: \( \| E_i \mathcal{R} \mathcal{T}_k [v_1, \theta] \| \neq 0 \) where \( v_1 \) is any basis for \( \mathcal{X}_1 \).

Now we have the general problem of determining the topological degree of \( \theta \) of the mapping \( E_i \mathcal{R} \mathcal{T}_k [x] \) of a subset of \( \mathcal{X}_1 \) into \( \mathcal{X}_1 \). First \( \mathcal{X}_1 \) is an \( n \)-dimensional Euclidean space complex or real according as \( \mathcal{X} \) is complex or real. Hence \( E_i \mathcal{R} \mathcal{T}_k [x] \) is a mapping of a subset of Euclidean \( n \)-space into itself. Let \( x_1, x_2, \ldots, x_n \) be a basis for \( \mathcal{X}_1 \) such that

\[
\| x_i \| = d_i, \quad i = 1, 2, \ldots, n,
\]

where \( d_2 \) is the number defined in Theorem 3.4. Then each element \( x \) in \( \mathcal{X}_1 \) is of the form: \( x = \sum_{i=1}^{n} \alpha_i x_i \) where \( \alpha_i \) is a complex or real number \( (i=1, \ldots, n) \).

Then by Assumption 3.5, we may write

\[
E_i \mathcal{R} \mathcal{T}_k (x) = E_i \mathcal{R} \mathcal{T}_k \sum_{i=1}^{n} \alpha_i x_i
\]

\[
= \sum_{i=1}^{n} \alpha_i E_i \mathcal{R} \mathcal{T}_k [x_i] + \sum \alpha_1^{\beta_1} \cdots \alpha_n^{\beta_n} E_i \mathcal{R} \mathcal{T}_{\beta_1} \cdots \mathcal{R}_{\beta_n} [x_1, \ldots, x_n]
\]

where the second sum is taken over non-negative integers \( \beta_i \) such that \( \sum_{i=1}^{n} \beta_i = k \). The terms \( E_i \mathcal{R} \mathcal{T}_k [x_i] \) and \( T_{\beta_1} \cdots \mathcal{R}_{\beta_n} [x_1, \ldots, x_n] \) are fixed elements of \( \mathcal{X} \). The \( \alpha_i \)'s are variables. Now if \( P_j \) is the projection of \( \mathcal{X}_1 \) onto the subspace with basis \( x_j \) \((j=1, \ldots, n)\), then the mapping may be written in the form

\[
(1-j) \sum_{i=1}^{n} \alpha_i P_j E_i \mathcal{R} \mathcal{T}_k [x_i] + \sum \alpha_1^{\beta_1} \cdots \alpha_n^{\beta_n} P_j E_i \mathcal{R} \mathcal{T}_{\beta_1} \cdots \mathcal{R}_{\beta_n} [x_1, \ldots, x_n] = b_j x_j
\]

where \( j = 1, 2, \ldots, n \). Thus the general problem is to determine the topological degree of a mapping which is given by \( n \) polynomials in \( n \) variables, each polynomial being homogeneous of degree \( k \) and having complex or real coefficients.

Some special cases of this problem were considered in my doctoral thesis. More general results will be described in a later paper. We point out here only two simple examples for which the topological degree is easily computed.

If \( \mathcal{X} \) is over the complex numbers, then the mapping of \( \mathcal{X}_1 \) into itself,

\[
a_1^{k} z_1 = z_1',
\]

\[
a_2^{k} z_2 = z_2',
\]

\[
\cdots
\]

\[
a_n^{k} z_n = z_n',
\]

has topological degree \( k^n \) at \((0, 0, \ldots, 0)\).
If \( \xi \) is over the real numbers, then the mapping
\[
\begin{align*}
  a_1 x_1 &= x_1', \\
  a_2 x_2 &= x_2', \\
  &\vdots \\
  a_n x_n &= x_n',
\end{align*}
\]
has degree 0 if \( k \) is even and degree 1 or \(-1\) if \( k \) is odd.

If the mapping (1-\( j \)) is of the form (2-\( j \)) in the complex case or of the form (3-\( j \)) in the real case, we have:

\textbf{Theorem 3.5.} There exist numbers \( r_1 > 0 \) and \( r_2 > 0 \) such that if \( \|y_0\| < r_1 \), then if \( \xi \) is over the complex numbers, there exist \( k \) solutions \( x \) (in the sense of the multiplicity of Definition 3.1) of equation (3.1) for this \( y_0 \) and each solution \( x \) is such that \( \|x\| < r_2 \). If \( \xi \) is over the real numbers, there exist 1, \(-1\), or 0 solutions \( x \) such that \( \|x\| < r_2 \).

4. Applications of the theory. We obtain now an extension of a special case of Schmidt’s work by considering the following functional equation:

\[
(4.1) \quad x(s) + \int_a^b G(s, t) \{F[x(t), y(t)]\} dt = 0.
\]

We wish to study the solutions \( x(s) \) of equation (4.1) if \( G(s, t), F(x, y) \), and \( y(t) \) are given continuous functions of their arguments. It is assumed that equation (4.1) has an initial solution, that is, that there exist functions \( x_0(t), y_0(t) \) continuous in the closed interval \((a, b)\) such that

\[
(1) \quad x_0(s) + \int_a^b G(s, t) \{F[x_0(t), y_0(t)]\} dt = 0.
\]

Subtracting equation (1) from equation (4.1), we obtain

\[
(4.2) \quad x(s) - x_0(s) + \int_a^b G(s, t) \{F[x(t), y(t)] - F[x_0(t), y_0(t)]\} dt = 0.
\]

We obtain a result which is an extension of Schmidt’s work in the following sense: Schmidt deals only with an infinite series. Hence in order to apply Schmidt’s work to the problem of solving equation (4.2), it is necessary to assume that \( F(x, y) \) is an analytic function of the two variables \( x, y \). In order to apply the theory of \( \S 3 \), it is only necessary to assume that the function \( F(x, y) \) has second or third derivatives in the two variables.

We introduce first the following constants. Let \( \epsilon \) be a positive number, and let \( A, B, C, D \) be the numbers:

\[
A = \min_{a \leq t \leq b} [x_0(t) - \epsilon], \quad B = \max_{a \leq t \leq b} [x_0(t) + \epsilon],
\]
Theorem 4.1. If the third derivatives of the function \( F(x, y) \) exist and satisfy Lipschitz conditions for \( A \leq x \leq B, C \leq y \leq D \), then equation (4.2) satisfies Assumptions 3.1, 3.2, 3.3, and 3.5 of §3. Hence the discussion of Case 11 in §3 applies to equation (4.2) and consequently to equation (4.1).

Proof. By hypothesis, we may write

\[
F(x, y) - F(x_0, y_0) = \Delta x \left[ F_x(x_0, y_0) \right] + \Delta y \left[ F_y(x_0, y_0) \right] + \frac{(\Delta x)^2}{2!} F_{xx}(x_0, y_0) \\
+ (\Delta x)(\Delta y)F_{xy}(x_0, y_0) + \frac{(\Delta y)^2}{2!} F_{yy}(x_0, y_0) + R_3,
\]

where \( R_3 \) is the remainder in the Taylor’s expansion and \( \Delta x = x - x_0, \Delta y = y - y_0. \) \( R_3 \) may be written in the form

\[
R_3 = \frac{1}{2!} \int_0^1 \left[ (\Delta x)^2 F_{xxx}(x_0 + \tau \Delta x, y_0 + \tau \Delta y) \\
+ 3(\Delta x)^2(\Delta y)F_{xxy}(x_0 + \tau \Delta x, y_0 + \tau \Delta y) \\
+ 3(\Delta x)(\Delta y)^2F_{xyy}(x_0 + \tau \Delta x, y_0 + \tau \Delta y) \\
+ (\Delta y)^3F_{yyy}(x_0 + \tau \Delta x, y_0 + \tau \Delta y) \right] (1 - \tau)\,d\tau.
\]

Hence equation (4.2) takes the form

\[
\Delta x + \int_a^b G(s, t) \left\{ \Delta x \left[ F_x(x, y) \right] + \Delta y \left[ F_y(x, y) \right] + \frac{(\Delta x)^2}{2!} F_{xx}(x, y) \\
+ (\Delta x)(\Delta y)F_{xy}(x, y) + \frac{(\Delta y)^2}{2!} F_{yy}(x, y) + R_3 \right\} \,dt = 0.
\]

With the equation in this form, it is a matter of straightforward but tedious verification to complete the proof of the theorem.

Theorem 4.2. If the second derivatives of the function \( F(x, y) \) exist and satisfy Lipschitz conditions for

\[
A \leq x \leq B, \quad C \leq y \leq D,
\]

then equation (4.2) satisfies Assumptions 3.1, 3.2, 3.3. If, in addition, the null space of the transformation

\[
\Delta x + \int_a^b G(s, t)F_x(x_0, y_0) \Delta x dt,
\]

acting on \( \Delta x \), has dimension one, then the discussion of Case I in §3 applies to
equation (4.2) and consequently to equation (4.1).

**Proof.** The same type of verification as for Theorem 4.1 is required here.

The theory of §3 permits us to deal with equation (4.2) if the functions $F$ and $G$ are complex or if they are real. In the real case, equation (4.2) is a generalization of the integral equation treated by R. Iglisch. (See equation (31), p. 107 of [6].) Following Iglisch, we may apply the information concerning the solutions $x(s)$ of (4.2) obtained from our theory to the study of a differential equation of the form

$$
\Delta u = F(u).
$$

Iglisch assumes that $F(u)$ is real and analytic in $u$. In order to apply Theorems 4.1 and 4.2, it is necessary to assume only that $F(u)$ has second or third derivatives. Hence a generalization of Iglisch's results may be obtained. This generalization is not obtained without some sacrifice however. In the case when the dimension of the space $\mathcal{X}$ is one, Iglisch showed that equation (4.3) has a unique solution if $k$ is odd and no solution if $k$ is even. By using the multiplicity of Definition 3.1, we obtain the result that if $k$ is odd, there is at least one solution. If $k$ is even, the multiplicity is zero, and hence we obtain no definite information about the existence of solutions. The possibility of obtaining results as sharp as those of Iglisch for this more general case is not excluded. The theory of topological degree has been used to obtain proofs of uniqueness theorems (see [14]). But the theory of §3 does not yield such sharp results immediately.

When the dimension of $\mathcal{X}$ is greater than one, the results obtained by application of the theory in §3 are more general than those obtained by Iglisch [8], for Iglisch deals almost entirely with the special case $n=k=2$.

5. **An extension of the Leray-Schauder definition of degree of a mapping in Banach space.** In this section, we establish a connection between the multiplicity of Definition 3.1 in §3 and the topological degree defined by Leray and Schauder [10].

We consider the equation in Banach space $\mathcal{X}$

$$
(I - C)x + T(x) = y \quad \text{or} \quad (I - C + T)x = y
$$

which is a special case of equation (3.1), that is, $I$ is the identity transformation, $C$ is linear, completely continuous, the transformation $T$ satisfies the conditions of Assumption 3.3 and is independent of $y$, and $S(y) = -y$. It will be proved here that if the Leray-Schauder topological degree is defined for the transformation $I - C + T$ (that is, if the transformation $T$ is completely continuous), then the multiplicity of solutions $x$ for equation (5.1) for fixed $y_0$ as given by Definition 3.1 is equal to the Leray-Schauder degree of $I - C + T$ at $y_0$ or differs from it by a factor $(-1)$.

First we remark that the multiplicity given in Definition 3.1 has some of the properties of a topological degree. If the topological degree at $y$ of a
mapping $H$, relative to a solid sphere $\sigma$, is different from zero, then there exists an element $x$ of $\sigma$ such that $H(x) = y$. From the corresponding statement for the topological degree of a mapping from Euclidean $n$-space into Euclidean $n$-space, it follows that this condition holds for the multiplicity we have defined. Also the topological degree is the same relative to all $y$ in a sufficiently small neighborhood of $y_0$. If the transformation $T$ satisfies the conditions of Assumption 3.4 or of Assumptions 3.5 and 3.6, then this property holds for the multiplicity. (See Theorems 3.1 and 3.4 of §3.)

Before demonstrating the relationship between the Leray-Schauder degree and the multiplicity of Definition 3.1, we exhibit a transformation $I - C + T$ for which the Leray-Schauder degree is not defined but for which our multiplicity is defined. Thus we show that the multiplicity of Definition 3.1 is a true extension of the Leray-Schauder definition of degree.(7)

The Leray-Schauder topological degree is defined for mappings of the form $(I + D)$ where $I$ is the identity transformation and $D$ is completely continuous (not necessarily linear). Hence we must exhibit a transformation $(I - C + T)$ such that $T$ is not completely continuous but for which our definition of multiplicity holds.

We consider the Banach space $\mathcal{Y}$ of complex-valued continuous functions defined on the closed interval $(0, 1)$ where, if $x(t) \in \mathcal{Y}$, then

$$||x(t)|| = \max_{0 \leq t \leq 1} |x(t)|.$$ 

The transformation $C$ is the finite-dimensional (hence completely continuous) mapping which takes $x(t)$ into the function $y(t) = [x(1)]t$. $C$ is clearly linear and continuous. Also $C$ maps $\mathcal{Y}$ into a one-dimensional linear subspace $\mathcal{Z}$ of $\mathcal{Y}$. From the definition of $C$, it follows that the null space $\mathcal{Z}_1$ of $(I - C)$ is $\mathcal{Z}$, hence is one-dimensional. The transformation $T$ is defined as

$$T: x(t) \rightarrow [x(t)]^2.$$ 

$T$ is continuous. $T(\theta) = \theta$. Also the transformation $T$ is not completely continuous. It is trivial to verify that the transformation $T$ satisfies Assumption 3.3. The transformation $T'[a, x(t)]$ is simply $T[x(t)]$. It is also easy to verify that Assumption 3.4 is satisfied by showing that $\mathcal{Z}_m = \mathcal{Z}_1$ in this case and by using the fact that $\mathcal{Z}_m$ is invariant under $R$ (Theorem 2.8).

We establish now the relationship between the Leray-Schauder topological degree and the multiplicity of Definition 3.1. For the proof, we require two lemmas concerning the Leray-Schauder topological degree.

(7) The word "extension" is not used in the sense of "generalization" here. The multiplicity of Definition 3.1 is not a generalization of the Leray-Schauder degree. First, it has not been proved that the multiplicity is invariant under homotopy. Secondly, the multiplicity is defined only if the transformation has a differential, while the Leray-Schauder degree is defined for an arbitrary mapping of the form $I + D$ where $D$ is completely continuous.
Lemma 5.1. Let $\Phi = I + H$ and $\Psi = I + G$ be two mappings of subsets of Banach space $\mathcal{X}$ into $\mathcal{X}$ such that:

(a) $I$ is the identity mapping on $\mathcal{X}$; $H$, $G$ are completely continuous mappings of subsets of $\mathcal{X}$ into $\mathcal{X}$.

(b) $\omega$ is a bounded open set with boundary $\omega'$ such that $H$ is defined on $\bar{\omega} = \omega \cup \omega'$ and $G$ is defined on the closure $A$ of a bounded open set containing $(I + H)(\bar{\omega})$.

We denote by $d$ a bounded component of $\mathcal{X} - \Phi(\omega')$. If the point $p$ is not in $\Psi \Phi(\omega')$ and is not in $\Psi$ [Boundary $\Phi(\omega)$], and if $[\Psi \Phi, \omega, p]$ is defined, then only a finite number of the terms $[\Phi, \omega, d] \cdot [\Psi, d, p]$ are nonzero, and

$$[\Psi \Phi, \omega, p] = \sum_{(d)} [\Phi, \omega, d] \cdot [\Psi, d, p]$$

where $\sum_{(d)}$ means the summation over the bounded components $d$, $[\Psi \Phi, \omega, p]$ is the Leray-Schauder topological degree of the point $p$ of the mapping $\Psi \Phi$, relative to $\omega$, and $[\Phi, \omega, d]$, $[\Psi, d, p]$ have similar meanings.

Proof. This lemma is known. See [9] for an outline of the proof.

In order to apply Lemma 5.1 here, it will be necessary to consider a domain $\omega$ such that there is just one nonzero term in $\sum_{(d)} [\Phi, \omega, d] [\Psi, d, c]$.

Lemma 5.2. If $\Phi(\theta) = \theta$ and $\theta$ is an isolated $\theta$-point of $\Psi$, that is, there exists a neighborhood $U(\theta)$ of $\theta$ such that if $x$ is an element of $U$ and $\Phi(x) = \theta$, then $x = \theta$; then there exists a bounded connected open set containing $\theta$ and such that there is at most one nonzero term in $\sum_{(d)} [\Phi, \omega, d] [\Psi, d, \theta]$.

Proof. Let $\omega$ be a spherical neighborhood of $\theta$ such that $\omega$ is contained in $\Phi^{-1}(U)$. Now consider $\mathcal{X} - \Phi(\omega')$. Since $\Phi(\omega')$ is closed, $\mathcal{X} - \Phi(\omega')$ is an open set. This set has disjoint components $D_1, D_2, D_3, \ldots, D_n, \ldots$ which are also open since Banach space $\mathcal{X}$ is locally connected. We consider the set of those $D_i$ such that $[\Phi, \omega, D_i] \neq 0$ and call this set $\{D_i\}$. Each such $D_i$ is contained in $\Phi(\omega)$ from the properties of topological degree. Since $\bigcup D_i \subset \Phi(\omega)$, it follows from the definition of $U(\theta)$ that only $D_i$ such that $\theta$ is an element of $D_i$ can be mapped so that $\Psi(D_i) \supset \theta$. Hence, at most one of the terms in $\sum_{(d)} [\Phi, \omega, d] [\Psi, d, \theta]$ is nonzero because at most one of the domains $D_i$ contains $\theta$. This completes the proof of the lemma.

Theorem 5.1. Given a mapping $I - C + T$ of Banach space $\mathcal{X}$ into itself such that the Leray-Schauder topological degree is defined for $I - C + T$ and such that the multiplicity of Definition 3.1 is defined for $I - C + T$. If transformation $T$ satisfies Assumption 3.4 or Assumptions 3.5 and 3.6 of §3, then $L(I - C + T) = M(I - C + T)$ or $L(I - C + T) = (-1) [M(I - C + T)]$ where $L(I - C + T)$ is the Leray-Schauder topological degree at $\theta$ of $I - C + T$ relative to a sufficiently small sphere $\omega$ with center $\theta$, and $M(I - C + T)$ is the multiplicity of Definition 3.1 relative to the same point and sphere.
Proof. By Theorem 2.8, \( R = I + Q \) where \( I \) is the identity transformation and \( Q \) is linear, completely continuous. Moreover, \( R \) is \( 1-1 \). Hence \( R \) has Leray-Schauder topological degree \(+1\) or \(-1\) relative to \( \theta \) and \( \omega \) (see [10, pp. 56-59]). Hence by Lemmas 5.1 and 5.2, if \( \omega \) is made sufficiently small, \[
L[R(I - C + T)] = (L[R])(L[I - C + T]) = (\pm 1)L[I - C + T].
\]

We shall show that \[
L[R(I - C + T)] = M[I - C + T].
\]

This will complete the proof of the theorem.

We consider the equation

\[
R(I - C + T)x = R(y)
\]

which is equivalent to the equation \((I - C + T)x = y\) because there exists \( R^{-1} \) (see Theorem 2.8, §2). We carry out essentially the same procedure as used in §3. Denoting \( R(y) \) by \( z \) and applying Theorem 2.9, we obtain

\[
x - E_1(x) + RT(x) = z.
\]

Applying the transformations \( E_1, E_1 \) of Theorem 2.6 to equation (2), we obtain

\[
E_1RT_x = E_1z \quad \text{or} \quad E_1RT_x = z_1
\]

and

\[
x^1 + E_1RT_{x^1} = E_1z = z^1.
\]

By Lemma 3.1, Theorem 2.10 can be applied to (4) and we obtain

\[
x^1 = F(x_1, z^1).
\]

Substituting from (5) into (3), we obtain

\[
E_1RT_{x_1 + F(x_1, z^1)} = E_1z = z_1.
\]

Now we defined two mappings \( \Phi \) and \( \Psi \) whose product is \( R(I - C + T) \). The mapping \( \Phi \) is defined as

\[
\Phi(x) = \Phi(x_1 + x^1) = x_1 + x^1 + E_1RT_{x_1 + x^1} = x_1 + z^1.
\]

The mapping \( \Psi \) is defined as

\[
\Psi(x_1 + z^1) = (I - E_1)(x_1 + z^1)
\]

\[
+ E_1RT\{E_1(x_1 + z^1) + F[E_1(x_1 + z^1), E_1(x_1 + z^1)]\}
\]

\[
= z^1 + E_1RT_{x_1 + F(x_1, z^1)}
\]

\[
= z^1 + z_1 = z.
\]

It is clear from the definitions of \( \Psi \) and \( \Phi \) and from equations (1) and (2) that
Lemma 5.3. There exists a topological index (in the sense of Leray and Schauder) of $\Phi$ relative to $\theta$ and this topological index is $+1$.

Proof. It is trivial to verify that the identity mapping $I$ is the differential (according to the definition of [5, p. 136]) at $\theta$ of the mapping $\Phi$ because of the $k$th order properties of $T$ ($k \geq 2$). The identity $I$ has topological index $+1$ (see [10, p. 55]). Now we apply Lemma 3, §1 of [14]. By this lemma, the mapping $\Phi$ has topological index $+1$.

Lemma 5.4. The Leray-Schauder topological degree at $\theta$ of the mapping $\Psi$ relative to a sufficiently small sphere $\omega$ with center $\theta$ is equal to the topological degree at $\theta$ of the mapping $E_1RT[x_1 + F(x_1, z')]$ relative to the intersection of $\omega$ with $x_1$.

Proof. In the mapping $\Psi$, the mapping $E_1RT[x_1 + F(x_1, z')]$ is a finite-dimensional mapping into $x_1$. This mapping is continuous; also it is bounded. Thus $\Psi$ is a layer mapping according to the definition of [15, p. 374]. Hence by the definition of Leray-Schauder the topological degree at $\theta$ of $\Psi$ relative to a sphere with center $\theta$, is the topological degree of $\Psi$ regarded as a mapping of $x_1$ into $x_1$. If we denote this mapping by $\Psi/x_1$, it is clear from the definition of $\Psi$ that

$$\Psi/x_1 = E_1RT[x_1 + F(x_1, z')]$$

This completes the proof of the lemma.

It is clear that Lemma 5.1 may be applied to these mappings $\Phi$ and $\Psi$. Moreover, since $\Phi(\theta) = \theta$ from the definition of $\Phi$, and since $\theta$ is an isolated $\theta$-point of $\Psi$ if Assumption 3.4 holds or if Assumptions 3.5 and 3.6 hold, the hypotheses of Lemma 5.2 are satisfied. Hence if we consider a sufficiently small sphere $\omega$ with $\theta$ as its center, then for topological degree $L$ and multiplicity $M$ relative to $\omega$ and $\theta$, we obtain

$$L[R(I - C + T)] - L[\Psi \Phi] = \{L[\Psi]\} \{L[\Phi]\} = \{M(I - C + T)\} \{+1\}.$$  

This completes the proof of the theorem.
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