FUNCTIONS OF EXPONENTIAL TYPE IN AN ANGLE
AND SINGULARITIES OF TAYLOR SERIES

BY
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1. Introduction. A function $f(z)$, analytic in the angle $|\arg z| \leq \alpha$, is said to be of exponential type in the angle if there exist two constants $a$ and $A$ such that

\begin{equation}
|f(z)| \leq Ae^{a|z|} \quad (|\arg z| \leq \alpha).
\end{equation}

It was shown by Cartwright [10] that if $f(z)$ satisfies (1.1) and a condition which is essentially

\begin{equation}
\limsup_{r \to \infty} \frac{\log |f(re^{i\alpha})|}{r} \leq k \sin \alpha \quad (0 \leq k < \pi),
\end{equation}

and if $f(z)$ is bounded on the sequence of points $z=1, 2, \ldots$, then $f(z)$ is bounded on the entire positive axis. (See also Macintyre [21].)

It was shown by Boas (for entire functions) [6] and more generally by Duffin and Schaeffer [13] (for $\alpha = \pi/2$) that Cartwright's theorem remains true if the sequence of integers $n=1, 2, \ldots$, where $f(z)$ is bounded, is replaced by a more general sequence of complex numbers $\{\lambda_n\}$. The condition imposed by Duffin and Schaeffer on the $\lambda_n$'s, and which will be retained by us through most of this paper, is

\begin{equation}
|\lambda_n - \lambda_m| \geq h > 0 \quad (n \neq m) \quad \text{and} \quad |\lambda_n - n| \leq H
\end{equation}

where $h$ and $H$ are two constants.

We propose to remove here the condition of boundedness of $f(\lambda_n)$ and to obtain similar results concerning the growth of the function from its growth on a sequence of points, under the much more general and "natural" restriction

\begin{equation}
\limsup_{n \to \infty} \frac{\log |f(\lambda_n)|}{|\lambda_n|} \leq 0.
\end{equation}

We shall show that if $f(z)$ satisfies (1.1) and (1.2), and if $\{\lambda_n\}$ is a sequence of complex numbers for which (1.3) and (1.4) are satisfied, then there exists a "regular" majorant $\{q_n\}$ of $\{|f(\lambda_n)|\}$ such that for $k' > k$ and $z = x + iy$ in the angle, we have

\begin{equation}
|f(x + iy)| \leq Cq_{|z|}e^{k'|y|}
\end{equation}
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where \( C = C(h, H, k'; f) \) is a constant\(^{(2)}\).

Now, if the sequence \( \{ |f(\lambda_n)| \} \) is regular enough, \( q_n \) in (1.5) can be replaced by \( |f(\lambda_{[x]})| \). In the general case, if (1.4) is satisfied with the sign of equality, there exists a touching majorant \( \{ q_n \} \) for which (1.5) holds; where by a touching majorant we mean a sequence \( \{ q_n \} \), such that
\[
(1.6) \quad q_n \geq |f(\lambda_n)| \quad (n = 1, 2, \ldots) \quad \text{while} \quad q_{n_k} = |f(\lambda_{n_k})|
\]

for an infinite subsequence \( \{ n_k \} \).

We would like to make two remarks. The first concerns the three conditions (1.1), (1.2), and (1.4), which we say are equivalent to (1.1) and
\[
(1.7) \quad \limsup_{r \to \infty} \frac{\log |f(re^{i\theta})|}{r} \leq k \sin \theta \quad (\text{for } |\theta| \leq \alpha),
\]
where \( k \) is such that \( 0 \leq k < \pi \), if the sequence \( \{ \lambda_n \} \) verifies (1.3) or, more generally if \( (\lambda_n/n) = 1 \). Indeed, it is obvious that (1.7) and (1.1) imply (1.2) and (1.4). To show the converse we apply a result of V. Bernstein [5], in a generalized form given by Pfugler [24], by which the last mentioned three conditions, with \( \lim (\lambda_n/n) = 1 \), imply \( \lim sup_{x \to \infty} [\log |f(x)|]/x \leq 0 \). But, it is well known (by the method of Phragmén and Lindelöf) that the last relation, when combined with (1.1) and (1.2), yields (1.7).

In the second remark we want to point out that there exists an almost trivial method of getting some results in the general case which will depend on the theorem of Duffin and Schaeffer for the special case when \( f(\lambda_n) \) is bounded. Thus, we can construct a function \( \eta(z) \) analytic in the angle, satisfying \( \eta(z)/z \to 0 \), and such that \( \Re[\eta(\lambda_n)] \geq \log |f(\lambda_n)| \). Applying the theorem of Duffin and Schaeffer (slightly generalized) to the function \( f(z)e^{-\eta(z)} \), we shall obtain (1.5) with \( q_n = e^{\Re[\eta(\lambda_n)]} \). The point is, however, that this method gives results which are not precise enough, for, in almost all the applications of our theorem, it is essential to have touching majorant sequences \( \{ q_n \} \) for which the theorem is applicable. But, it seems to us that it is impossible (in the general case) to construct an analytic function \( \eta(z) \) with the above properties and such that \( \{ e^{\Re[\eta(\lambda_n)]} \} \) will be a touching majorant of \( \{|f(\lambda_n)|\} \).

Finally we mention that a large part of this paper is devoted to applications of the main theorem described above to problems of singularities of Taylor series. Thus, in §4 we prove a general gap theorem; in §5 we generalize a theorem of Szegő; and in §6 we prove a weak converse of a theorem of Fabry.

2. Some lemmas. We shall use the following known inequality, announced as a lemma, which is an immediate consequence of the Poisson-Nevanlinna formula for the half-circle. (See F. and R. Nevanlinna [22]. For a proof see also Levinson [19, p. 245].)

\(^{(2)}\) It can be easily shown, though we shall not prove it here, that for \( x \) large enough \( C \) can be replaced by \( C_0 = C_0(h, H, k') \).
Lemma 2a. Let \( g(w) \) be analytic in the half-circle \( |w| \leq R, \ \nu \geq 0, \) where \( w = u + i\nu = re^{i\theta}. \) Then, for \( w \) inside the circle,

\[
\log \left| \frac{g(u + i\nu)}{u} \right| \leq \frac{1}{\pi} \int_{-R}^{R} \log |g(t)| N(w, R, t) dt
\]

(2.1)

\[
+ \frac{1}{\pi} \int_{0}^{\pi} \log |g(Re^{i\theta})| P(w, R, \phi) d\phi,
\]

where both \( N(w, R, t) \) and \( P(w, R, \phi) \) are positive kernels, given explicitly by

\[
N(w, R, t) = \frac{(R^2 - \rho^2)(R^2 - t^2)}{(t^2 - 2\rho t \cos \psi + \rho^2)(R^4 - 2\rho R^2 \cos \psi + \rho^2 t^2)}
\]

(2.2)

\[
= \frac{1}{t^2 - 2\rho t \cos \psi + \rho^2} - \frac{R^2}{R^4 - 2\rho R^2 \cos \psi + \rho^2 t^2},
\]

and

\[
P(w, R, \phi) = \frac{2R(R^2 - \rho^2) \sin \phi}{R^2 e^{i\phi} - 2\rho R \cos \psi e^{i\phi} + \rho^2}.
\]

(2.2')

Moreover, if \( g(w) \neq 0 \) in the half-circle, then (2.1) becomes equality. Taking, in particular, \( g(w) = e^{i\omega} \), we have identically,

\[
1 = \frac{R}{\pi} \int_{0}^{\pi} \sin \phi P(w, R, \phi) d\phi.
\]

(2.3)

The following lemma can be considered as a weak form of the main theorem. We shall suppose in it that the value of the function \( f(z) \) of exponential type is known on the whole positive axis and not only on a sequence of points.

Lemma 2b. Let \( f(z) \) be an analytic function of exponential type in the angle \( |\arg z| \leq \alpha < \pi/2, \) satisfying (1.7) with \( k \) non-negative (but not necessarily less than \( \pi \)). Suppose that on the positive axis

\[
|f(z)| \leq \rho(x),
\]

(2.4)

where \( \rho(x) \) is a positive function with the following properties:

(i) \( \log \rho(x) = \int_{0}^{x} \omega(t) dt + \text{const.}, \)

\( \omega(x) \) being Riemann-integrable in any finite interval such that

(ii) \( \lim_{x \to \infty} \omega(x) = 0, \)
and

(iii) \[ \omega(x') - \omega(x) \leq \frac{A}{x} \quad \text{for} \quad 0 < x < \infty, \quad 0 \leq x' - x \leq 1, \]

and some non-negative constant \( A \).

Then if \( k' > k \) and \( \eta > 1 \), there exists a positive number \( x_0 \) such that

\[ |f(x + iy)| < \eta p(x)e^{k'y^2}, \]

for \( z \) satisfying \( |\text{arg } z| \leq \alpha \) and \( x \geq x_0 \).

(We remark that (i), (ii), and (iii) will be satisfied, in particular, if \( \log p(x) \)

is a concave function of \( x \), and \( \log p(x) = o(x) \). It will also be satisfied if

\( \log p(x) \) is twice differentiable with \( \lim_{x \to \infty} (\log p(x))'' = 0 \) and \( (\log p(x))'' \leq A/x \).)

**Proof.** In what follows \( o(1) \) will denote a positive function of \( x \) tending to

zero when \( x \to \infty \). It is well known that (1.7) holds essentially uniformly, so

\[ \log |f(re^{i\theta})| \leq k \sin \theta |r + o(1) \cdot r = k| y| + o(1) \cdot r \quad (|\theta| \leq \alpha). \]

It is also easily verified (taking account of (2.6) and the fact that \( |\log p(x)|/x \)

= \( o(1) \)) that the inequality to be proved, (2.5), holds trivially outside any

angle \( |\text{arg } z| \leq \alpha' < \alpha \). Let us choose a number \( \lambda \) such that

\[ 0 < \lambda < \min \left( \frac{1}{2} \cdot \frac{\pi}{4A} \log \eta, \frac{\pi}{4A} (k' - k), \sin \alpha \right) \]

where \( A \) is the constant satisfying (iii), and let \( \alpha' < \lambda \). Obviously \( \alpha' < \alpha \) and it is clear from the preceding that it is enough to prove (2.5) for \( z \) satisfying \( |\text{arg } z| < \alpha' \). Let \( z = x + iy \) be any such

point and suppose to begin with that \( y \) is positive. Put

\[ g(w) = g_\alpha(w) = \frac{f(x + w)}{p(x)}. \]

The function \( g(w) \) is holomorphic in the half-circle \( |w| \leq \lambda x, v \geq 0 \) (\( w = u + iv \)).

Hence, applying Lemma 2a to this function and the point \( w = iy \) (which is

inside the half-circle on account of our previous suppositions) we can write

\[ \log |f(x + iy)| - \log p(x) \]

\[ \leq \frac{1}{\pi} \int_{-\lambda x}^{\lambda x} \{ \log |f(x + t)| - \log p(x) \} N(iy, \lambda x, t) dt \]

\[ + \frac{1}{\pi} \int_{0}^{\pi} \{ \log |f(x + \lambda xe^{i\phi})| - \log p(x) \} P(iy, \lambda x, \phi) d\phi = I_1 + I_2. \]

The kernel \( N \) being positive and given by (2.2) we find for \( I_1 \), using (2.4),
\[ I_1 \leq \frac{1}{\pi} \int_{-\lambda x}^{\lambda x} \left\{ \log p(x + t) - \log p(x) \right\} N(iy, \lambda x, t) dt \]

\[ (2.9) \quad = \frac{1}{\pi} \int_{0}^{\lambda x} \left\{ \log p(x + t) + \log p(x - t) - 2 \log p(x) \right\} \frac{dt}{t^2 + y^2} \]

\[ - \frac{1}{\pi} \int_{-\lambda x}^{\lambda x} \left\{ \log p(x + t) - \log p(x) \right\} \frac{\lambda^2 x^2}{\lambda^2 x^4 + y^2 t^2} = J_1 - J_2. \]

Now, it is easily seen from the properties of \( p(x) \) that for positive \( x \) and \( 0 < t \leq x/2, \)

\[ (2.10) \quad \log p(x + t) + \log p(x - t) - 2 \log p(x) < \frac{4A}{x} t(t + 1). \]

(Indeed, we have \( \log p(x + t) + \log p(x - t) - 2 \log p(x) = \int_{0}^{u} [\omega(x + u) - \omega(x - u)] du, \) and, from (iii), \( \omega(x + u) - \omega(x - u) < 4(u + 1)A/x \) for \( 0 \leq u \leq x/2, \) so that (2.10) follows from the last two relations.) Using (2.10) in the expression for \( J_1, \) we get (using the inequality \( \log(1 + b) < 2b^{1/2} \) \( (b > 0)), \)

\[ J_1 < \frac{4A}{\pi x} \int_{0}^{\lambda x} \left( 1 + \frac{t}{t^2 + y^2} \right) dt = \frac{4A\lambda}{\pi} + \frac{2A}{\pi x} \log \left( 1 + \frac{\lambda^2 x^2}{y^2} \right) \]

\[ (2.11) \]

\[ < \frac{4A\lambda}{\pi} + \frac{4A}{\pi y}. \]

For \( J_2 \) we find, using properties (i) and (ii) of \( p(x) \)

\[ \frac{1}{\pi} \int_{-\lambda x}^{\lambda x} \left| \log p(x + t) - \log p(x) \right| \frac{\lambda^2 x^2}{\lambda^2 x^4 + y^2 t^2} dt \]

\[ (2.11') \quad \left\langle \left( \max_{|t| \leq \lambda x} \left| \log p(x + t) \right| \right) \right\rangle \frac{4}{\pi \lambda x} = o(1). \]

Combining (2.9), (2.11), and (2.11') we obtain,

\[ (2.11'') \quad I_1 \leq J_1 + |J_2| \leq \frac{4A\lambda}{\pi} \left( 1 + \frac{1}{y} \right) + o(1). \]

Now, if \( x + \lambda xe^{i\phi} = re^{i\theta}, \) then \( \lambda x \sin \phi = r \sin \theta, \) so that (2.6) can be rewritten as

\[ (2.12) \quad \log |f(x + \lambda xe^{i\phi})| \leq k\lambda x \sin \phi + o(1) \cdot x. \]

Also from (2.2'),

\[ (2.12') \quad 0 \leq P(iy, \lambda x, \phi) \leq \frac{C}{x} \]
where \( C = C(\lambda, \alpha') \) is a constant. Using (2.12), (2.12'), and the identity (2.3), remembering that \( \log p(x) / x = o(1) \), we get

\[
I_2 = \frac{1}{\pi} \int_0^\pi \{ \log | f(x + \lambda xe^{i\phi}) | - \log p(x) \} P(iy, \lambda x, \phi) d\phi
\]

(2.13)

\[
\leq \frac{k}{\pi} \int_0^\pi \lambda x \sin \phi P(iy, \lambda x, \phi) d\phi + o(1) = k + o(1).
\]

Finally, combining (2.8), (2.11’), (2.13), and using (2.7), we find,

\[
\log | f(x + iy) | - \log p(x) \leq \left( k + \frac{4k\lambda}{\pi} + o(1) \right) y + \frac{4A\lambda}{\pi}
\]

(2.14)

\[
\leq k' y + \log \eta \quad \text{for } x \geq x_0,
\]

which is the desired inequality (2.5) for \( y > 0 \). For negative \( y \) (\( y = 0 \) is trivial) we have only to apply the proved result to \( f(\bar{z}) \).

3. The main theorem. We shall begin by discussing in some detail the properties of the smallest concave majorant, defined for a certain class of real functions, which turn out to be of fundamental importance in our proof of the main theorem.

Let \( \omega(x) \) be a real and continuous function for \( 0 \leq x < \infty \), such that \( \lim \sup (\omega(x)/x) = 0 \). Then, there exists a unique function \( C(x) \) having the following three properties:

(i) \( C(x) \) is a majorant of \( \omega(x) \) : \( C(x) \geq \omega(x) \).
(ii) \( C(x) \) is concave: \( C(x+h) + C(x-h) - 2C(x) \leq 0 \) \( (h > 0, \ x-h \geq 0) \).
(iii) \( C(x) \) is the smallest function having properties (i) and (ii).

The function \( C(x) \) is called the smallest concave majorant (or envelope) of \( \omega(x) \). Indeed, we can define \( C(x) \) \( (0 \leq x < \infty) \) as the smallest number \( \gamma \) such that there exists a straight line passing through \( (x, \gamma) \) above which there are no points of the curve \( y = \omega(x) \). It is easily proved that \( C(x) \) so defined is concave. That it is a majorant is obvious; and that it is the smallest concave majorant follows immediately from the construction.

Now, from the condition of growth imposed on \( \omega(x) \), it follows in an easy way that \( C(x)/x \to 0 \), and this combined with concavity shows that the slope of \( C(x) \) is always non-negative. Hence, \( C(x) \) is nondecreasing, and we also have \( \lim_{x \to \infty} C(x) = \text{upper bound}_{0 \leq x < \infty} \omega(x) \). The interesting case, which will also concern us, is when \( \omega(x) \) is not bounded from above, so that \( C(x) \uparrow \infty \). In this case there exists an infinite sequence of positive numbers \( \{ \xi_n \} \) tending to infinity (a principal sequence), such that

\[
C(\xi_n) = \omega(\xi_n) \quad (n = 1, 2, \cdots).
\]

Indeed, let \( \{ \xi_n \} \) be a sequence of positive numbers tending to infinity, such that \( y = C(x) \) is not linear in any small interval with \( \{ \xi_n \} \) as center. Such a
sequence exists, for otherwise \( y = C(x) \) would be a straight line with a nonnegative slope for \( x \) large enough. However, the slope of the line cannot be positive, since \( C(x)/x \to 0 \); and it cannot be zero because \( C(x) \) is not bounded. Now, the last defined sequence \( \{ \xi_n \} \) satisfies (3.1). For, if \( C(\xi_n) > \omega(\xi_n) \), there exists \( \delta > 0 \) sufficiently small such that \( \omega(x) \leq l(x) \) for \( \xi_n - \delta \leq x \leq \xi_n + \delta \), where \( l(x) \) is the linear function joining \( (\xi_n - \delta, C(\xi_n - \delta)) \) and \( (\xi_n + \delta, C(\xi_n + \delta)) \). Thus, we shall get another concave majorant \( C^*(x) \) by putting \( C^*(x) = l(x) \) in the interval \( (\xi_n - \delta, \xi_n + \delta) \) and \( C^*(x) = C(x) \) elsewhere, Or, \( C^*(x) \leq C(x) \) \((x \geq 0)\) and \( C^*(x) < C(x) \) for some point in \( (\xi_n - \delta, \xi_n + \delta) \) \((C(x) \) is not linear there). This contradicts the definition of \( C(x) \) and establishes (3.1).

We pass now to the statement and proof of the main theorem(4).

**Theorem 3a.** Let \( f(z) \) be an analytic function of exponential type in the angle \( |\arg z| \leq \alpha < \pi/2 \), such that

\[
(3.2) \quad \limsup_{z \to \infty} \frac{\log |f(re^{i\theta})|}{r} \leq k \sin \theta
\]

and where \( 0 \leq k < \pi \). Let \( \{ \lambda_n \} \) be a sequence of complex numbers which satisfies

\[
(3.3) \quad |\lambda_n - \lambda_m| \geq h > 0 \quad (n \neq m) \quad \text{and} \quad |\lambda_n - n| \leq H \quad (n = 1, 2, \ldots),
\]

\( h \) and \( H \) being two positive constants. Suppose, furthermore, that

\[
(3.4) \quad |f(\lambda_n)| \leq g_n \quad (n = 1, 2, \ldots),
\]

where \( \{ g_n \} \) is a sequence of positive numbers satisfying the following conditions of regularity

(i) \( \lim q_n/q_{n+1} = 1 \quad (n \to \infty) \),

and

(ii) \( \log q_{n+1} + \log q_{n-1} - 2 \log q_n \leq B/n \quad (n = 2, 3, \ldots) \)

for some constant \( B \). Define \( q(x) \) to be continuous, \( q(n) = g_n \), and \( \log q(x) \) linear for \( n \leq x \leq n + 1 \). Then, if \( k' > k \), there exists a constant \( C \) such that, for \( |\arg z| \leq \alpha \),

\[
(3.5) \quad |f(x + iy)| \leq Cq(x)e^{B|x|}.
\]

**Proof.** Put(4)

\[
(3.6) \quad \omega(x) = \log^+ \left( \frac{|f(x)|}{q(x)} \right) \quad (x \geq 0),
\]

so that \( \omega(x) \) is continuous, and \( \limsup (\omega(x)/x) = 0 \). It is easily seen that \( q(x) \)

(4) This theorem was announced by us in a somewhat less general form (as concerns the sequence \( \{ g_n \} \)) in [2].

(4) If \( A \) is a real number we write, as usual, \( A^+ \) for \((A + |A|)/2\).
satisfies properties (i), (ii), and (iii) of Lemma 2b. Thus, if we use this lemma, it is enough to prove that \( \omega(x) \) is bounded in order to obtain our result. Suppose now the contrary, that the theorem is false and that we have

\[
\limsup_{x \to \infty} \omega(x) = \infty.
\]

Let \( C(x) \) be the smallest concave majorant of \( \omega(x) \). It follows from what we have shown in the beginning of this section that \( C(x)/x \to 0 \), and \( C(x) \uparrow \infty \). Moreover, there exists a sequence \( \{\xi_n\} \) of positive numbers tending to infinity, such that

\[
\omega(\xi_n) = C(\xi_n) \quad (n = 1, 2, \ldots).
\]

Let us put \( \rho(x) = q(x)e^{C(x)} \). It follows from (3.6), the definition of \( C(x) \), and (3.7), that

\[
|f(x)| \leq \rho(x) \quad (0 \leq x < \infty) \quad \text{and} \quad |f(\xi_n)| = \rho(\xi_n) \quad (n = 1, 2, \ldots).
\]

Furthermore, it is easy to verify that both functions \( q(x) \) and \( \exp[C(x)] \), and consequently their product \( \rho(x) \), satisfy hypotheses (i), (ii), and (iii) of Lemma 2b. Applying this lemma we find that if \( \eta > 1 \) and \( k' > k \), there exists \( x_0 \) such that for \( |\arg z| \leq \alpha, x \geq x_0 \),

\[
|f(x + iy)| \leq \eta \rho(x)e^{k'|y|}.
\]

Let us consider now the family of functions \( \{F_n(z)\} \) defined by

\[
F_n(z) = \frac{f(\xi_n + z)}{f(\xi_n)} \quad (n = 1, 2, \ldots),
\]

which are analytic inside any circle \( |z| \leq R \) for \( n \geq n_0 = n_0(R) \), and satisfy there, on account of (3.9) and (3.8),

\[
|F_n(x + iy)| \leq \eta \frac{\rho(\xi_n + x)}{\rho(\xi_n)} e^{k'|y|}.
\]

Or, we have uniformly for \( x \) in any fixed interval \( |x| \leq R \),

\[
\lim_{n \to \infty} (\rho(\xi_n + x)/\rho(\xi_n)) = 1,
\]

so that the family \( \{F_n(z)\} \) is bounded in any finite circle and hence is normal. Let \( G(z) \) be any limit function of the family:

\[
G(z) = \lim_{n \to \infty} F_n(z).
\]

It follows from the above remarks that \( G(z) \) is an entire function not identically zero, \( G(0) = 1 \), which, on account of (3.11) and (3.12) (remembering that the only restrictions on \( \eta \) and \( k' \) are \( \eta > 1 \) and \( k' > k \)) satisfies
We are now going to get a contradiction by showing that $G(z)$ has too many zeros to be consistent with its growth. Let $n(r)$ denote the number of zeros of $G(z)$ inside the circle $|z| \leq r$. We claim that

$$n(r) \geq 2r - O(1) \quad (r \to \infty).$$

For, let $m_r = \lfloor \xi_{n_r} \rfloor$ ([x] being as usual the largest integer not exceeding x, and $\{n_r\}$ the subsequence of (3.13)) and put

$$\mu_j^{(r)} = \lambda_{m_r+j} - \xi_{n_r}, \quad \text{for } j \geq -m_r.$$

It follows from (3.3) that

$$|\mu_j^{(r)} - \mu_{j_1}^{(r)}| \geq h > 0 \quad (j_2 > j_1 \geq -m_r) \quad \text{and} \quad |\mu_j^{(r)} - j| \leq H + 1 \quad (j \geq -m_r),$$

and it is now obvious from (3.17) that by a diagonal process we can choose a subsequence $\{\nu_i\}$, such that

$$\lim_{i \to \infty} \mu_j^{(\nu_i)} = \mu_j \quad (j = 0, \pm 1, \cdots).$$

Now, all the $\mu_j$'s are zeros of $G(z)$. Indeed, using (3.8), (3.10), and (3.4), we have

$$|F_{\nu_i}(\mu_j^{(r)})| = \left| \frac{f(\lambda_{m_r+j})}{f(\xi_{n_r})} \right| e^{-C(\xi_{n_r})} = \left| \frac{f(\lambda_{m_r+j})}{q(m_r+j)} \right| \frac{q(m_r+j)}{q(\xi_{n_r})} \quad (j = 0, \pm 1, \cdots).$$

But $|\xi_{n_r} - (m_r+j)| \leq j + 1$, and hence $q(m_r+j)/q(\xi_{n_r}) \to 1$ $(\nu \to \infty)$; also $C(x) \uparrow \infty$, and $|f(\lambda_{m_r+j})| \leq q_{m_r+j} = q(m_r+j)$, so that (3.19) yields, in particular,

$$G(\mu_j) = \lim_{r \to \infty} F_{\nu_i}(\mu_j^{(r)}) = 0 \quad (j = 0, \pm 1, \cdots).$$

Or, it is evident that the sequence $\{\mu_j\}$ satisfies (3.17) for $j = 0, \pm 1, \cdots$; from which our assertion (3.15) follows immediately.

Finally, let us apply Jensen's formula:

$$\int_0^R \frac{n(r)}{r} \, dr = \frac{1}{2\pi} \int_0^{2\pi} \log |G(Re^{i\theta})| \, d\theta - \log |G(0)|$$

to our function $G(z)$. Making use of inequalities (3.14) and (3.15), and remembering that $G(0) = 1$, we get
\[ 2R - O(\log R) \leq \frac{k}{2\pi} \int_0^{2\pi} R |\sin \theta| d\theta = \frac{2kR}{\pi}. \]

Dividing by \( R \) and sending \( R \) to infinity, we obtain \( k \geq \pi \), which, however, contradicts our hypothesis and completes the proof of the theorem.

Theorem 3a can still be generalized in several directions. Thus, the condition (3.3) was imposed on the sequence \( \{\lambda_n\} \) because of its simplicity. The same method yields the following more general theorem.

**Theorem 3b.** Let \( f(z) \) be an analytic function of exponential type in an angle \( |\arg z| \leq \alpha < \pi/2 \), satisfying (3.2) with \( k \geq 0 \) (but not necessarily \( k < \pi \)). Let \( \{\lambda_n\} \) be a sequence of complex numbers contained in the strip \( x \geq 0 \), \( |y| \leq M \), and such that \( |\lambda_n - \lambda_m| \geq h > 0 \) \((n \neq m)\). Denote by \( N(\xi, r) \) the number of \( \lambda_n \)'s in the rectangle \( |x-\xi| \leq r \), \( |y| \leq M \), and put

\[ D = \lim \inf_{R \to \infty} \lim \inf_{\xi \to \infty} \left( \frac{N(\xi, R)}{R} \right). \]

Suppose that \( D > k/\pi \) and let \( \{q_n\} \) be a sequence of positive numbers satisfying (i) and (ii) of Theorem 3a, and such that

\[ q_n \geq \max \left| f(\lambda_n) \right| \quad \text{for } \lambda_n \text{ in the rectangle } x \leq n + 1, \quad |y| \leq M \]

(the right side is understood to be zero if there are no \( \lambda_n \)'s in the rectangle). Then, the conclusion of Theorem 3a holds.

Another generalization consists in considering "multiple" points: that is, when not only \( f(\lambda_n) \) is known but also some of its derivatives \( f'(\lambda_n), \ldots, f^{(r)}(\lambda_n) \). How the theorem must be announced in this case is obvious from our method of proof. Thus, to take a special case, if, in Theorem 3a, \( q_n \geq \max \left( |f(\lambda_n)|, |f'(\lambda_n)| \right) \) and if \( k < 2\pi \) (instead of \( k < \pi \) in Theorem 3a), then the conclusion (3.5) holds.

We would also like to note that Theorem 3a is essentially equivalent to a theorem which was fundamental in our thesis [1, Theorem III] and proved fruitful in investigations of singularities of a class of Dirichlet series. Here we shall show how Theorem 3a can be applied to problems of singularities of Taylor series. (However, the fundamental theorem of [1] is the more "natural" and can easily be generalized to apply to various series having a "power series type" of convergence.) In the following applications only the special case \( \lambda_n = n \) of Theorem 3a will be used.

**4. Some general remarks and a general gap theorem.** Let \( \{a_n\} \) be a sequence of positive numbers such that \( \lim \sup \left( (\log a_n)/n \right) = 0 \). We have shown in [1, Lemma II](9) that there always exists a majorant sequence

\[ (9) \text{ We use this opportunity to correct the following printing mistake in [1] where at the top of p. 271 is written: "log } q_n/\Gamma(\lambda_n+1) \text{ est une fonction concave" and so forth, and it should be: log } (q_n/\Gamma(\lambda_n+1)) \text{ and so forth.} \]
\{q_n\} with the following properties:

(i) \(\lim_{n \to \infty} \left(\frac{q_n}{q_{n+1}}\right) = 1\).

(ii) \(\lim \sup_{n=\infty} n(\log q_{n+1} + \log q_{n-1} - 2 \log q_n) \leq 1\).

(iii) \(q_n \geq a_n\) (\(n = 1, 2, \ldots \)) while \(q_{nk} = a_{nk}\) for an infinite subsequence \(\{n_k\}\) (\(k = 1, 2, \ldots \)).

(Thus, if the sequence \(\{a_n\}\) is not bounded, we can take \(\log q_n\) to be the smallest concave majorant of \(\log a_n\).) In particular, the above mentioned sequence \(\{q_n\}\) satisfies conditions (i) and (ii) of Theorem 3a. Taking \(a_n = |f(\lambda_n)|\), we obtain:

**Corollary 4a.** If, in Theorem 3a, \(\lim \sup (\log |f(\lambda_n)| / |\lambda_n|) = 0\), then there exists a touching majorant \(\{q_n\}\) satisfying (1.6).

Let now \(\phi(z)\) be a Taylor series having the unit circle as its circle of convergence

\[ \phi(z) = \sum_{n=0}^{\infty} a_n z^n \quad (\lim \sup |a_n|^{1/n} = 1). \]

We lay down the following definition.

**Definition 4.** A subsequence of coefficients \(\{a_{n_k}\}\) of the Taylor series (4.1) will be said to be a sequence of principal coefficients, and the corresponding sequence \(\{n_k\}\) a sequence of principal indices, if there exists a positive constant \(K\) and a sequence of positive numbers \(\{q_n\}\) having properties (i) and (ii) of Theorem 3a and such that

\[ q_n \geq |a_n| \quad (n = 0, 1, \ldots), \]

while \(q_{nk} \leq K|a_{nk}|\) for the given subsequence of coefficients.

From our first remark in the beginning of this section follows:

**Corollary 4b.** Every Taylor series (4.1) has a sequence of principal coefficients.

Now, it is well known (Carlson [9], see also V. Bernstein [5] where a more general theorem is proved for Dirichlet series) that a necessary and sufficient condition for the function \(\phi(z)\), defined by (4.1), to be regular on the symmetric arc of the unit circle \(k < |\arg z| \leq \pi\) (\(0 < k < \pi\)) is that there will exist a function \(f(z)\), analytic and of exponential type in a certain angle \(|\arg z| \leq \alpha\) where it satisfies (3.2), and furthermore such that \(f(n) = a_n\) (\(n = 0, 1, \ldots \)). In what follows we shall call this function the interpolation function.

We shall apply Theorem 3a to the interpolation function \(f(z)\) (with \(\lambda_n = n\)). Let \(\{n_k\}\) (\(k = 1, 2, \ldots \)) be a sequence of principal indices of \(\phi(z)\), and consider the family of functions \(\{F_{n_k}(z)\}\) defined by \(F_{n_k}(z) = f(n_k + z)/a_{n_k}\). It follows from Theorem 3a and Definition 4 that the family is analytic and bounded in every circle \(|z| \leq R\) (for \(k \geq k_0(R)\)), and hence is normal. Further-
more, by the same argument as is employed in the proof of Theorem 3a, it follows that each limit function \( G(z) \) of the family \( G(z) = \lim_{n \to \infty} F_{n,k}(z) \) is an entire function satisfying
\[
(4.3) \quad |G(x + iy)| \leq A e^{k|y|} \quad (k < \pi),
\]
\( A \) being a constant independent of the special limit function, and
\[
(4.3') \quad G(0) = 1.
\]
We also know that the values of \( G(z) \) at the integer points are given by
\[
(4.3'') \quad G(m) = \lim_{n \to \infty} \left( \frac{a_{n,k+m}}{a_{n,k}} \right) \quad (m = 0, \pm 1, \cdots).
\]
Now, given a Taylor series (4.1), let \( \{ n_k \} \) be a sequence of principal indices, and suppose that there exists a subsequence \( \{ n'_{k} \} \) of \( \{ n_k \} \) such that \( \lim_{k \to \infty} \left( \frac{a_{n',k+m}}{a_{n',k}} \right) = b_m \) (\( m = 0, \pm 1, \cdots \)) and such that no entire function satisfying (4.3) and (4.3') can take the values \( b_m \) at the integer points. Then, it may be concluded from the above remarks that \( z = -1 \) is a singular point for the series in (4.1). Thus, for example, by a theorem of Cartwright [11, Theorem 1], an entire function \( G(z) \) satisfying (4.3), and such that \( |G(m)| \leq \exp \left[-\theta(m)\right] \) (\( m = 1, 2, \cdots \)) where \( \theta(m) \) is an increasing sequence satisfying \( \sum (\theta(m)/m^2) = \infty \), is identically zero (so that (4.3') cannot hold). We therefore deduce the following general gap theorem.

**Theorem 4.** Let \( \phi(z) \) be a Taylor series (4.1), and let \( \{ n_k \} \) be a sequence of principal indices and suppose that there exists a subsequence \( \{ n'_{k} \} \) of \( \{ n_k \} \) such that \( \lim_{k \to \infty} \left( \frac{a_{n',k+m}}{a_{n',k}} \right) = b_m \) (\( m = 0, \pm 1, \cdots \)) and such that no entire function satisfying (4.3) and (4.3') can take the values \( b_m \) at the integer points. Then, it may be concluded from the above remarks that \( z = -1 \) is a singular point for the series in (4.1). Thus, for example, by a theorem of Cartwright [11, Theorem 1], an entire function \( G(z) \) satisfying (4.3), and such that \( |G(m)| \leq \exp \left[-\theta(m)\right] \) (\( m = 1, 2, \cdots \)) where \( \theta(m) \) is an increasing sequence satisfying \( \sum (\theta(m)/m^2) = \infty \), is identically zero (so that (4.3') cannot hold). We therefore deduce the following general gap theorem.

**Theorem 4.** Let \( \phi(z) \) be a Taylor series (4.1), and let \( \{ n_k \} \) be a sequence of principal indices such that \( \lim_{k \to \infty} (n_{k+1} - n_k) = \infty \). Suppose that one of the following two conditions is satisfied:
\[
(4.4) \quad \limsup_{k \to \infty} \left| \frac{a_{n,k+m}}{a_{n,k}} \right| \leq e^{-\theta(m)} \quad \text{or} \quad \limsup_{k \to \infty} \left| \frac{a_{n,k-m}}{a_{n,k}} \right| \leq e^{-\theta(m)},
\]
for \( m = 1, 2, \cdots \), where \( \theta(m) \) is an increasing sequence such that \( \sum (\theta(m)/m^2) = \infty \). Then the unit circle is a natural boundary.

This theorem was proved by us (for a class of Dirichlet series) in [1] by another method. (Also in [3] where the present proof is sketched.)

It is seen that no real gaps are required in the gap theorem. It is enough that the coefficients immediately after (or before) the principal coefficients will be relatively small in order that the conclusion will hold. Theorem 4 contains also as a special case the gap theorem of Fabry [14] asserting that the unit circle is a natural boundary for the Taylor series (4.1) if \( a_n = 0 \) except for \( n = n_k \) where \( n_{k+1} - n_k \to \infty \). Indeed, in this case it is obvious that any sequence of principal coefficients is to be found among the nonzero coefficients and for any such sequence both conditions (4.4) are satisfied with \( \theta(m) = \infty \).

We remark that a very special case of our theorem was proved by Ilieff [15]; namely, the case of the coefficients being bounded while there exists a
sequence of principal coefficients bounded away from zero and satisfying the first condition (4.4) with \( \theta (m) \equiv \infty \). Ilieff's result was generalized by Boas [7] (at about the same time our theorem was announced); but his results are less general and are contained essentially in Theorem 4. As a matter of fact his method applies to cases which can be reduced to Ilieff's theorem by using the Hadamard multiplication theorem. This requires, however, a very regular growth of the principal coefficients. (See also our second remark at the end of the introduction, which deals with the same point in an equivalent form.) Finally we remark that gap theorems with the same general idea were given even earlier by Lösch [20] and Claus [12]. However, their results are different, and in particular they assume that the length of the gaps depends on the magnitude of the coefficients.

5. Generalization of a theorem of Szegö. The following is a well known theorem proved by Szegö [25]:

**Theorem.** Let \( \phi (z) \) be a Taylor series (4.1) such that its coefficients take only a finite number of different values. Then, a necessary condition that \( \phi (z) \) can be continued analytically beyond the unit circle is that the sequence of coefficients be ultimately periodic: \( a_{n+1} = a_n \) for \( n \geq n_0 \) and some positive integer \( l \).

(It is obvious that the condition is also sufficient and that in this case \( \phi (z) \) is a rational function of the form \( P(z)/(1 - z^l) \).)

We shall prove the following generalization:

**Theorem 5.** Let \( \phi (z) = \sum_{n=0}^{\infty} a_n q_n \eta_n z^n \) where the sequence \( \{a_n\} \) takes only a finite number of different values, where \( \{q_n\} \) is a sequence such that \( q_n/q_{n+1} \to 1 \) and \( (\log q_{n+1} + \log q_{n-1} - 2 \log q_n) \leq B/n \) \( (n = 1, 2, \ldots, \text{and } B \text{ is a constant}) \), and where \( \{\eta_n\} \) is a sequence satisfying \( \eta_n/\eta_{n+1} \to 1 \) and \( 0 < C_1 \leq |\eta_n| \leq C_2 \) (the \( C \)'s being constants). Then, a necessary condition that \( \phi (z) \) can be continued analytically beyond the unit circle is that the sequence \( \{a_n\} \) be ultimately periodic\(^ (6) \).

This theorem was announced by us in [4] and was proved by another method in an unpublished part of our thesis (as a matter of fact we proved there a more general theorem concerning Dirichlet series \( g(s) = \sum a_n q_n \eta_n e^{\lambda_n s} \) where \( \lambda_{n+1} - \lambda_n \) has only a finite number of positive limit points). We remark also that a special case of Theorem 5 (when \( q_n = n^s \)) was proved independently by Ilieff [16] (see also the same author [17], which is, however, included in the more general theorem for Dirichlet series mentioned above). Another kind of generalization was given by Duffin and Schaeffer [13] who proved that under the conditions of Szegö's theorem, the Taylor series cannot even be bounded in any sector of the unit circle, unless the coefficients are ultimately periodic. The method of proof we shall employ here is similar to

\(^ (6) \) A more precise result could be proved. Namely, that each singular point on the unit circle of \( \sum a_n z^n \) is also a singular point of \( \phi (z) \).
that used by Duffin and Schaeffer in proving their generalization. We shall make use, however, of our more general theorem, Theorem 3a.

**Proof of Theorem 5.** Suppose that the unit circle is not a natural boundary. There is no loss in generality in assuming \( z = -1 \) to be regular. (Indeed, if not, we shall consider \( \phi_i(z) = \phi(e^{2\pi i p/q}z) \) where \( p \) and \( q \) are integers chosen so that \( \phi_i(z) \) will be regular at \( z = -1 \). The coefficients of \( \phi_i(z) \) will take only a finite number of different values and will be periodic (nonperiodic) if the coefficients of \( \phi(z) \) are periodic (nonperiodic).) Let \( f(z) \) be the interpolation function, associated with the Taylor series, introduced in §4 (\( f(z) \) is of exponential type in a certain angle, satisfying there (3.2) and is such that \( f(n) = a_n q_n \gamma_n \)). It follows from Theorem 3a that the family \( \{ F_n(z) \} \) defined by \( F_n(z) = f(n + z) / q_n \gamma_n \) is normal in any finite region. Furthermore, by essentially the argument employed in §4, it follows that each limit function \( G(z) \) is an entire function satisfying (4.3), and such that

\[
G(m) = \lim_{k \to \infty} F_{nk}(m) = \lim_{k \to \infty} a_{nk+m} q_{nk} q_{nk+m} = \lim_{k \to \infty} a_{nk+m} \quad (m = 0, \pm 1, \cdots).
\]

Now, suppose, by way of contradiction, that the sequence \( \{ a_n \} \) is not ultimately periodic. As the sequence takes only a finite number of different values: \( b_1, b_2, \cdots, b_s; \ |b_i - b_j| \geq b > 0 \ (i \neq j) \), it follows in an easy way that for any integer \( r = 1, 2, \cdots \), we can find a pair of integers \( p = p(r) \) and \( q = q(r) \), \( r < p < q \), such that

\[
a_p \neq a_q \quad \text{while} \quad a_{p-i} = a_{q-i} \quad \text{for } i = 1, 2, \cdots, r.
\]

We shall choose two limit functions from the normal family \( \{ F_n(z) \} \): \( G_1(z) = \lim_{i \to \infty} F_{p_i(r_i)}(z) \), where \( \{ p_i(r_i) \} \) is a subsequence of \( \{ p(r) \} \), and \( G_2(z) = \lim_{i \to \infty} F_{q_i(r_i)}(z) \), where \( \{ q_i(r_i) \} \) is a subsequence of \( \{ q(r) \} \). Let us put \( H(z) = G_1(z) - G_2(z) \). It follows from §4, (5.1), (5.2), and the definition of \( H(z) \), that \( H(z) \) is an entire function which satisfies

(i) \( |H(x + iy)| \leq 2A e^{k|y|} \ (k < \pi) \),
(ii) \( H(-m) = 0 \ (m = 1, 2, \cdots) \), and
(iii) \( |H(0)| \geq b > 0 \).

But, by a theorem of Carlson [8], a function satisfying (i) and (ii) is identically zero. This contradicts (iii) and completes the proof of the theorem.

6. **Further applications.** A well known theorem by Fabry [14] states that if the Taylor series (4.1) is such that \( \lim (a_n/a_{n+1}) = 1 \), then \( z = 1 \) is singular. We proved in [1, Theorem XI] a general theorem from which it follows that if

\[
\lim_{k \to \infty} \frac{a_{nk+m}}{a_{nk}} = 1 \quad \text{or} \quad \lim_{k \to \infty} \frac{a_{nk-m}}{a_{nk}} = 1
\]
for \( m = 1, 2, \ldots \), where \( \{ n_k \} \) is a sequence of principal indices, then \( z = 1 \) is singular.

Now, it is well known that the converse of Fabry's theorem is not true, even when \( z = 1 \) is the only singularity on the unit circle, and even when the singularity is of a relatively simple type. We shall show, however, that when \( z = 1 \) is the only singularity on the unit circle, the converse of our theorem stated above holds. This will show, in particular, that for any Taylor series (4.1) with a single singularity \( z = 1 \) on the unit circle, \( a_{n'}/a_{n'+1} \to 1 \) when \( \{ n' \} \) runs through certain blocks of integers, the length of which tends to infinity.

It should be pointed out that much stronger results are known in some special cases. Thus, Jungen [18] in the case where \( z = 1 \) is algebro-logarithmic, and Whittaker and Wilson [26] in the case where \( z = 1 \) is an essential singularity of finite exponential order, showed that \( a_{n'}/a_{n'+1} \to 1 \) where \( \{ n' \} \) excludes only a sequence of integers of zero density. The interest of our theorem lies, however, in its generality, as no further assumptions are made upon the nature of the singularity \( z = 1 \). We shall prove:

**Theorem 6.** Let \( \phi(z) \) be a Taylor series (4.1) with a single singular point, \( z = 1 \), on the unit circle. Let \( \{ n_k \} \) be an infinite sequence of principal indices. Then,

\[
\lim_{k \to \infty} \frac{a_{n_k + m}}{a_{n_k}} = 1 \quad (m = \pm 1, \pm 2, \cdots).
\]

**Proof.** Let \( f(z) \) be the associated interpolation function introduced in §4 (thus, \( f(z) \) is analytic and of exponential type in a certain angle, satisfying (3.2), and \( f(n) = a_n \) \( (n = 0, 1, \cdots) \)). The point \( z = 1 \) being the only singularity on the unit circle, it can easily be shown that (3.2) can be replaced here by the sharper inequality

\[
\limsup_{r \to \infty} \frac{\log |f(re^{i\theta})|}{r} \leq \delta(|\theta|) \sin \theta \quad (|\theta| \leq \alpha),
\]

where \( \delta(\theta) \) \( (0 \leq \theta \leq \alpha) \) is continuous, increasing, \( \delta(0) = 0 \), and \( \delta(\alpha) < \pi \). Put \( F_{n_k}(z) = f(n_k + z)/a_{n_k} \). By Theorem 3a the family \( \{ F_{n_k}(z) \} \) is normal in any finite region. We shall show that

\[
\lim_{k \to \infty} F_{n_k}(z) = 1 \quad \text{(uniformly in any bounded region)}.
\]

This, of course, will prove the theorem, as we shall get, in particular,

\[
1 = \lim_{k \to \infty} F_{n_k}(m) = \lim_{k \to \infty} \frac{f(n_k + m)}{a_{n_k}} = \lim_{k \to \infty} \frac{a_{n_k + m}}{a_{n_k}} \quad (m = \pm 1, \pm 2, \cdots),
\]

which is (6.1).
Now, in order to prove (6.3), it is enough to show that all the limit functions of the family are equal to 1. Let \( G(z) \) be any such limit function. By §4 it is an entire function satisfying \( G(0) = 1 \), and
\[
(6.4) \quad \left| G(x + iy) \right| \leq A e^{\delta(\alpha)|y|}.
\]
Or, we could have started by considering \( f(z) \) in any smaller angle: \( |\arg z| \leq \alpha' < \alpha \). Thus, \( \alpha \) in (6.4) can be taken positive but as small as we please. This, combined with (5.0) \( j \), 0, yields
(i) \( G(z) = O(e^{\delta(x)}) \) (\( |z| \to \infty \)) for any \( \epsilon > 0 \), and
(ii) \( G(z) \) is bounded on the entire real axis.
But, it is well known (see, for example, [23, p. 43]) that an entire function satisfying (i) and (ii) is a constant, so that \( G(z) = G(0) = 1 \). This establishes (6.3) and completes the proof of the theorem (7). As a corollary, we obtain the following.

**Corollary.** Under the conditions of Theorem 6, suppose that there exists a sequence of principal indices \( \{n_k\} \) such that \( n_{k+1} - n_k = O(1) \); then we have
\[
\lim_{n \to \infty} \left( \frac{a_n}{a_{n+1}} \right) = 1.
\]
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(*) It can be shown that the constant \( A \) in (6.4) could be taken to be independent of \( \alpha \), which will simplify the last part of the proof.
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