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1. Introduction. In the plane of the complex variable $z = x + iy$, we shall deal with domains $B$ which are schlicht, bounded, and simply-connected. Let $L_B$ designate a class of functions which are regular in $B$ and which possess the additional property that to every boundary point $z_0$ of $B$ and to every $\epsilon$, there exist functions of the class with a singularity in the circle $C(z_0; \epsilon)$: $|z - z_0| < \epsilon$. As examples of such classes, let us note

(a) the class of all functions regular in $B$,
(b) the class consisting of a single function which possesses the boundary of $B$ as its natural boundary.

A set of polynomials

$$p_n(z) = \sum_{k=0}^{n} a_{nk} \cdot z^{(n)},$$

will be said to be total over $L_B$ if

(a) the zeros of the polynomials are bounded:

$$|z_i^{(n)}| \leq M \quad (n = 1, 2, 3, \cdots; i = 1, 2, \cdots, n),$$

and if

(b) every function of the set $L_B$ possesses an expansion of the form

$$f(z) = \sum_{n=0}^{\infty} b_n p_n(z), \quad f \in L_B,$$

convergent at every interior point of $B$.

We shall mention four examples of total sets.

(a) The set of polynomials orthonormalized over the boundary of $B$ (Szegö [9]):

$$\int_B \overline{p_m(z)} p_n(z) \cdot ds = \delta_{mn}; \quad \text{Re} \,(a_{nn}) > 0.$$

(b) The set of polynomials orthonormalized over the area $B$ (Bergman [1], Carleman [3]):

$$\iint_B \overline{p_m(z)} p_n(z) \cdot dx\,dy = \delta_{mn}; \quad \text{Re} \,(a_{nn}) > 0.$$
With some additional restrictions as to the nature of the boundary of $B$, the set (4) is known to be total over the set of functions regular in and on the boundary of $B$, while the set (5) is total over the set of functions $f$ which are regular in $B$ and such that $\int_B |f|^2 \, dx \, dy < \infty$. The zeros of these polynomials lie in the convex hull of $B$. In both cases, weight functions may be supplied.

(c) Let $z_1, z_2, \ldots, z_k$ be $k$ distinct complex points. Define polynomials $p_n(z)$ as follows:

$$
\begin{align*}
    p_0(z) &= 1, \\
p_1(z) &= z - z_1, \\
    &\vdots \\
p_k(z) &= (z - z_1)(z - z_2) \cdots (z - z_k), \\
p_{k+1}(z) &= (z - z_1)(z - z_2) \cdots (z - z_k)(z - z_1), \\
    &\vdots
\end{align*}
$$

If, now, $B$ is the interior of (any loop of) the lemniscate

$$L: \left| (z - z_1)(z - z_2) \cdots (z - z_k) \right| = c; \quad c > 0,$$

then the set (6) will be total over the set of functions regular in the interior of $B$. (See, e.g., Walsh [12, p. 57].)

(d) As the fourth and final example, we shall mention the Faber polynomials for a domain (Faber [4]). Let the function

$$w = \phi(z) = z + a_0 + \frac{a_1}{z} + \frac{a_2}{z^2} + \cdots$$

map the exterior of the domain $B$ onto the exterior of the circle $|w| = a, \quad a > 0$. The Faber polynomials are defined as

$$p_n(z) = \text{principal part of} \left[ \phi(z) \right]^n \quad (n = 0, 1, \ldots).$$

They are known to be total over the set of functions regular in $B$.

In our first theorem, we relate the derived set of the set of zeros of a total set of polynomials with the geometry of the domain. Here, it is shown that the limit points of zeros cannot lie exclusively in any “half” of the domain. A variety of applications has been found for this theorem. It has been used in Corollary 1.2 to obtain geometric information about lemniscates, and in Theorem 2 to prove the existence at certain nondifferentiable portions of the boundary of $B$ of limit points of the zeros of total sets. In §4, an application is made, through the Faber polynomials, to conformal mapping; this yields theorems on the possible analytic continuation of the mapping functions of a domain with an analytic boundary as well as distortion theorems for schlicht functions of a type obtained by Golusin. Applications to the theory of overconvergence and to theorems of Jentzsch type are also possible, but have not
been discussed here. In §3, the assumption is made that the zeros of a total set possess a density. It is found that in this case, the domain $B$ over which the set is total cannot be arbitrary, and, indeed, must have as boundary a level line of a logarithmic potential.

In §5, several of the results of §4 have been generalized to the case of multiply-connected domains. At first, a theorem analogous to Theorem 1 is proved for total sets of rational functions. This theorem is then applied to certain specific sets of rational functions introduced by Walsh, and yields theorems on the possible analytic continuation of the interior Green's function of a domain, and of various harmonic measures relevant to the domain. These theorems are purely geometric in character.

2. On the derived set of the set of zeros.

**Theorem 1.** Let $z_b$ and $z_b'$ designate two distinct points lying on the boundary of a domain $B$. Then the half-planes

$(10a) \quad |z - z_b| \leq |z - z_b'|,$

$(10b) \quad |z - z_b'| \leq |z - z_b|$

must each contain a limit point of zeros of the polynomials of any set which is total over an $L_B$.

**Proof.** Let $z_l$ designate a point which is interior to $B$. This point will be thought of as being fixed initially. For a value $t$ with $0 < t < 1$, the set of all points $z$ satisfying

$(11) \quad \left| \frac{z - z_b}{z - z_l} \right| = t$

lie in or on a circle of Apollonius $A(z_b, z_l; t)$ whose "foci" are at $z_b$ and $z_l$, that circle being selected which contains $z_l$ in its interior. We shall show firstly that for all fixed $t$, $0 < t < 1$, an infinite number of zeros $z^{(n)}$ must lie in $\operatorname{comp} A$. Select a $t'$ with $0 < t < t' < 1$, and define a $\delta$ by

$(12) \quad 0 < \delta < \min \left\{ \frac{1}{2} (t' - t) \right\} \left| z_b - z_l \right|, \left| \frac{t}{1 + t} \right| \left| z_b - z_l \right| \right\}.$

The circle $C(z_b; \delta)$ will then be contained in the circle $A$. Suppose now that an infinite number of zeros do not lie in $\operatorname{comp} A$. Then, for all $n \geq n_0$, $z^{(n)}$ lie in $A$. If, therefore, $z \in C(z_b, \delta)$, we have

$(13) \quad \left| \frac{z - z^{(n)}_k}{z_l - z^{(n)}_k} \right| \leq \left| \frac{z - z_b}{z_l - z_b} \right| + \left| \frac{z_b - z^{(n)}_k}{z_l - z^{(n)}_k} \right| \leq \frac{\delta}{1/2 \left| z_l - z_b \right|} + t, \quad \frac{\delta}{1/2 \left| z_l - z_b \right|} + t < t' < 1$ (n \geq n_0).
Let a function of the class $L_b$ now be selected for which there is a singularity in the circle $C(z_0; \delta)$. Such a function must exist and will possess an expansion

$$f(z) = \sum_{n=0}^{\infty} b_n p_n(z) = \sum_{n=0}^{\infty} b'_n (z - z_1^{(n)}) \cdots (z - z_n^{(n)}),$$

converging for all interior points. In particular, it converges for $z = z_I$, and therefore for some $M > 0$ and for all $n \geq n_1$,

$$\left| b'_n \right| \leq M \left\{ \left| (z_I - z_1^{(n)}) \cdots (z_I - z_n^{(n)}) \right| \right\}^{-1}.$$  

The claim is now made that the series (14) converges uniformly and absolutely for all $z \in C(z_0; \delta)$. For,

$$\sum_{n=n_1}^{\infty} b_n(z - z_1^{(n)}) \cdots (z - z_n^{(n)}) \ll M \sum_{n=n_1}^{\infty} \left[ \frac{|z - z_1^{(n)}|}{|z_I - z_1^{(n)}|} \cdots \frac{|z - z_n^{(n)}|}{|z_I - z_n^{(n)}|} \right]$$

$$< M \sum_{n=n_1}^{\infty} |z_I - z_n^{(n)}| < \infty.$$  

Thus in $C(z_0; \epsilon)$ the series $\sum_{n=0}^{\infty} b_n p_n(z)$ is a regular function $f_1(z)$, while in $B \cap C(z_0; \epsilon)$ it coincides with the regular function $f(z)$. Therefore, $f_1(z)$ is an analytic continuation of $f(z)$ to $C(z_0; \epsilon)$. This is impossible because of the singularity of $f(z)$ in this circle.

We next show that for fixed $z_0$ and $z_I$, the half-plane

$$|z - z_0| \geq |z - z_I|$$

must contain a limit point of zeros. Select a sequence $t_1 < t_2 < \cdots$, with $\lim_{n \to \infty} t_n = 1$. It is clear that the point set

$$\bigcap_{n=1}^{\infty} \text{comp} A(z_0, z_I; t_n)$$

is the half-plane (17). The result now follows, inasmuch as the zeros are assumed to be bounded. If no assumption of boundedness had been made, we could only conclude that there are an infinite number of zeros in each region $\text{comp} A(z_0, z_I; t)$. Finally, to arrive at (10a), select a sequence of interior points $z_I n$ with $\lim_{n \to \infty} z_I n = z_0$. (10b) follows by symmetry.

It should be noted that the half-planes (10a) and (10b) are bounded by the perpendicular bisector of the chord $[z_0 z_0']$. By allowing $z_0' \to z_0$, we see that Theorem 1 also holds for the half-planes bounded by the normals to the boundary of $B$. It will be convenient to adopt a notation for the family of all normals and perpendicular bisectors of chords of a given domain. If the given domain has boundary $C$, we shall designate this family by $N(C)$.

**Corollary 1.1.** Let the zeros of a set of polynomials total over $L_B$ possess a
single limit point. Then B must necessarily be a circle.

For in this case, the perpendicular bisectors of all chords must pass through the single limit point. The figure is therefore a circle.

**Corollary 1.2**. The normals and the perpendicular bisectors of all chords of (any loop of) the lemniscate (7) must meet the convex hull of the foci $z_1, z_2, \ldots, z_k$.

For the set (6) is total over the set of functions regular in the interior of the lemniscate, and the foci are the only limit points of the zeros.

By employing any set of Jacobi polynomials $P_n^{(a,b)}(z)$ (cf. Szegö [10, p. 238]) we may obtain a similar and elementary result for ellipses: if $C$ designates an arbitrary ellipse, then each line of the family $N(C)$ must intersect the focal segment $FF'$. But more generally, we have the following:

**Corollary 1.3.** Let \{\(p_n(x)\)\} be any set of polynomials which are orthonormal over \((-1, 1)\) with respect to \(\alpha(x)\): i.e.,

$$\int_{-1}^{+1} p_n(x)p_m(x)d\alpha(x) = \delta_{mn},$$

\((m, n = 0, 1, 2, 3, \ldots)\).

\(\alpha(x)\) may be selected as any nondecreasing function which possesses infinitely many points of increase and such that

$$\int_{-1}^{+1} d\alpha(x) < \infty.$$

Then the set \{\(p_n(z)\)\} can be total only over domains whose boundary \(C\) is such that each line of the family \(N(C)\) intersects the segment \((-1, 1)\).

**Proof.** In this case (see, e.g., Szegö [9, p. 43]), the zeros of the set are confined to the segment \((-1, 1)\). If a line of the family \(N(C)\) did not intersect \((-1, 1)\), the conclusion of Theorem 1 would be contradicted.

In Whittaker [14], the notion of a basic series of polynomials effective for a domain \(B\) is defined and studied. Briefly, a set of polynomials is said to be effective in \(B\) if each function regular in \(B\) has an expansion (3) uniformly convergent in every closed subdomain. The coefficients \(b_n\) are to be determined by applying to \(f\) a sequence of operators which are essentially linear differential operators of infinite order. A basic set of polynomials $p_n(z) = z^n + \ldots$ which is effective for \(B\) will be total over \(B\) in our sense if the set of zeros is bounded. Thus, theorems on the effectiveness of basic series may yield,

---

\(^{(1)}\) Cf. Walsh [11] where a similar theorem has been proved for the normals. Walsh uses potential theory to arrive at this result for the lemniscate, and, more generally, for the level curves of the Green’s function of the domain exterior to a closed boundary set. Corollary 1.2 may be generalized by utilizing the Newton interpolation polynomials whose distribution of zeros is more general than that of (6). In this connection, see Goncharov [6]. Cf. also Theorem 7.
through Theorem 1, statements about the distribution of their zeros. For example, we have the following.

**Corollary 1.4.** Let \( p_n(z) \) be given by (1) with the coefficients \( a_{nk} \) subject to \( |a_{nk}| \leq M \sigma^{-k} \) \((k = 0, 1, \ldots, n; n = 0, 1, \ldots)\), \( a_{nn} = 1 \). Then the set \( \{ p_n(z) \} \) has a limit point in each closed half-plane \( \text{Re}(e^{i\theta}z) \geq 0 \), \( 0 \leq \theta \leq 2\pi \).

**Proof.** Under the above restriction, the set of polynomials is known to be effective in a circle \( |z| < T \), for \( T \) sufficiently large (Boas [2]). Now the zeros of the set are bounded. For, let \( z_k^{(n)} \) be a zero of \( p_n(z) \). Then,

\[
|z_k^{(n)}|^n \leq |a_{n,n-1}| |z_k^{(n)}|^{n-1} + \cdots + |a_{n0}|
\]

\[
\leq M |z_k^{(n)}|^{n-1} \sigma + M |z_k^{(n)}|^{n-2} \sigma + \cdots + M \sigma^n.
\]

Thus,

\[
\frac{1}{M} \leq \left| \frac{\sigma}{z_k^{(n)}} \right| + \cdots + \left| \frac{\sigma}{z_k^{(n)}} \right|^n.
\]

If, now, \( z_k^{(n)} \to \infty \) \((n \to \infty)\), then, ultimately, \( |\sigma/z_k^{(n)}| < 1 \), so that

\[
\frac{1}{M} \leq \frac{|\sigma/z_k^{(n)}|^{n+1}}{1 - |\sigma/z_k^{(n)}|} = o(1) \quad (n \to \infty).
\]

This is impossible. Thus, the set of polynomials is total over \( |z| < T \), and the conclusion follows.

**Corollary 1.5.** Let the limit points of the zeros of \( p_n(z) \) be bounded and possess a closed convex hull which does not contain the origin. Then the set cannot be total (hence a fortiori effective) over any circle \( |z| < R \).

By choosing \( z_b \) and \( z_v \) in Theorem 1 as widely separated points, it appears that the limit points of zeros of a total set cannot lie exclusively in any "half" of the domain. By choosing \( z_b \) and \( z_v \) sufficiently close together along a portion of smooth arc, it follows, as we have already observed, that a limit point of zeros must be located on either side of a normal to the boundary, the normal itself being included. At nondifferentiable portions of the boundary, an interesting phenomenon may appear. We shall describe this in our next theorem and show by this means that domains exist for which certain total sets must necessarily have limit points of zeros on the boundary.

**Theorem 2.** Let the zeros of a total set over an \( L_B \) be contained in a domain \( B^* \). Let \( z_k^{(n)} \), \( z_k^{(n)} \) be two sequences of boundary points of \( B \). Designate by \( P^{(n)} \) the corresponding sequence of half-planes

\[
|z - z_k^{(n)}| \leq |z - z_k^{(n)}|.
\]
If $z_b$ is a boundary point of $B$ for which, in the point set sense, we have

$$z_b = \bigcap_{n=1}^{\infty} \left[ P^{(n)} \cap B^* \right],$$

then $z_b$ is a limit point of zeros.

**Proof.** By Theorem 1, each $P^{(n)} \cap B^*$ contains a limit point of zeros. If the circle $C(z_b; \epsilon)$ be drawn, then, for $n$ sufficiently large, $P^{(n)} \cap B^*$ is contained in this circle. Thus, there must be an infinite number of zeros in each $C(z_b; \epsilon)$.

As a special case, we have then the following result:

**Corollary 2.1.** If the domain $B$ is convex and possesses at $z_b$ a corner whose angle is less than $\pi/2$, then $z_b$ is a limit point of the zeros of the orthonormal polynomials (4) and (5) (or any total set whose zeros lie in $B$).

**Proof.** In this case, we may select $B^* = B$. Now choose $z_{b_1}(n) = z_b$, and $z_{b_2}(n)$ as a sequence of boundary points approaching $z_b$ on one side of the corner. The condition (18) is clearly satisfied.

We may employ Theorem 2 to give an example showing that if the boundary of a domain is deformed continuously, the motion of the zeros of the orthonormal polynomials (4), (5) may, in a certain sense, be discontinuous. To show this, proceed as follows. Upon a small arc of the unit circle $U$ as a base, erect a triangle $T$, one of whose sides is a segment of length $\epsilon$ lying on an extension of a radius and whose vertex angle has a fixed value $\alpha < \pi/2$. The domain $U + T_\epsilon$ satisfies the conditions of Theorem 2. The vertex of $T_\epsilon$ is therefore a limit point of zeros. This is true for all $\epsilon$. Yet, as $\epsilon \rightarrow 0$, $U + T_\epsilon$ approaches $U$ uniformly, a figure the zeros of whose orthonormal polynomials are all located at the origin.

3. **On the strength of limit points.** From the results of the preceding section, it appears that a knowledge of the distribution of the zeros of a set of polynomials will yield necessary conditions to be satisfied by any region over which the set is total. In particular (cf. Corollary 1.1), if sufficiently strong hypotheses are made as to their distribution, then the possible regions of totality are essentially determined. This corollary is capable of wide generalization. To this end, and in order to characterize more closely the distribution of zeros at a limit point, it is convenient to introduce the notion of the strength of a limit point (cf. Korovkin [7]).

Let $N(z, \epsilon, n)$ designate the number of the points $z_1^{(n)}, \ldots, z_n^{(n)}$ which lie in the circle $C(z; \epsilon)$. We shall say that $z$ is a limit point of positive strength if

$$\liminf_{n \to \infty} \left( 1/n \right) N(z, \epsilon, n) = t(\epsilon) > t^* > 0,$$

for all $\epsilon > 0$. This means, roughly, that $z$ is a limit point of positive strength.
if at least a fixed positive proportion of the zeros of each polynomial cluster about it. Consider also the following situation. Suppose that the zeros have a finite number of limit points \( z_1, z_2, \ldots, z_p \). If for each \( i, i = 1, 2, \ldots, p \), and for some 
\[ \epsilon_i < \min | z_j - z_k | \]  
\[ (j, k = 1, 2, \ldots, p; j \neq k), \]
we have
\[
\lim_{n \to \infty} \frac{1}{n} N(z_i, \epsilon_i, n) = \rho_i > 0 \quad (i = 1, 2, \ldots, p),
\]
then (20) will persist for all smaller \( \epsilon_i \) and the result will therefore be independent of \( \epsilon_i \). In such a case, we say that \( z_i \) is a limit point of strength \( \rho_i \).

Let the set \( \{ p_n(z) \} \) be total over an \( L_B \). Each \( f \in L_B \) therefore possesses an expansion of the form
\[
f(z) = \sum_{n=0}^{\infty} b_n(z - z_1^{(n)}) \cdots (z - z_n^{(n)}),
\]
valid in \( B \). We shall impose the further condition that
\[
\limsup_{n \to \infty} \left| b_n \right|^{1/n} \leq r < \infty; \quad f \in L_B,
\]
where \( r \) is independent of the function \( f \). Condition (22) is fulfilled for many sets. In particular, it is fulfilled for the sets (4), (5), (6), (9). It is fulfilled, in addition, for any total set whose zeros are not everywhere dense in \( B \).

**Theorem 3.** Let condition (22) be fulfilled. Then no boundary point \( z_b \) can be a limit point of positive strength.

**Proof.** Assume the contrary. Then given an \( \epsilon > 0 \), there will therefore exist an \( n_0(\epsilon) \) such that for \( n \geq n_0(\epsilon) \), \( N(z_b, \epsilon, n) \geq n'^r \). Hence for \( |z - z_b| \leq \epsilon \) and for \( n \geq n_0(\epsilon) \),
\[
|z - z_1^{(n)}| |z - z_2^{(n)}| \cdots |z - z_n^{(n)}| \leq (2\epsilon)^{n^r}(M + \epsilon)^{n-n^r}
\]
\[
= [(2\epsilon)^{r'(M + \epsilon)^{1-r'}}]^n.
\]
Now let \( \epsilon \) be selected so small that \( r(2\epsilon)^{r'(M + \epsilon)^{1-r'}} = r' < 1 \). By the definition of the class \( L_B \), we can now find a function \( f \) of this class which possesses a singularity in the circle \( C(z_b; \epsilon) \). But since
\[
|b_n'(z - z_1^{(n)}) \cdots (z - z_n^{(n)})| \leq r'^n \quad (n \geq n_1),
\]
the series (21) will converge absolutely and uniformly in \( C(z_b; \epsilon) \) and will therefore provide an analytic continuation of \( f \) to this circle. This is a contradiction.

A more general assumption is that the zeros \( z^{(n)} \) possess a density defined
as follows. Let the zeros (assumed to be bounded) lie in a rectangle $R$. Let $r = r(x_1, x_2; y_1, y_2)$ designate the rectangle $x_1 \leq x < x_2; y_1 \leq y < y_2$, and $N(n, r)$ the number of zeros of $p_n(z)$ which lie in $r$. Assume that for each $r$, the limit

$$\lim_{n \to \infty} \frac{1}{n} N(n, r) = \rho(r) \tag{23}$$

exists. Under these assumptions, the region of totality must be bounded by a level line of the logarithmic potential

$$\int_R \log |z - w| \, dp_w(r) = \text{const.}, \tag{24}$$

the integral being understood in the Riemann-Stieltjes sense. We shall prove this only in the case of a finite number of limit points of strength $\rho_i$. The general case is obtained in a similar fashion. By way of a lemma, we employ the following theorem which is due to Korovkin [7].

**Theorem 4.** Let the roots of the polynomials

$$q_n(z) = (z - z_1^{(n)}) \cdots (z - z_n^{(n)}) \tag{25}$$

be bounded and possess a finite number of limit points of strengths $\rho_i (i = 1, 2, \ldots, p)$. If a sequence $\{c_n\}$ be given for which

$$\limsup_{n \to \infty} |c_n|^{1/n} = m < \infty, \tag{26}$$

then the series $\sum_{n=0}^\infty c_n q_n(z)$ converges uniformly and absolutely at each point $z$ for which

$$\prod_{i=1}^p |z - z_i|^{\rho_i} < 1/m. \tag{27}$$

Moreover, if $z$ is not a limit point of zeros of $q_n(z)$, and if

$$\prod_{i=1}^p |z - z_i|^{\rho_i} > 1/m, \tag{28}$$

then the series diverges.

**Theorem 5.** Let the polynomials $q_n(z)$ be total over an $L_B$. If their zeros possess only a finite number of limit points $z_1, z_2, \ldots, z_p$, each of positive strength $\rho_i$, then $B$ is necessarily a lemniscate:

$$L_M: \prod_{i=1}^p |z - z_i|^{\rho_i} = \frac{1}{M} ; \quad 0 < M < \infty. \tag{29}$$

**Proof.** Let the point $z^* \in B$ and not coincide with any of the limit points
We can find an $r$ and an $N$ such that the polynomials $q_n(z)$ possess no zeros in the circle $C(z^*; r)$ for $n \geq N$. Hence, for $n \geq N$, $|q_n(z^*)| \geq r^n$. If an $f \in L_B$ be selected, it will have an expansion $f(z) = \sum c_n q_n(z)$ convergent at $z = z^*$. Hence, for some constant $K$, $|c_n q_n(z^*)| < K$, and therefore $|c_n| < K/r^n$, $n \geq N$. Thus, lim sup$_{n \to \infty} |c_n|^{1/n} \leq 1/r$. Inasmuch as $r$ is independent of the particular $f \in L_B$ chosen, lim sup$_{n \to \infty} |c_n|^{1/n}$ has a uniform upper bound for all $f \in L_B$, and hence a least upper bound. We shall designate this least upper bound by $M$.

We shall now show that $B = L_M$. In the first place, for every $f \in L_B$, lim sup$_{n \to \infty} |c_n(f)|^{1/n} \leq M$. Therefore, by Theorem 4, every such $f$ is analytic in at least $L_M$. But since the class of functions $L_B$ contains functions with singularities arbitrarily close to the boundary of $B$, it follows that $L_M$ must be contained in $B$. In the second place, by the definition of $M$, we can find, for each positive $\epsilon$, a function $f_\epsilon$, such that lim sup$_{n \to \infty} |c_n(f_\epsilon)|^{1/n} = M'$, $M' = M + \epsilon$. By the second part of Theorem 4, it follows that the series for $f_\epsilon$ diverges outside of $L_M$. But since the set of polynomials is total, the series must converge for all $B$. Therefore $B$ is contained in $L_M$. By letting $\epsilon \to 0$, it follows that $B$ must be contained in $L_M$.

4. Application to conformal mapping. We shall next apply Theorem 1 to some problems in the theory of conformal mapping. All the domains with which we shall be dealing in the present section will be assumed to have analytic boundaries. Let

$$z = \psi(w) = w + a_0 + a_1 w^{-1} + a_2 w^{-2} + \cdots,$$

give a schlicht conformal map of the exterior of the circle $|w| = a$, $a > 0$, onto the exterior of a domain $B$. The inverse map will be denoted by $\phi(z)$. The positive quantity $a$ is known as the transfinite diameter of $B$. Inasmuch as the boundary of $B$ is assumed to be analytic, the mapping function $\psi(w)$ may be continued across the circle $|w| = a$. There will therefore exist an $r: 0 < r < a$, such that the mapping function $\psi(w)$ will continue to be regular and schlicht in the exterior of $|w| = r$. We shall derive a lower bound for such values $r$, and in the case of the interior mapping function, an analogous upper bound. These bounds will be given in terms of simple geometric quantities associated with the domain $B$.

We begin with a proof of an asymptotic expression for the Faber polynomials (9) of a domain $B$ (cf. Szegö [10, p. 363]).

**Theorem 6.** Let $w = \phi(z)$ map the exterior of $B$ conformally onto the exterior of $|w| = a$. If $z = \psi(w)$ is regular and schlicht for $|w| \geq r$, $r < a$, and if $C$, designates the image in the $z$-plane of the circle $|w| = r$, then we have

$$\lim_{n \to \infty} \frac{p_n(z)}{|\phi(z)|^n} = 1$$
holding uniformly for all \(z\) exterior to \(C_r\).

**Proof.** Let \(|z| = R\) be a large circle. We consider the integral

\[
\frac{1}{2\pi i} \int_{|\zeta| = R} \frac{[\phi(\zeta)]^n - p_n(\zeta)}{\zeta - z} \, d\zeta.
\]

The integrand is analytic for \(|\zeta| \geq R\) (see (9)), and at the point \(\zeta = \infty\) has a zero of order at least two, inasmuch as \([\phi(\zeta)]^n - p_n(\zeta)\) has a zero of order at least one. The residue at \(\infty\) of (32) is therefore 0, so that

\[
\frac{1}{2\pi i} \int_{|\zeta| = R} \frac{[\phi(\zeta)]^n}{\zeta - z} \, d\zeta = \frac{1}{2\pi i} \int_{|\zeta| = r} \frac{p_n(\zeta)}{\zeta - z} \, d\zeta = p_n(z).
\]

Let \(z\) be exterior to \(C_r\). Since \(\psi(w)\) is regular and schlicht for \(|w| \geq r\), there exists an \(r' < r\) for which the same may be asserted. Now

\[
[\phi(z)]^n = \frac{1}{2\pi i} \int_{|\zeta| = R} \frac{[\phi(\zeta)]^n}{\zeta - z} \, d\zeta = \frac{1}{2\pi i} \int_{C_r} \frac{[\phi(\zeta)]^n}{\zeta - z} \, d\zeta,
\]

so that

\[
p_n(z) = [\phi(z)]^n + \frac{1}{2\pi i} \int_{C_r} \frac{[\phi(\zeta)]^n}{\zeta - z} \, d\zeta,
\]

whence

\[
|p_n(z) - [\phi(z)]^n| \leq \frac{L(C_r) r'^n}{2\pi \text{ dist } (z, C_r)}.
\]

Thus,

\[
\frac{|p_n(z)|}{[\phi(z)]^n} - 1 \leq \frac{L(C_r)}{2\pi \text{ dist } (z, C_r)} (r'/r)^n,
\]

for all \(z\) on and exterior to \(C_r\). (31) now follows by letting \(n \to \infty\).

The following corollary is an easy consequence of (37).

**Corollary 6.1.** The zeros of the Faber polynomials are uniformly bounded. Their limit points are all confined to the interior of \(C_r\).

**Theorem 7.** Let the domain \(B\) have an analytic boundary \(C\). Let \(C_r\) be defined as in the previous theorem. Then the lines \(l \in N(C)\) must all have points in common with \(C_r\).

**Proof.** For if not, there would be an \(l_1 \in N(C)\) with \(C_r\) lying completely to one side of it. By the preceding corollary, all the limit points of the zeros of the Faber polynomials for \(B\) would therefore lie on one side of \(l_1\). But this contradicts Theorem 1.
Before proving our next theorem, it will be convenient to introduce a domain constant as follows: $r_*$ will be defined as the greatest lower bound of values $r$ for which the exterior mapping function $\psi(w)$ is regular and schlicht exterior to $|w| = r$. In addition, we shall introduce the function

$$K(x) = (x - (x^2 - x)^{1/2})^{-2}; \quad x \geq 1.$$ 

It is to be noted that the function $K(x)$ increases monotonically from $K(1) = 1$ to $K(\infty) = 4$.

**Theorem 8.** Let the boundary of $B$ be an analytic curve $C$. If

$$d^* = \min_{z \in B} \max_{l \in N(C)} \text{dist}(z, l),$$

then we have

$$d^*/4 \leq r_* < a.$$ 

More precisely, if

$$m = \min \text{dist}(0, \text{bdry } B),$$

then we have

$$d^* \leq r_*K(r_*/m).$$

**Proof.** The right-hand inequality of (40) is immediate, inasmuch as $C$ is analytic. Let the mapping function $\psi(w)$ be regular and schlicht on and exterior to the circle $|w| = r$. At the outset, we shall make the further assumption that $\psi(w)$ does not vanish in this region. In this case, the image $C_*$ of $|w| = r$ will be a curve which contains the origin in its interior. Consider now the function

$$h(w) = r/\psi(r/w) = w + \cdots.$$ 

The function $h(w)$ is regular and schlicht in $|w| \leq 1$, mapping it onto the interior of a curve $C'$ which is obtained by inverting $C$ in the circle $|z| = r$. If $M' = \max \text{dist}(0, C')$, then $M' = r/m$. By the distortion theorem of Pick [8], we shall have

$$\min_{|w| = 1} |h(w)| \geq 1/K(r/m)$$

and hence

$$\max_{|w| = r} |\psi(w)| \leq rK(r/m).$$

If, now, $d = \max_{l \in N(C)} \text{dist}(0, l)$, then by the same argument used in the proof of Theorem 7, we must have

$$d \leq rK(r/m) < 4r.$$
In the general situation, i.e., if \( \psi(w) \) vanishes in \( |w| \geq r \), then a constant \( c \) may be chosen so that the function \( \psi'(w) = \psi(w) + c \) will map the exterior of \( |w| = a \) onto the exterior of the congruent domain \( B' \) so that the origin \( 0' \) is located interior to the curve \( C' \). In this case, (46) will hold with \( d \) replaced by \( d' = \max_{l \in N(C)} \text{dist} \ (0', l) \). But now from (39), we have \( d^* \leq d' \), so that \( d^* \leq rK(r/m) < 4r \). The inequalities (40) and (42) now follow.

Let us describe some of the consequences of this theorem. The transfinite diameter \( a \) is an increasing set function, so that if \( R \) is the radius of the smallest circle containing \( B \), we must have \( a \leq R \). (40) may therefore be rewritten in the weakened form

\[
(47) \quad d^*/4R \leq r/a.
\]

Consider now domains \( B \) lying interior to the unit circle (i.e., \( R = 1 \)). If the exterior mapping function \( \psi(w) \) can be continued into the far interior of the circle \( |w| = a \), then \( r/a \) and hence \( d^* \) will be very small. This implies that the domain \( B \) must be "circle-like." (In this connection, we remark that \( d^* = 0 \) if and only if \( B \) is a circle.) On the other hand, if \( C \) bounds an area which is long and thin, or consists of a circle-like figure with a small bump in it, then, as can be seen from Theorem 7, the maximum deviation of curves \( C_r, r < a \), from \( C \) must be small. For such figures, the inverse mapping function \( \phi(z) \) cannot be continued to any great extent into the interior of \( B \) so as to cover circles \( |w| = r \).

We shall now obtain theorems similar to Theorems 7 and 8 for the interior mapping function \( z = f(w) = w + a_2w^2 + \cdots \). They are obtained from the two preceding theorems by inversion in the unit circle.

Theorem 9. Let the boundary of \( B \) be an analytic curve \( C \), and suppose that \( z = f(w) = w + a_2w^2 + \cdots \) maps the interior of \( |w| = b \) onto the interior of \( B \). If \( f(w) \) can be continued so as to be regular and schlicht in \( |w| \leq r, r > b \), then the curve \( C_r : f(re^{i\theta}), 0 \leq \theta \leq 2\pi \), must meet all the circles which pass through \( z = 0 \) and are orthogonal to \( C \).

Proof. Consider the function \( h(w) = 1/f(1/w) = w + \cdots \). The function \( h(w) \) is regular and schlicht on and exterior to \( |w| = 1/r \), mapping it onto the exterior of a curve \( C_r' \), the point at infinity going into the point at infinity. \( C_r' \) is the inverse of \( C_r \), in \( |z| = 1 \). By Theorem 7, any normal to \( C_r' \) must meet \( C_r' \). Inverting this figure in the unit circle, a normal to \( C_r' \) goes into a circle passing through \( z = 0 \) and orthogonal to \( C_r \) and vice versa, and hence these circles must meet \( C_r \).

In the statement of Theorem 9, we have used only the images of normals to \( C' \). The theorem holds for the images of all lines \( l \in N(C') \). These images constitute a family of circles \( O(C) \) which may be obtained as follows. Let \( z_1 \) and \( z_2 \) be two arbitrary points lying on \( C \). Let \( c(0, z_1, z_2) \) designate the circle passing through the indicated points. The harmonic mean of \( z_1 \) and \( z_2 \), h.m. \( (z_1, z_2) \)
= \{(z_1^{-1} + z_2^{-1})/2\}^{-1}, must also lie on \(c(0, z_1, z_2)\). Construct the circle passing through the origin and h.m. \((z_1, z_2)\) and orthogonal at the latter point to \(c(0, z_1, z_2)\). \(O(C)\) is the family of all such circles. 

Theorem 9 may be worded in the following slightly altered form: Let \(z = f(w) = w + \cdots\) be regular and schlicht in \(|w| \leq r\). Then all the circles of the family \(O(C_r), r_1 < r,\) must have points in common with \(C_r\). This has an interesting geometric consequence, as \(r_1 \to 0\). At the point \(P\) on \(C_{r_1}\), let \(\alpha\) denote the smaller angle between the normal to \(C_{r_1}\) and the radius vector \(OP\). This angle measures the departure from circularity of \(C_{r_1}\) at \(P\). If the circle \(\Delta\) passing through \(O\) and \(P\) and orthogonal at \(P\) to \(C_{r_1}\) has the diameter \(D = D(P)\), then it is easily seen that

\[
\sin \alpha = \frac{OP}{D} = \frac{|f'|}{D}.
\]

Now, as \(r_1 \to 0\), \(|f'| \to 0\), while by Theorem 9, \(D \geq m > 0\). Hence \(\alpha \to 0\). Thus, the images of circles \(|w| = r_1, r_1\) small, must be increasingly circle-like. In order to make this statement more precise, as well as to show that distortion theorems for schlicht functions of a type investigated by Golusin [5] may be derived from Theorem 9, we shall next prove a lemma which expresses the diameter \(D\) directly in terms of the mapping function \(f(w)\).

**Lemma.** Let \(z = f(w), f(0) = 0,\) be regular in \(|w| \leq r\), mapping the circumference onto \(C_r\). Let \(P = P(r, \theta_0)\) be the image of \(w_0 = r e^{i\theta_0}\). Then the circle \(\Delta\) passing through \(O\) and \(P\) and orthogonal to \(C_r\) has diameter \(D\) given by

\[
D = \frac{|f'|}{\sin |\arg \frac{w_0'}{f'}|}, \quad w = w_0.
\]

**Proof.** We have \(\partial f/\partial \theta = i w f'(w)\). The slope of \(C_r\) at \(P\) is \(\tan \arg \frac{df(re^{i\theta})}{\partial \theta}|_{\hat{\theta}_0}\). Hence, the slope of the normal is \(- \cot \arg \frac{df}{\partial \theta}|_{\hat{\theta}_0} = - \cot \arg \frac{i w f'(w)}{w} = \tan \arg \frac{w_0'}{f'}|_{w_0}\). The slope of the radius vector \(OP\) is \(\tan \arg f(w_0)\). Hence, if \(\alpha^*, 0 \leq \alpha^* < \pi,\) designates the angle from the normal to \(0P\), we have tan \(\arg \frac{w_0'}{f'}|_{w_0} = \tan \alpha^*\). Therefore,

\[
\alpha^* = \arg \frac{w_0'}{f'}|_{w_0}; \quad 0 \leq \arg \frac{w_0'}{f'}|_{w_0} < \pi,
\]

\[
\alpha^* = \arg \frac{w_0'}{f'}|_{w_0} + \pi; \quad -\pi \leq \arg \frac{w_0'}{f'}|_{w_0} < 0.
\]

In either case, \(\arg \frac{w_0'}{f'}|_{w_0}\) is one of the angles between the normal and the radius vector. Formula (49) now follows from (48).

**Theorem 10.** Let \(z = f(w) = w + a_2 w^2 + \cdots\) be regular and schlicht in \(|w| \leq 1\), mapping this circle onto a domain \(B\). Let

\[
M = \max \text{dist} (0, \text{bdry} B).
\]

Then,
(52) \[ \arg \left| \frac{w f'(w)}{f(w)} \right| \leq \arcsin \left( K(M) \left| \frac{f}{K(M)} \right| \right), \]

whenever the right-hand member is defined.

**Proof.** If \( m \) is defined as in (41), then by the distortion theorem of Pick, \( m \geq 1/K(M) \). By Theorem 9, all circles \( \Delta \) must have points in common with the boundary of \( B \). Therefore, by our lemma,

(53) \[ |f|/\sin \arg \frac{w f'(w)}{f(w)} \leq m \geq 1/K(M), \]

whence

(54a) \[ |\arg \frac{w f'(w)}{f(w)}| \leq \arcsin (K(M)|f|), \]

(54b) \[ |\arg \frac{w f'(w)}{f(w)}| \leq \arcsin (4|f|). \]

**Corollary 10.1**. Let \( \alpha = \alpha(P) \) designate the smaller angle between the normal to \( C_r \) at \( P \) and the radius vector \( OP \). Then,

(55) \[ \limsup_{r \to 0} \alpha/r \leq K(M). \]

**Proof.** By the Koebe Verzerrungssatz, \( |f| \leq r/(1-r)^2 \). This estimate, combined with (54a), yields the stated result.

We remark that in Golusin [5] it is shown that if \( f(w) = w + a_2 w^2 + \cdots \) is regular and schlicht in \( |w| < 1 \), then

(56) \[ |\arg \frac{w f'(w)}{f(w)}| \leq \log \frac{1 + |w|}{1 - |w|}. \]

The \( \limsup \) in (55) may therefore be improved as follows

(57) \[ \limsup_{r \to 0} \alpha/r \leq \min (K(M), 2). \]

The estimates (54) are essentially independent of (56). For, referring to (54b), select \( f(w) = w/(1-w)^2 \), and \( w_0 = -\tanh \pi/4 = -0.65 \). Then,

\[ \log \left( 1 + \left| w_0 \right| / (1 - \left| w_0 \right|) \right) = \pi/2, \]

while \( \arcsin \left| 4w_0 / (1 - w_0)^2 \right| = \arcsin (1 - e^{-\pi}) < \pi/2 \).

For a given domain \( B \), define a domain constant \( r_i \) as the least upper bound of values \( r \) such that the interior mapping function \( f(w) = w + a_2 w^2 + \cdots \) is regular and schlicht in \( |w| \leq r \).

**Theorem 11.** Let \( \delta \) equal the minimum diameter of circles passing through \( 0 \) and orthogonal to the boundary of \( B \). Then,

(58) \[ r_i < 4\delta, \]

with the sharper inequality

(59) \[ \delta \geq r_i / K(M/r_i). \]

(*) For distortion theorems using a different definition of circularity, see Walsh [13].
Proof. Consider \( h(w) = r^{-1} f(rw) = w + \cdots \). The function \( h(w) \) is regular and schlicht in \( |w| \leq 1 \), mapping it onto a domain \( B' \) for which the maximum distance from the origin to the boundary is \( M/r \). By Pick's distortion theorem,

\[
\min_{|w| = 1} |h(w)| \geq 1/K(M/r).
\]

Hence,

\[
\min_{|w| = r} |f(w)| \geq r_i/K(M/r_i) > r_i/4.
\]

But, by Theorem 9,

\[
\min_{|w| = r} |f(w)| \leq \delta.
\]

Theorems 7 and 9 may be reformulated analytically as follows.

**Theorem 7a.** Let \( f(w) \) be regular and schlicht in \( |w| \geq 1 \). Then, to every \( w, |w| > 1 \), there exists a \( \theta, 0 \leq \theta \leq 2\pi \), such that

\[
\frac{f(w) - f(e^{i\theta})}{wf'(w)}
\]

is real. In addition, to every pair \( w_1, w_2, |w_1| = |w_2| > 1 \), there exists a \( \theta \) such that

\[
\frac{f(w_1) + f(w_2) - 2f(e^{i\theta})}{f(w_1) - f(w_2)}
\]

is purely imaginary.

**Theorem 9a.** Let \( f(w) \) be regular and schlicht in \( |w| \leq 1 \), and let \( f(0) = 0, f'(0) = 1 \). Then, to every \( w, |w| < 1 \), there exists a \( \theta, 0 \leq \theta \leq 2\pi \), such that

\[
wf'(w) \left( \frac{1}{f(w)} - \frac{1}{f(e^{i\theta})} \right)
\]

is real. In addition, to every pair \( w_1, w_2, |w_1| = |w_2| < 1 \), there exists a \( \theta \) such that

\[
\frac{1}{f(w_1)} + \frac{1}{f(w_2)} - \frac{2}{f(e^{i\theta})}
\]

\[
\frac{1}{f(w_1)} - \frac{1}{f(w_2)}
\]

is purely imaginary.
5. **The case of multiply-connected regions.** In the present section, we shall obtain, for multiply-connected regions, theorems which are direct generalizations of Theorem 7 and 9. Instead of the Faber polynomials, we shall utilize certain sets of rational functions introduced by Walsh. In addition, we shall derive a theorem for total sets of rational functions corresponding to Theorem 1.

Let there be given a bounded region $B$ and a set $L_B$ of functions which are regular in $B$ and such that to each boundary point $z_{b1}$ of $B$ and to each $\epsilon>0$, there exists a function $f \in L_B$ with a singularity in $C(z_{b1}; \epsilon)$. We shall say that the set of rationals

$$r_n(z) = \frac{p_n(z)}{q_n(z)} = \frac{(z - \beta_1^{(n)}) \cdots (z - \beta_n^{(n)})}{(z - \alpha_1^{(n)}) \cdots (z - \alpha_n^{(n)})} \quad (n = 1, 2, \ldots)$$

is total over $B$ if every function $f \in L_B$ has an expansion of the form

$$f(z) = \sum_{n=1}^{\infty} a_n r_n(z)$$

convergent at each point of $B$.

**Theorem 12.** Let $z_{b1}$ and $z_{b2}$ be two arbitrary but distinct boundary points of $B$. If a set of rationals $r_n(z)$ is total over $B$, and if all the zeros $\beta_i^{(n)}$ lie in the circle $A = A(z_{b1}, z_{b2}; t)$, $t<1$, then there must be a limit point of poles $a_i^{(n)}$ in $A$.

**Proof.** Let us note at the outset that for $t>1$, the regions $A(z_1, z_2; t)$ where $z$ satisfies $|(z - z_1)/(z - z_2)| \leq t$ are no longer bounded but are determined by the relation $A(z_1, z_2; t) = (\text{comp } A(z_2, z_1; 1/t))^{-1}$. Let $z_I$ denote an arbitrary but fixed point interior to $B$. We shall prove initially that it is impossible to have

$$\beta_i^{(n)} \in A(z_{b1}, z_I; t_1), \quad \alpha_i^{(n)} \in A(z_I, z_{b1}; t_2) \quad (i = 1, 2, \ldots, n; n \geq n_0; t_1 t_2 < 1).$$

Select an $\epsilon$ so small that $C(z_{b1}; \epsilon) \subset A(z_{b1}, z_I; t_1)$, and assume that (62) holds with some fixed $t_1, t_2, t_1 t_2 < 1$. We shall now estimate the product

$$\prod_{i=1}^{n} \left| \frac{z - \beta_i^{(n)}}{z - \alpha_i^{(n)}} \right| \left| \frac{z_I - \alpha_i^{(n)}}{z_I - \beta_i^{(n)}} \right|$$

for $z \in C(z_{b1}; \epsilon)$. Let $d = |z_{b1} - z_I|$, then

$$\left| \frac{z - \beta_i^{(n)}}{z_I - \beta_i^{(n)}} \right| \leq \left| \frac{z - z_{b1}}{z_I - \beta_i^{(n)}} \frac{z_{b1} - \beta_i^{(n)}}{z_{b1} - z_{b1}} \right| \leq \frac{\epsilon}{d/2 + t_1}$$
while

\[
\frac{|z_I - \alpha_i^{(n)}|}{|z - \alpha_i^{(n)}|} = \frac{|z_I - \alpha_i^{(n)}|}{|z_{b_1} - \alpha_i^{(n)} - z_{b_1} + z|} \leq \frac{|z_I - \alpha_i^{(n)}|}{|z_{b_1} - \alpha_i^{(n)}| - \epsilon}
\]

(65)

\[
1 - \frac{\epsilon}{|z_{b_1} - \alpha_i^{(n)}|} \leq \frac{1 - \epsilon}{(d/2) - \epsilon}.
\]

Therefore, by choosing \( \epsilon \) sufficiently small, and in view of \( t_0 t_2 < 1 \), we may make \( \pi_i^{(n)} \leq t' < 1 \) (\( n \geq n_0 \); \( i = 1, 2, \cdots, n \)), for all \( z \) in \( C(z_b; \epsilon) \). Now, let \( f \in L_B \) possess a singularity in \( C(z_b; \epsilon) \). The function \( f \) possesses an expansion (61) convergent in \( B \), and hence, in particular, in the point \( z_I \). Therefore we have, for some \( M > 0 \), \( |a_n p_n(z_I)/q_n(z_I)| < M \) (\( n = 0, 1, \cdots \)) so that \( |a_n| < M|q_n(z_I)/p_n(z_I)| \). The series (61) will therefore be dominated by

\[
M \sum_{n=1}^{\infty} \frac{q_n(z_I)}{p_n(z_I)} \frac{p_n(z)}{q_n(z)} < M' \sum_{n=1}^{\infty} t^n < \infty
\]

for \( z \in C(z_b; \epsilon) \). The series (61) will therefore converge uniformly and absolutely in \( C(z_b; \epsilon) \) and thus represents an analytic continuation of \( f(z) \) to \( C(z_b; \epsilon) \). This is impossible.

Suppose now that all the zeros are located in \( A(z_b; z_{b1}; t) \), \( t_1 < 1 \). Set \( t_2 = t_1 + \epsilon \). For \( \epsilon \) sufficiently small, \( (t_1 + \epsilon)^{-1} > 1 \). By the previous result, it is impossible that all but a finite number of poles lie in \( A(z_I, z_{b1}; (t_1 + \epsilon)^{-1}) = \text{comp int } A(z_b, z_I, t_1 + \epsilon) \). Therefore there must be a limit point of poles in \( A(z_b, z_I, t_1 + \epsilon) \). By letting \( \epsilon \to 0 \), we can therefore conclude that if all the zeros are located in \( A(z_b, z_I, t) \), \( t < 1 \), then there must be a limit point of poles in the same circle.

Finally, let \( z_I \) be a sequence of interior points such that \( \lim_{n \to \infty} z_I = z_{b2} \). To every \( \epsilon > 0 \), there will be an \( n_0 \) such that the circles \( A(z_b, z_I; t + \epsilon) \) (\( n \geq n_0 \)) all contain the circle \( A(z_b, z_{b2}; t) \) in their interior. If, therefore, all the zeros are assumed to lie in the latter, then there must be a limit point of poles in \( A(z_b, z_I; t + \epsilon) \). The result now follows by letting \( \epsilon \to 0 \), \( n \to \infty \).

We now digress briefly to describe the process of interpolation by rational functions (cf. Walsh [12]). A rational function

\[
r_n(z) = \frac{b_{n0}z^n + b_{n1}z^{n-1} + \cdots + b_{nn}}{(z - \alpha_1^{(n)}) \cdots (z - \alpha_n^{(n)})}
\]

is said to interpolate to the function \( f(z) \) at the points \( \beta_i^{(n)} (i = 1, 2, \cdots, n) \) if \( f(\beta_i^{(n)}) = r_n(\beta_i^{(n)}) \). The fundamental problem of interpolation by rationals is to study the convergence of \( r_n(z) \) thus determined to \( f(z) \). In the particular case
where the zeros and the poles do not depend on \( n \), i.e., \( \beta_k^{(n)} = \beta_k, \alpha_k^{(n)} = \alpha_k \), it may be shown that the \( r_n(z) \) which interpolate to \( f(z) \) may be expressed in the form

\[
(66) \quad r_n(z) = \sum_{j=1}^{n} L_j(f) \frac{(z - \beta_1) \cdots (z - \beta_j)}{(z - \alpha_1) \cdots (z - \alpha_j)}
\]

where \( L_j \) indicates a certain fixed (i.e., independent of \( n \) and \( f \)) linear functional. In this case, the convergence of \( r_n(z) \) to \( f(z) \) is equivalent to the statement

\[
(67) \quad f(z) = \sum_{j=1}^{\infty} L_j(f) \frac{(z - \beta_1) \cdots (z - \beta_j)}{(z - \alpha_1) \cdots (z - \alpha_j)}.
\]

For the sake of convenience of reference, we now state two theorems on interpolation by rationals which are due to Walsh. Our statement will be found to be less general than that given in [12].

**Theorem 13a.** Let \( B \) be a bounded region whose boundary \( b \) consists of a finite number of mutually disjoint analytic Jordan curves, and let the origin \( z = 0 \) lie in \( B \). Then there exists a sequence of points \( \alpha_1, \alpha_2, \ldots \) on \( b \) with the following property. Let \( G(z, 0, B) \) designate the Green’s function of \( B \) with singularity \( \log 1/|z| \). If the function \( f(z) \) is regular in \( G_r : G(z, 0, B) > r \geq 0 \), then it possesses an expansion of the form

\[
(68) \quad f(z) = \sum_{n=0}^{\infty} a_n \frac{z^n}{(z - \alpha_1) \cdots (z - \alpha_n)}
\]

valid in \( G_r \).

**Theorem 13b.** Let \( C_0 \) and \( C_1 \) be two nonintersecting analytic Jordan curves or nonintersecting sets each of a finite number of nonintersecting curves. Suppose that a region \( R \) is bounded by \( C_0 \) and \( C_1 \) and that one curve of the set \( C_0 \) contains all the other curves of the set \( C_0 \) and all the curves of the set \( C_1 \). Let \( u(z) \) be harmonic in \( R \), continuous in \( \overline{R} \), and such that \( u(z) = 0 \), \( z \in C_0 ; u(z) = 1 \), \( z \in C_1 \). Let \( R_\mu \) be the region or set of regions bounded by the complete locus \( u(z) = \mu \), \( 0 < \mu < 1 \), \( R_\mu \) containing in its interior no point of \( C_0 \). Then there exist sets of points \( \alpha_k \) and \( \beta_k \) lying on \( C_0 \) and \( C_1 \) respectively, such that if \( f(z) \) is analytic in \( \overline{R_\mu} \), then (61) holds uniformly in \( R_\mu \).

The set of rationals appearing in (68) and the set determined as above are therefore total over their respective regions of expandability. We now apply Theorem 12 to each of these theorems.

**Theorem 14.** Let the region \( B \) be bounded by a finite number of mutually disjoint analytic Jordan curves \( b \), and let the origin \( z = 0 \) lie in \( B \). Suppose that the Green’s function \( G(z, 0, B) \) can be continued across all boundaries to the value
r', r' < 0, and that b' designates the curve or sets of curves satisfying \( G(z, 0, B) = r' \), it being assumed that one curve of b' contains the whole configuration. Then b' must intersect each member of the family of circles \( O(b) \). (See pp. 94–95 for the definition of this family.)

**Proof.** Designate by \( B' \) the region bounded by the set of curves \( b' \). We have \( G(z, 0, B) - r' = G(z, 0, B') \) and therefore the curves of \( b \) are the level lines \( G(z, 0, B') = -r' \). By Theorem 13a, there exists a set of rationals \( \frac{z^n}{(z - \alpha_1) \cdots (z - \alpha_n)} \), \( \alpha_i \in b' \), which are total over \( B \). Each member of the family \( O(b) \) by definition passes through \( z = 0 \), and therefore contains all the zeros of this set of rationals. Hence by Theorem 12, each circle of this family must contain a limit point of poles. But these are located on the curves \( b' \), and the theorem therefore follows.

The following observations should be made at this point. Let the components of \( b \) be designated by \( b_1, b_2, \ldots, b_n \) and those of \( b' \) by \( b_1', b_2', \ldots, b_n' \). If any circle of the family \( O(b) \) fails to have points in common with \( b_1, b_2, \ldots, b_{i-1}, b_{i+1}, \ldots, b_n \), then it surely must have points in common with \( b_i' \). If the region \( B \) is simply-connected, then the curve \( b' \) must have points in common with each member of \( O(b) \). Since for this case, the level lines of the Green's function are the radienbilder of the mapping function, we have again established, using the Walsh rationals, Theorem 9 in the general form. Thus Theorem 14 is the direct generalization of Theorem 9 to the case of multiply-connected regions.

**Theorem 15.** Let \( C_0 \) and \( C_1 \) be as in Theorem 13b, the curve \( C_0(1) \) containing the whole configuration. Let also \( u(z) \) be the harmonic function described in Theorem 13b, and let \( C_\eta \) designate the analytic Jordan curve or curves which are the level lines of \( u(z) \) assumed to be continued across \( C_0 \). If, now, \( z_{b1} \) and \( z_{b2} \) are two arbitrary boundary points of \( C_0 \) and if \( A(z_{b1}, z_{b2}; t) \), \( t < 1 \), contains \( C_1 \), then it must have points in common with \( C_\eta \).

**Proof.** Let \( u^*(z) = \frac{u(z) + \eta}{1 + \eta} \). Then \( u^* \) is harmonic, is 0 on \( C_\eta \), and 1 on \( C_1 \). The level lines \( u^*(z) = \eta/(1 + \eta) \) are precisely \( C_0 \). Thus, by Theorem 13b, there exist points \( \beta_i \) on \( C_1 \) and \( \alpha_i \) on \( C_\eta \) such that the set of rationals \( (67) \) is total over the region \( R_\mu \), \( \mu = \eta/(1 + \eta) \). If, now, all the curves of \( C_1 \) are assumed to lie in a circle \( A(z_{b1}, z_{b2}; t) \), \( t < 1 \), \( z_{b1} \in C_0 \), then a fortiori all the points \( \beta_i \) lie in this circle. The conclusion now follows by an application of Theorem 12.

It is to be observed that Theorem 15 gives information as to the possible continuation of \( u(z) \) only in the case where the original configuration \( C_0, C_1 \) is such that \( C_1 \) is contained in a circle \( A(z_{b1}, z_{b2}; t) \), \( t < 1 \), \( z_{b1} \in C_0 \).

A similar theorem may be derived for the continuation of \( u(z) \) across the curves \( C_1 \). Generalization to the case where some of the boundary curves are not analytic is also possible. For the case of doubly-connected regions,
Theorem 15 is immediately translatable into a distortion theorem for functions which are schlicht in an annulus.

**Theorem 16.** Let \( w = f(z) \) be regular and schlicht in the annulus \( 0 < r_0 \leq |z| \leq r_1 < \infty \). If \( r_0 < r^* < r_1 \), and if, for some \( t < 1 \), we have

\[
|f(r_0 e^{i\theta}) - f(r^* e^{i\theta})| \leq t
\]

for \( 0 \leq \theta \leq 2\pi, \theta_1, \theta_2 \) arbitrary, then there must exist a \( \theta_3 \) such that

\[
|f(r_1 e^{i\theta_3}) - f(r^* e^{i\theta_3})| \leq t.
\]

**Proof.** Designate the images \( f(r, e^{i\omega}) \), \( 0 \leq \theta \leq 2\pi \), by \( C_i (i = 0, 1) \). Let \( u(w) \) be that function which is harmonic in the region bounded by \( C_0 \) and \( C_1 \), and is 0 and 1 on \( C_0 \) and \( C_1 \) respectively. Set \( u^*(w) = \log (r_0/r_1)u(w) + \log r_1 \), and let \( v^*(w) \) be its harmonic conjugate. This is not single-valued, but \( f^{-1}(w) = \exp [u^*(w) - i\varphi^*(w)] \) is single-valued. It is now clear that the level lines of \( u^* \), and hence of \( u \), are the images of the concentric circles \( 0 < r_0 \leq r \leq r_1 < \infty \). The result now follows from an application of Theorem 15.

Roughly put, we may say that if there be given two analytic curves \( C_0, C_1 \) with \( C_0 \) containing \( C_1 \) and the latter located sufficiently “off center” (so that (69) is satisfied), then the level lines of \( u \) which surround \( C_0 \) must all lie close to \( C_0 \). Indeed they must all pass through each circle \( A(z_0, z_1, t) \). This result may also be interpreted as a minimum modulus theorem for functions which are schlicht in an annulus.
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