1. Introduction. During the past few years several authors have studied unitary representations of a Lie group or, more generally, of a locally compact group on a Hilbert space. In the present paper we approach this problem from a somewhat different point of view and do not require that the representation be necessarily unitary. In fact, following a suggestion of Chevalley, we allow the representation space to be a Banach space. But on the other hand we restrict ourselves to the case when the given group is a connected semisimple Lie group and attack the problem by means of a closer study of the corresponding representations of the Lie algebra. Roughly speaking, our plan of investigation can be divided into two separate parts. The first consists in a careful study of infinite-dimensional representations of a semisimple Lie algebra from a purely algebraic point of view. The second step is then to establish a sufficiently close relationship between the representations of the group and those of the algebra so that the information obtained about the latter can be put to use.

This paper is divided into three parts. Part I contains a purely algebraic theorem (Theorem 1) about infinite-dimensional representations of a semisimple Lie algebra. In the special case of a complex semisimple algebra this result had been obtained in a previous paper [8(e)]. Part II is concerned with the second step of the program mentioned above. It has been shown by Gårding [5] that every representation of a Lie group \( G \) gives rise in a natural way to a representation of its Lie algebra. However, it turns out that this correspondence between the representations of the group and of its algebra, as it stands, is not very satisfactory for our purpose. This is due to the fact that the Taylor series of an indefinitely differentiable function on \( G \) does not necessarily converge to this function. In order to remedy this defect we replace such functions by suitable analytic functions in Gårding’s construction and thus obtain what we call well-behaved vectors in the representation space. The remainder of Part II is then devoted to the problem of approximating an arbitrary vector by well-behaved vectors. Theorem 3 deals with this question in a special case which is of particular importance for us.

In Part III we combine the results of Part I with those of Part II and this enables us to derive information about representations of a semisimple group \( G \). We introduce the notion of infinitesimal equivalence of two representations and show that in the case of irreducible unitary representations
this coincides with the usual notion of equivalence. It follows from Theorem 7 that any factor arising from a unitary representation of \( G \) is necessarily of type I in the terminology of Murray and von Neumann [14]. (This fact had been conjectured by Mautner [12].) Theorem 9 gives a purely infinitesimal criterion for the existence of a unitary representation which is infinitesimally equivalent to a given irreducible representation. In the last section we give a method for obtaining a large class of representations of \( G \).

All the results of this paper, except Theorem 9, were obtained before the end of 1950. Due to various circumstances their full publication has been delayed although these results were announced, along with some others, in a short note [8(c)]. In the mean time Godement has obtained alternative proofs for some of them. However the present paper contains only a small proportion of the results which have appeared in a series of notes in the Proceedings of the National Academy [8(d)]. Their proofs will be published in subsequent papers.

I am greatly indebted to Professor Chevalley for reading the original draft of this paper and suggesting a large number of valuable improvements. In fact Part I was almost entirely rewritten by him and in Part II the whole treatment of well-behaved vectors has been very much simplified due to his suggestions. In particular the method of constructing well-behaved functions on a "quasi-nilpotent" group, as given in this paper, is due to Chevalley. My original construction was more complicated.

**Part I. Representations of a semisimple Lie algebra**

2. Preliminary lemmas. Let \( k \) be a field of characteristic zero and \( \mathfrak{I} \) a Lie algebra over \( k \). Let \( \mathfrak{I} \) be a subalgebra of \( \mathfrak{I} \) and \( \sigma \) the representation of \( \mathfrak{I} \) on \( \mathfrak{I} \) given by \( \sigma(X)Y = [X, Y] \) \((X \in \mathfrak{I}, Y \in \mathfrak{I})\). Following Koszul [11] we say that \( \mathfrak{I} \) is reductive in \( \mathfrak{I} \) if \( \sigma \) is a semisimple(1) representation. Moreover \( \mathfrak{I} \) is called reductive if it is reductive in itself. It is obvious that if \( \mathfrak{I} \) is reductive in \( \mathfrak{I} \), then \( \mathfrak{I} \) is reductive.

**Lemma 1.** Suppose \( \mathfrak{I} \) is reductive. Then \( \mathfrak{I} = \mathfrak{c} + \mathfrak{I}' \), \( \mathfrak{c} \cap \mathfrak{I}' = \{0\} \) where \( \mathfrak{c} \) is the center of \( \mathfrak{I} \) and \( \mathfrak{I}' = [\mathfrak{I}, \mathfrak{I}] \) the derived algebra. Moreover \( \mathfrak{I}' \) is semisimple. A finite-dimensional representation \( \rho \) of \( \mathfrak{I} \) is semisimple if and only if \( \rho(\Gamma) \) is semisimple for every \( \Gamma \subseteq \mathfrak{c} \).

Since the adjoint representation of \( \mathfrak{I} \) is semisimple, \( \mathfrak{I} \) can be written as a direct sum \( \sum_{1 \leq j \leq m} \mathfrak{I}_j \) of simple ideals \( \mathfrak{I}_j \). Then \( \mathfrak{I}_j \) is either semisimple or abelian. Suppose \( \mathfrak{I}_j \) is abelian if \( 1 \leq j \leq m_1 \), and semisimple if \( j > m_1 \) \((0 \leq m_1 \leq m)\). Put \( \mathfrak{I}' = \sum_{j > m_1} \mathfrak{I}_j \) and \( \mathfrak{c} = \sum_{j \leq m_1} \mathfrak{I}_j \). Then \( \mathfrak{I}' \) is semisimple and it is clear that \( \mathfrak{c} \) is the kernel of the adjoint representation. Hence \( \mathfrak{c} \) is the center and

(1) We use here the terminology of Chevalley [4, Chap. VI]. A linear transformation of a vector space \( V \) (of finite dimension) is called semisimple if \( V \) is fully reducible under \( A \).
This proves the first part. Now \( \rho(l) = \rho(c) + \rho(l') \). Since \( l' \) is semisimple the same holds for the linear Lie algebra \( \rho(l') \). So the center of \( \rho(l') \) is \( \{0\} \) and therefore \( \rho(c) \) is the center of \( \rho(l) \). Our second assertion now follows from a result of Jacobson \[10\].

**Lemma 2.** Suppose \( l \) is reductive in \( l \) and \( \rho \) is a finite-dimensional semisimple representation of \( l \). Then \( \rho \) induces a semisimple representation of \( l \).

Let \( \mathfrak{D} \) be the center of \( f \). Since \( f \) is reductive, \( \rho(\mathfrak{D}) \) is the center of \( \rho(f) \). Put \( l_1 = \rho(l) \), \( f_1 = \rho(f) \), and \( \mathfrak{D}_1 = \rho(\mathfrak{D}) \). Since \( f \) is reductive in \( f \), it is clear that \( f_1 \) is reductive in \( l_1 \). Moreover since \( f \) is semisimple, \( l_1 \) is reductive (see Jacobson \[10\]). Let \( c_1 \) be the center and \( l'_1 \) the derived algebra of \( l_1 \). Let \( \sigma \) denote the adjoint representation of \( l_1 \). Then we know from the above lemma that \( \sigma(D) \) is semisimple for any \( D \in \mathfrak{D}_1 \). Choose an abelian subalgebra \( h_1 \) of \( l_1 \) such that \( h_1 \supset \mathfrak{D}_1 \), \( \sigma(h) \) is semisimple for all \( H \in h_1 \), and \( h_1 \) is not contained in a larger such algebra. Then \( h_1 \supset c_1 \), and it is clear that \( l'_1 \cap h_1 \) is a Cartan subalgebra of the semisimple algebra \( l'_1 \). Now if \( \phi \) is a semisimple representation of \( l_1 \) it follows from the above lemma that \( \phi(l) \) is semisimple for all \( l' \in c_1 \). Moreover \( \phi(H) \) is semisimple for every \( H \in l'_1 \cap h_1 \), since \( l'_1 \cap h_1 \) is a Cartan subalgebra of the semisimple algebra \( l'_1 \). Hence \( \phi(H) \) is semisimple for all \( H \in h_1 \) and therefore in particular for \( H \in \mathfrak{D}_1 \). Therefore, again by the above lemma, the representation of \( f_1 \) defined by \( \phi \) is semisimple. In particular if we take for \( \phi \) the representation \( \phi: \rho(X) \rightarrow \rho(X) \ (X \in f) \), we get the required result.

Let \( R \) and \( C \) be the fields of real and complex numbers respectively and \( (-1)^{1/2} \) a fixed square root of \(-1\) in \( C \). Let \( g_0 \) be a semisimple Lie algebra over \( R \) and \( g \) its complexification. Let \( X \rightarrow \text{ad} X \ (X \in g_0) \) denote the adjoint representation of \( g \). Put \( B(X, Y) = \text{sp} \ (\text{ad} X \text{ ad} Y) \). A real form \( g_k \) of \( g \) is called compact if \( B(X, X) < 0 \) for all \( X \in g_k \) \((X \neq 0)\). It is well known (see Cartan \[3\] and also Mostow \[13\]) that there exists a compact real form \( g_k \) and an automorphism \( \theta \) of order 2 of \( g \) with the following properties: \( \theta g_0 \subset g_0 \), \( \theta g_k \subset g_k \) and \( g_0 = f_0 + p_0 \), \( g_k = f_0 + (-1)^{1/2}p_0 \) where \( f_0 \) is the set of all \( X \in g_0 \) such that \( \theta X = X \) and \( p_0 \) the set of all \( Y \in g_0 \) such that \( \theta Y = -Y \). Let \( f \) and \( p \) be the subspaces of \( g \) spanned by \( f_0 \) and \( p_0 \) respectively over \( C \). Since \( \theta \) is an automorphism, \( \theta([X, Y]) = [\theta X, \theta Y] \) \((X, Y \in g)\) and from this it follows immediately that \([f, f] \subset f, \ [f, p] \subset p, \ [p, p] \subset f\).

Hence in particular \( f \) is a subalgebra of \( g \).

**Lemma 3.** \( f \) is reductive in \( g \).
Let $G$ be the component of identity of the adjoint group of $g_0$ and $K$ the analytic subgroup of $G$ corresponding to $f_0$. Then it is known (see Mostow [13]) that $K$ is compact. From this it follows immediately that $f_0$ is reductive in $g_0$ and therefore $\mathfrak{f}$ in $\mathfrak{g}$.

Let $\mathfrak{b}_0$ be an abelian subalgebra of $\mathfrak{g}_0$ contained in $\mathfrak{p}_0$ and having the maximal possible dimension. Extend $\mathfrak{b}_0$ to a maximal abelian subalgebra $\mathfrak{b}_0$ of $\mathfrak{g}_0$. Let $X \in \mathfrak{b}_0$. Then if $Y \in \mathfrak{b}_0$, $[\theta X, Y] = \theta X \theta Y = -\theta([X, Y]) = 0$. Hence $X - \theta X$ commutes with all elements in $\mathfrak{b}_0$. But $X - \theta X \in \mathfrak{p}_0$ and therefore in view of our choice of $\mathfrak{b}_0$, $X - \theta X \in \mathfrak{b}_0$. This proves that $\theta \mathfrak{b}_0 = \mathfrak{b}_0$ and therefore $\mathfrak{b}_0 = \mathfrak{b}_0 + \mathfrak{b}_0$ where $\mathfrak{b}_0 = \mathfrak{b}_0 \cap \mathfrak{f}_0$. Since $\mathfrak{g}_0 = \mathfrak{f}_0 + (-1)^{1/2} \mathfrak{p}_0$ is compact, $\mathfrak{A}$ is semisimple for every $X \in \mathfrak{f}_0 \cup \mathfrak{p}_0$. Therefore if $\mathfrak{h}$ is the subspace of $\mathfrak{g}$ spanned by $\mathfrak{b}_0$, $\mathfrak{h}$ is a Cartan subalgebra of $\mathfrak{g}$. Put $\mathfrak{h}_0 = \mathfrak{p} \cap \mathfrak{h}$, $\mathfrak{h}_0 = \mathfrak{f} \cap \mathfrak{h}$. Let $H_1, \ldots, H_l$ be a base for $\mathfrak{h}_0$ (over $R$) such that $H_1, \ldots, H_m$ is a base for $\mathfrak{b}_0$ and $H_{m+1}, \ldots, H_l$ is a base for $\mathfrak{b}_0$. Put $H^*_X = H_i$ or $(-1)^{1/2} H_i$ according as $i \leq m$ or $i > m$ and let $\mathfrak{h}^* = \mathfrak{b}_0 + (-1)^{1/2} \mathfrak{b}_0$. For any linear function $\lambda$ on $\mathfrak{h}$ let $H_\lambda$ denote the unique element in $\mathfrak{h}$ such that

$$B(H_\lambda, H) = \lambda(H) \quad (H \in \mathfrak{h}).$$

We say that $\lambda$ is real if $H_\lambda \in \mathfrak{h}^*$. Now let $H = \sum_{i=1}^l e_i H_i^*$ ($e_i \in \mathbb{R}$) be any element in $\mathfrak{h}^*$. We say that $H > 0$ if $H \neq 0$ and $e_i > 0$ where $j$ is the least index such that $e_j \neq 0$. If $\lambda$ and $\mu$ are two linear functions on $\mathfrak{h}$ such that $\lambda - \mu$ is real, then we write $\lambda > \mu$ or $\mu < \lambda$ if $H_\lambda - H_\mu > 0$. Moreover we denote by $\theta \lambda$ the linear function $H \mapsto \lambda(\theta H)$ ($H \in \mathfrak{h}$).

It is known that every root $\alpha$ of $\mathfrak{g}$ with respect to $\mathfrak{h}$ is a real linear function and if $\alpha$ is a root $\theta \alpha$ is also a root. For every root $\alpha$ choose an element $X_\alpha \in \mathfrak{g}$ such that $X_\alpha \neq 0$ and $[H, X_\alpha] = \alpha(H) X_\alpha$ for all $H \in \mathfrak{h}$. Let $P$ be the set of all roots $\alpha > 0$. Define the subsets $P_+$ and $P_-$ of $P$ as follows. A root $\alpha \in P$ belongs to $P_+$ or $P_-$ according as $\theta \alpha \neq \alpha$ or $\theta \alpha = \alpha$. It can be shown (see Iwasawa [9]) that $\theta \alpha < 0$ for $\alpha \in P_+$ and $H_\delta \in \mathfrak{h}$ and $X_\alpha, X_\beta, X_\gamma \in \mathfrak{f}$ for $\beta \in P_-$. Moreover $\alpha > \beta$ for any $\alpha \in P_+$ and $\beta \in P_-$. Let $n$ be the subspace of $\mathfrak{g}$ spanned by $X_\alpha (\alpha \in P_+)$ and $m$ the subspace spanned by $\mathfrak{h}_0, \mathfrak{h}_0$ and $X_\alpha (\beta \in P_-)$. Then $n$ is a nilpotent subalgebra of $\mathfrak{g}$. Put $n_0 = \mathfrak{g}_0 \cap n$. Iwasawa [9] has proved that $\mathfrak{g}_0$ is the direct sum of $\mathfrak{f}_0, \mathfrak{b}_0$, and $n_0$.

**Lemma 4.** The centraliser of $\mathfrak{b}_0$ in $\mathfrak{g}$ is $\mathfrak{b}_0 + m$ and so $m$ is the centraliser of $\mathfrak{b}_0$ in $\mathfrak{h}$. Moreover there exists an element $H \in \mathfrak{b}_0$ whose centraliser (in $\mathfrak{g}$) is exactly $\mathfrak{b}_0 + m$. Finally $m$ is a subalgebra of $\mathfrak{f}$ and

$$\dim \mathfrak{f} - \dim m = \dim \mathfrak{p} - \dim \mathfrak{b}_0 = \dim n.$$

Let $X = H_0 + \sum_{\alpha \in P} (c_\alpha X_\alpha + c_{-\alpha} X_{-\alpha})$ ($H_0 \in \mathfrak{h}$; $c_\alpha, c_{-\alpha} \in \mathbb{C}$). Then

$$[H, X] = \sum_{\alpha \in P} (c_\alpha \alpha(H) X_\alpha - c_{-\alpha} \alpha(H) X_{-\alpha}) \quad (H \in \mathfrak{h}).$$

Therefore if $X$ commutes with $\mathfrak{b}_0$, $c_\alpha = c_{-\alpha} = 0$ unless $\alpha$ is identically zero on
But \( \alpha \) is zero on \( \mathfrak{h}_p \) if and only if \( \alpha = \theta \alpha \). This proves that \( \mathfrak{h}_p + m \) is the centraliser of \( \mathfrak{h}_p \) in \( \mathfrak{g} \). Choose \( H \in \mathfrak{h}_p \) such that \( \alpha(H) \neq 0 \) for \( \alpha \in \mathfrak{P}_+ \). Then it is clear from the above argument that the centraliser of \( H \) is \( \mathfrak{h}_p + m \).

If \( \alpha \in \mathfrak{P}_+ \), \( \theta \alpha < 0 \) and so \( -\theta \alpha > 0 \). Hence \( -\theta \alpha \neq -\alpha \) and this shows that \( -\theta \alpha \notin \mathfrak{P}_+ \). The mapping \( \alpha \mapsto -\theta \alpha \) (\( \alpha \in \mathfrak{P}_+ \)) therefore defines a permutation of order 2 on \( \mathfrak{P}_+ \). Thus when \( \alpha \) runs through \( \mathfrak{P}_+ \), \( \theta \alpha \) runs through the set \( \{ -\alpha ; \alpha \in \mathfrak{P}_+ \} \). Since \( \theta X_\alpha \) and \( X_\alpha \) differ only by a nonzero constant factor, it follows that \( X_\alpha \), \( \theta X_\alpha \) (\( \alpha \in \mathfrak{P}_+ \)) are linearly independent modulo \( \mathfrak{h}_p + m \). The same therefore holds for \( X_\alpha - \theta X_\alpha \), \( X_\alpha + \theta X_\alpha \) (\( \alpha \in \mathfrak{P}_+ \)). Let \( q = \sum_{\alpha \in \mathfrak{P}_+} C(X_\alpha - \theta X_\alpha) \) and \( l = \sum_{\alpha \in \mathfrak{P}_+} C(X_\alpha + \theta X_\alpha) \). Then \( q \subset \mathfrak{p} \) and \( l \subset \mathfrak{f} \) and \( q + l + \mathfrak{h}_p + m = \mathfrak{g} = \mathfrak{p} + \mathfrak{f} \). Hence \( q + \mathfrak{h}_p \neq \mathfrak{p}, l + m = \mathfrak{f} \), and if \( q \) is the number of roots in \( \mathfrak{P}_+ \), it is clear that \( \dim \mathfrak{n} = q = \dim \mathfrak{g} = \dim \mathfrak{p} - \dim \mathfrak{h}_p \). Similarly \( \dim \mathfrak{l} = \dim \mathfrak{f} - \dim \mathfrak{m} \).

Since \( \mathfrak{m} \) is the centraliser of \( \mathfrak{h}_p \) in \( \mathfrak{f} \), \( \mathfrak{m} \) is a subalgebra of \( \mathfrak{f} \).

**Lemma 5.** \( \mathfrak{m} \) is reductive both in \( \mathfrak{f} \) and in \( \mathfrak{g} \) and \( [\mathfrak{m}, \mathfrak{n}] \subset \mathfrak{n} \). Furthermore if \( \sigma \) is the adjoint representation of the algebra \( \mathfrak{h}_p + \mathfrak{m} \), then \( \text{sp} \, \sigma(H) = \sum_{\alpha \in \mathfrak{P}_+} \alpha(H) \) (\( H \in \mathfrak{h}_p \)).

Put \( m_0 = m \cap \mathfrak{g}_0 \) and define \( G \) and \( K \) as in the proof of Lemma 3. Let \( M \) be the set of all \( x \in K \) such that \( xH = H \) (\( H \in \mathfrak{h}_p \)). Clearly \( M \) is a closed subgroup of \( K \) and so it is compact. Moreover from Lemma 4 \( m_0 \) is the subalgebra of \( \mathfrak{f}_0 \) corresponding to the component of identity of \( M \). Hence \( m_0 \) is reductive in \( \mathfrak{f}_0 \) and \( \mathfrak{g}_0 \) and therefore the same is true of \( \mathfrak{m} \) in \( \mathfrak{f} \) and \( \mathfrak{g} \).

Let \( \alpha \in \mathfrak{P}_+ \) and \( \beta \in \mathfrak{P}_- \). Then \( \alpha + \beta \) and \( \alpha - \beta \) are both greater than 0. Moreover \( \theta(\alpha + \beta) = \theta \alpha + \beta \neq \alpha + \beta \) since \( \alpha \neq \theta \alpha \). Similarly \( \theta(\alpha - \beta) \neq \alpha - \beta \). This shows that \( [X_\alpha, X_\beta] \) and \( [X_\alpha, X_-\beta] \) are both in \( \mathfrak{n} \). Since \( [\mathfrak{h}, \mathfrak{n}] \subset \mathfrak{n} \), we conclude that \( [\mathfrak{m}, \mathfrak{n}] \subset \mathfrak{n} \).

It is clear that \( \text{sp} \, \sigma(H) = \sum_{\alpha \in \mathfrak{P}_+} \alpha(H) \) (\( H \in \mathfrak{h}_p \)). Since \( \alpha \) is zero on \( \mathfrak{h}_p \) if \( \alpha \in \mathfrak{P}_- \), it follows that \( \text{sp} \, \sigma(H) = \sum_{\alpha \in \mathfrak{P}_+} \alpha(H) \).

Let \( \rho \) be a representation of \( \mathfrak{f} \) on a vector space \( V \) whose dimension need not be finite. A subspace \( W \) of \( V \) will be called \( \rho \)-stable if \( \rho(X)W \subset W \) for all \( X \in \mathfrak{f} \). Let \( \rho_W \) denote the representation of \( \mathfrak{f} \) induced on a \( \rho \)-stable subspace \( W \). We shall call \( \rho_W \) simple (semisimple) if \( \dim W < \infty \) and \( \rho_W \) is simple (semisimple) in the usual sense (see Chevalley [4, Chap VI]). Also we then say that \( W \) is a simple (semisimple) subspace of \( V \).

Let \( \Omega \) denote the set of all (equivalence) classes of simple representations of \( \mathfrak{f} \). For any \( \mathfrak{D} \in \Omega \) we denote by \( V_\mathfrak{D} \) the sum of all \( \rho \)-stable subspaces \( W \) of \( V \) such that \( \rho_W \in \mathfrak{D} \). (\( V_\emptyset = \{0\} \) if no such \( W \) exists.)

**Lemma 6.** If \( W \) is any \( \rho \)-stable subspace of \( V \), then

\[
W \cap \left( \sum_{\mathfrak{D} \in \Omega} V_\mathfrak{D} \right) = \sum_{\mathfrak{D} \in \Omega} W \cap V_\mathfrak{D}.
\]

Moreover the sum in \( \sum_{\mathfrak{D} \in \Omega} V_\mathfrak{D} \) is direct.
For any $x \in \sum_{\mathfrak{D} \in \Omega} V_{\mathfrak{D}}$ let $V_z$ be the smallest $\rho$-stable subspace containing $x$. It is clear that $V_z$ is contained in the sum of a finite number of simple spaces. Hence $V_z$ is semisimple (see Chevalley [4, Chap. VI]) and therefore $V_z = \sum_{\mathfrak{D} \in \Omega} V_z \cap V_{\mathfrak{D}}$. Applying this result to the elements of $W \cap (\sum_{\mathfrak{D} \in \Omega} V_{\mathfrak{D}})$ we get the first statement of the lemma. Let $\Omega_1$ be a subset of $\Omega$. Then for any $x \in \sum_{\mathfrak{D} \in \Omega_1} V_{\mathfrak{D}}$, $V_z$ is contained in the sum of a finite number of simple spaces $W'$ such that the class of $\rho_w$ lies in $\Omega_1$. Hence it follows (see Chevalley loc. cit.) that every simple component of $\rho_{V_z}$ belongs to a class in $\Omega_1$ and therefore $V_z \cap V_{\mathfrak{D}} = \{0\}$ if $\mathfrak{D} \in \Omega_1$. This proves the directness of the sum $\sum_{\mathfrak{D} \in \Omega} V_{\mathfrak{D}}$.

An element $x \in V$ will be said to transform (under $\rho$) according to $\mathfrak{D}$ if $x \in V_{\mathfrak{D}}$ and we shall say that the representation $\rho$ is quasi-semisimple if $V = \sum_{\mathfrak{D} \in \Omega} V_{\mathfrak{D}}$. In order that this be the case it is necessary and sufficient that every element $x \in V$ should belong to some semisimple subspace $W$ of $V$. The following lemma is well known (see Godement [7(b), p. 102]).

**Lemma 7.** Assume that $\rho$ is quasi-semisimple. Let $V_0$ be the space of all $x \in V$ such that $\rho(X)x = 0$ for all $X \in \mathfrak{f}$ and let $V_1$ be the space spanned by all elements $\rho(X)x$ ($X \in \mathfrak{f}, x \in V$). Then $V$ is the direct sum of $V_0$ and $V_1$.

Let $\mathfrak{D}_0$ be the class of the simple zero representation of degree 1 of $\mathfrak{f}$. Then $V_0 = V_{\mathfrak{D}_0}$ and it is clear that $V_1 \subset \sum_{\mathfrak{D} \neq \mathfrak{D}_0} V_{\mathfrak{D}}$ which shows that the sum $V_0 + V_1$ is direct. In order to prove that $V_0 + V_1 = V$ it is sufficient to show that if $W$ is a $\rho$-stable subspace of $V$ such that $\rho_w \in \mathfrak{D}$ ($\mathfrak{D} \neq \mathfrak{D}_0$), then $W \subset V_1$. The subspace $W'$ of $W$ spanned by the elements $\rho(X)x$ ($X \in \mathfrak{f}, x \in W$) is clearly $\rho$-stable and not equal to $\{0\}$ since $\rho_w$ is simple and not in $\mathfrak{D}_0$. Hence $W = W'$, which proves our assertion.

Let $V$ and $V'$ be the spaces of the representations $\rho$ and $\rho'$ of $\mathfrak{f}$. Then the tensor product $V \otimes V'$ is the space of a representation $\rho + \rho'$ (the tensor sum of $\rho$ and $\rho'$) which is defined as follows: if $X \in \mathfrak{f}$, $x \in V$, and $x' \in V'$, then $((\rho + \rho')(X))(x \otimes x') = (\rho(X)x \otimes x' + x \otimes (\rho'(X')x')$.

**Lemma 8.** Assume that the representations $\rho$ and $\rho'$ are quasi-semisimple. Then $\rho + \rho'$ is also quasi-semisimple.

Every element of $V \otimes V'$ is contained in a space of the form $W \otimes W'$ where $W$ and $W'$ are semisimple subspaces of $V$ and $V'$ respectively. Let $\mathfrak{c}$ be the center of $\mathfrak{f}$. Since $\rho_w$ is semisimple, it follows from Lemma 1 that we can choose a base $(x_1, \cdots, x_m)$ in $W$ such that the matrix representing $\rho_w(\mathfrak{c})$ ($\mathfrak{c} \subset \mathfrak{f}$) relative to this base is diagonal. A similar base $(x'_1, \cdots, x'_{m'})$ can be found for $W'$ with respect to $\rho'_{W'}$. But then it is clear that $($($\rho + \rho'$)$_{W \otimes W'}$, ($\mathfrak{c}$) ($\mathfrak{c} \subset \mathfrak{f}$) is represented by a diagonal matrix relative to the base $x_i \otimes x'_j$, $1 \leq i \leq m; 1 \leq j \leq m'$, for $W \otimes W'$. In view of Lemma 1 this shows that $W \otimes W'$ is semisimple under $\rho + \rho'$. Hence every element of $V \otimes V'$ is contained in a semisimple subspace and this proves the lemma.
Let $\mathfrak{B}$ be the universal enveloping algebra of $\mathfrak{g}$ and $\mathfrak{X}$ the subalgebra of $\mathfrak{B}$ generated by $(1, \mathfrak{f})$. Then $\mathfrak{X}$ is the universal enveloping algebra of $\mathfrak{f}$ (see [8(e)]) and there is a natural 1-1 correspondence between representations of $\mathfrak{f}$ and their unique extensions on $\mathfrak{X}$. It is convenient to identify the representations of $\mathfrak{f}$ and $\mathfrak{X}$ under this correspondence. Let $\pi$ be a representation of $\mathfrak{B}$ on $V$. Then the restriction of $\pi$ on $\mathfrak{f}$ is a representation of $\mathfrak{f}$. For any $\mathfrak{D} \subseteq \mathfrak{B}$ we define $V_{\mathfrak{D}}$ as the set of all elements of $V$ which transform under $\pi(\mathfrak{f})$ according to $\mathfrak{D}$.

Lemma 9. The subspace $\sum_{\mathfrak{D}\subseteq \mathfrak{B}} V_{\mathfrak{D}}$ is invariant under $\pi(\mathfrak{B})$.

Let $V_{\mathfrak{f}} = \sum_{\mathfrak{D}\subseteq \mathfrak{B}} V_{\mathfrak{D}}$. Since $(1, \mathfrak{g})$ generates $\mathfrak{B}$ it would be sufficient to show that $\pi(\mathfrak{g}) V_{\mathfrak{f}} \subseteq V_{\mathfrak{f}}$. But $\mathfrak{g} = \mathfrak{f} + \mathfrak{p}$ and $V_{\mathfrak{f}}$ is obviously invariant under $\pi(\mathfrak{f})$. Hence we have only to show that $\pi(\mathfrak{p}) V_{\mathfrak{f}} \subseteq V_{\mathfrak{f}}$. Let $\sigma$ be the representation of $\mathfrak{f}$ on $\mathfrak{p}$ defined by $\sigma(X) Y = [X, Y] (X \in \mathfrak{f}, Y \in \mathfrak{p})$ and let $\rho$ be the representation of $\mathfrak{f}$ on $V_{\mathfrak{f}}$. Consider $\mathfrak{p} \times V_{\mathfrak{f}}$ and the representation $\pi + \rho$ induced on it. Since $\mathfrak{f}$ is reductive in $\mathfrak{g}$, $\sigma$ is semisimple. Moreover for any given $x \in V_{\mathfrak{f}}$ we can find a $\rho$-stable semisimple subspace $W$ of $V_{\mathfrak{f}}$ such that $x \in W$. Then $\mathfrak{p} \times W$ is semisimple under the representation $\nu$ induced on it under $\sigma + \rho$ (Lemma 8). Let $\lambda$ be the linear mapping of $\mathfrak{p} \times W$ into $V$ defined by $\lambda(Y \times w) = \pi(Y) w$ ($Y \in \mathfrak{p}, w \in W$). Then it is easy to verify that $\pi(X) \lambda = \nu(\pi(X))$. This means that $\lambda$ is a homomorphism of the $\mathfrak{f}$-module $\mathfrak{p} \times W$ into the $\mathfrak{f}$-module $V$. Since $\mathfrak{p} \times W$ is semisimple the same holds for $\lambda(\mathfrak{p} \times W)$ (see Chevalley [4, Chap. VI]). Since $\pi(\mathfrak{p}) x \subseteq \lambda(\mathfrak{p} \times W)$ it follows that $\pi(\mathfrak{p}) x$ is contained in a semisimple $\mathfrak{f}$-submodule of $V$ and therefore $\pi(\mathfrak{p}) x \subseteq V_{\mathfrak{f}}$. This proves the lemma.

Let $V$ be a vector space over $C$ of finite dimension. Then $V$ may be considered as an abelian Lie algebra and the universal enveloping algebra of this Lie algebra is called the symmetric algebra over $V$. We shall denote it by $S(V)$. If $\{x_1, \ldots, x_n\}$ is a base for $V$, the monomials, $x_1^* x_2^* \cdots x_n^*$ ($e_i \geq 0$; $1 \leq i \leq n$) form a base for $S(V)$ and so $S(V)$ may be regarded as the algebra of polynomials in $x_1, \ldots, x_n$. For any integer $d \geq 0$ we denote by $S_d(V)$ the subspace of $S(V)$ consisting of all forms in $(x_1, \ldots, x_n)$ of degree $d$. It is clear that $S_d(V)$ is independent of the particular choice of the base $(x_1, \ldots, x_n)$. We call an element $F \in S(V)$ homogeneous of degree $d$ if $F \in S_d(V)$. Let $T$ be an endomorphism of $V$. Then it follows from the structure of $S(V)$ as an algebra of polynomials that $T$ may be extended uniquely to a derivation $d_T$ of $S(V)$. If $f \in P(x_1, \ldots, x_n)$ where $P$ is a polynomial, then $d_T f = \sum_{1 \leq i \leq n} (\partial P(x_1, \ldots, x_n)/\partial x_i)(T x_i)$. Hence $d_T$ maps $S_d(V)$ into itself. Moreover the mapping $T \rightarrow d_T$ is linear and $d_{T_1 + T_2} = [d_{T_1}, d_{T_2}]$.

(2) For a definition of the universal enveloping algebra see [8(a)].

(3) Let $\mathfrak{A}$ be an associative algebra with a unit element 1 and $\sigma$ a representation of $\mathfrak{A}$. We shall always assume that $\sigma(1)$ is the identity mapping of the representation space and this condition will be included in the definition of a representation.

(4) Throughout this paper we write $[a, b] = ab - ba$ whenever $a, b$ lie in an associative algebra or are endomorphisms of a vector space.
Now consider in particular the algebra \( S(\mathfrak{g}) \). The product of elements of \( \mathfrak{g} \) do not have the same meaning in \( S(\mathfrak{g}) \) as in \( \mathfrak{B} \). In order to avoid confusion we shall represent by \( \overline{X} \) an element \( X \in \mathfrak{g} \) when we want to consider it as an element of \( S(\mathfrak{g}) \) (this is less cumbersome than introducing different notations for multiplications in \( S(\mathfrak{g}) \) and in \( \mathfrak{B} \)). Let \( (X_1, \ldots, X_n) \) be a base for \( \mathfrak{g} \). Define a linear mapping \( \lambda \) of \( S(\mathfrak{g}) \) into \( \mathfrak{B} \) as follows:

\[
\lambda(\overline{X}_1^{e_1} \cdots \overline{X}_n^{e_n}) = (1/m!) \sum X_{i_1}X_{i_2} \cdots X_{i_m} \quad (0 \leq e_i < \infty, 1 \leq i \leq n)
\]

where \( m = e_1 + \cdots + e_n \) and the summation is over all sequences \( (i_1, \ldots, i_m) \) which have exactly \( e_j \) terms equal to \( j \) \((1 \leq j \leq n)\). It is clear that if \( Y_1, \ldots, Y_k \) are any elements of \( \mathfrak{g} \), then

\[
\lambda(Y_1Y_2 \cdots Y_k) = (1/k!) \sum \omega \quad \text{where the summation is over all permutations} \quad \text{of} \quad \{1, 2, \ldots, k\}.
\]

This shows that the definition of \( \lambda \) is independent of the choice of the base \( (X_1, \ldots, X_m) \).

We know from theorems of \([8(a)]\) that \( \lambda \) is a 1-1 linear mapping of \( S(\mathfrak{g}) \) onto \( \mathfrak{B} \). We shall call it the canonical mapping of \( S(\mathfrak{g}) \) onto \( \mathfrak{B} \).

Let \( \sigma(X) \) \((X \in \mathfrak{g})\) be the derivation of \( S(\mathfrak{g}) \) which coincides with \( \text{ad} \ X \) on \( \mathfrak{g} \). Then \( \sigma: X \mapsto \sigma(X) \) is a representation of \( \mathfrak{g} \) on \( S(\mathfrak{g}) \). Let \( \sigma_f \) be the restriction of \( \sigma \) to \( \mathfrak{f} \).

**Lemma 10.** \( \sigma_f \) is a quasi-semisimple representation of \( \mathfrak{f} \).

Let \( \sigma_d(X) \) \((X \in \mathfrak{g})\) denote the restriction of \( \sigma(X) \) on \( S_d(\mathfrak{g}) \). Then \( \sigma_d \) is a finite-dimensional representation of \( \mathfrak{g} \). Since \( \mathfrak{g} \) is semisimple and \( \mathfrak{f} \) is reductive in \( \mathfrak{g} \), \( \sigma_d \) induces a semisimple representation of \( \mathfrak{f} \) on \( S_d(\mathfrak{g}) \). But \( S_d(\mathfrak{g}) = \sum_{d \geq 0} S_d(\mathfrak{g}) \) and so the lemma follows.

**Lemma 11.** Let \( \sigma \) be the representation of \( \mathfrak{g} \) on \( S(\mathfrak{g}) \) as defined above. Then if \( F \in S(\mathfrak{g}) \) and \( X \in \mathfrak{g} \),

\[
\lambda(\sigma(X)F) = [X, \lambda(F)] = X\lambda(F) - \lambda(F)X.
\]

It is clearly sufficient to prove this formula when \( F \) is of the form \( \overline{Y}_1Y_2 \cdots Y_k \), \( Y_1, \ldots, Y_k \) being in \( \mathfrak{g} \). Set \( Y'_i = [X, Y_i] \) \((1 \leq i \leq k)\); since \( \sigma(X) \) is a derivation, \( \sigma(X)F \) is the sum of the \( \mathfrak{f} \) products obtained from \( \overline{Y}_1 \cdots \overline{Y}_k \) by replacing successively each one of the factors \( \overline{Y}_i \) by \( \overline{Y}'_i \). On the other hand the mapping \( b \mapsto [X, b] \) \((b \in \mathfrak{B})\) is a derivation of \( \mathfrak{B} \). It follows that for any permutation \( \omega \) of \((1, 2, \ldots, k)\), \([X, Y_{\omega(1)}Y_{\omega(2)} \cdots Y_{\omega(k)}]\) is the sum of the \( \mathfrak{f} \) products obtained from \( Y_{\omega(1)}Y_{\omega(2)} \cdots Y_{\omega(k)} \) by replacing successively each one of the factors \( Y_{\omega(i)} \) by its transform \([X, Y_{\omega(i)}] = Y'_{\omega(i)}\). The formula \( \lambda(\sigma(X)F) = [X, \lambda(F)] \) now follows immediately.

**Corollary.** The center of the algebra \( \mathfrak{B} \) is the image under \( \lambda \) of the set of elements \( F \) in \( S(\mathfrak{g}) \) such that \( \sigma(X)F = 0 \) for all \( X \in \mathfrak{g} \).

This is an immediate consequence of Lemma 11.
If a vector space $V$ (of finite dimension) is the direct sum of two subspaces $V'$ and $V''$, we may obviously identify $S(V')$ and $S(V'')$ with subalgebras of $S(V)$ and the bilinear mapping $(F', F'') \rightarrow F'F''$ defines an isomorphism of the tensor product $S(V') \otimes S(V'')$ with $S(V)$ as is easily seen by making use of a base of $V$ which is composed of a base of $V'$ and a base of $V''$.

**Lemma 12.** Let $g$ be the direct sum of two subspaces $g'$ and $g''$. The bilinear mapping $(F', F'') \rightarrow (F')\lambda(F'')$ $(F' \in S(g'), F'' \in S(g''))$ defines a linear isomorphism of $S(g') \otimes S(g'')$ with $\mathcal{B}$. If $d$ is an integer $\geq 0$, denote by $S_d(g)$, $S_d(g')$, and $S_d(g'')$ the spaces of homogeneous elements of degree $d$ in $S(g)$, $S(g')$, and $S(g'')$ respectively. Then

$$\sum_{s \leq d} \lambda(S_s(g)) = \sum_{d' + d'' \leq d} \lambda(S_{d'}(g'))\lambda(S_{d''}(g'')).$$

In this lemma, as in the rest of this paper, we make the following convention: if $A$ and $B$ are linear subspaces of an associative algebra, we denote by $AB$ the vector space spanned by all elements $ab$ ($a \in A$, $b \in B$).

Consider a base $\{X_1, \ldots, X_n\}$ of $g$ which is composed of a base $\{X_1, \ldots, X_{n'}\}$ of $g'$ and a base $\{X_{n'+1}, \ldots, X_{n+n''}\}$ of $g''$ ($n = n' + n''$). We denote by $M$ the set of all monomials in $\overline{X}_1, \ldots, \overline{X}_n$, by $M'$ the set of monomials in $\overline{X}_1, \ldots, \overline{X}_{n'}$, by $M''$ the set of monomials in $\overline{X}_{n'+1}, \ldots, \overline{X}_{n+n''}$, by $M_d$ the set of monomials of degree $d$ in $M$, by $M'_d$ the set $M' \cap M_d$, and by $M''_d$ the set $M'' \cap M_d$. The space $\sum_{s \leq d} \lambda(S_s(g))$ is spanned by the elements $\lambda(\mu)$, $\mu \in \bigcup_{s \leq d} M_s$. We shall prove by induction on $d$ that it is also spanned by $\lambda(\mu')\lambda(\mu'')$ where $\mu' \in M'_d$, $\mu'' \in M''_d$, and $d' + d'' \leq d$. This is obviously true for $d = 0$. Assume that it is true for $d$. It is proved in [8(a)] that if $F \in S_k(g)$, $F' \in S_k(g')$ then

$$\lambda(F)\lambda(F') \equiv \lambda(FF') \mod \sum_{m \leq k} \lambda(S_m(g)).$$

It follows immediately that the condition $d' + d'' \leq d + 1$ implies $\lambda(S_{d'}(g'))\lambda(S_{d''}(g'')) \subseteq \sum_{s \leq d+1} \lambda(S_s(g))$. On the other hand every $\mu \in M_{d+1}$ may be written in the form $\mu'\mu''$ where $\mu' \in M'_d$, $\mu'' \in M''_d$, and $d' + d'' = d + 1$. Hence it follows from the above formula and our inductive assumption that $\lambda(\mu) \in \sum_{d'+d'' \leq d+1} \lambda(S_{d'}(g'))\lambda(S_{d''}(g''))$ and this proves our assertion for $d + 1$.

Since every element $\mu \in M$ can be written in exactly one way in the form $\mu'\mu''$ ($\mu' \in M'_d$, $\mu'' \in M''_d$), we see that for every $d$ the elements $\lambda(\mu')\lambda(\mu'')$ ($\mu' \in M'_d$, $\mu'' \in M''_d$, $d' + d'' \leq d$) form a base of $\sum_{s \leq d} \lambda(S_s(g))$. This being true for every $d$, the lemma follows.

It is clear that $\lambda(S(\mathfrak{f})) = \mathfrak{f}$. We shall denote by $\mathcal{B}$ the set $\lambda(S(\mathfrak{p}))$ and by $\mathcal{B}_d$ the set $\lambda(S_d(\mathfrak{p}))$.

**Lemma 13.** We have $\lambda(S_d(\mathfrak{p})S(\mathfrak{f})) \subseteq \sum_{s \leq d} \mathcal{B}_s\mathcal{X}$ and $\lambda(S_d(\mathfrak{p})S(\mathfrak{f}))\lambda(S_d(\mathfrak{p})S(\mathfrak{f})) \subseteq \sum_{s \leq d} \mathcal{B}_s\mathcal{X}$.  
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The first formula follows immediately from Lemma 12. In order to prove the second formula, it will be sufficient to show that

\[(\mathcal{P}_d \mathcal{X})(\mathcal{P}_{d'} \mathcal{X}) \subset \sum_{e \leq d + d'} \mathcal{P}_e \mathcal{X}.\]

Let \(p^d\) denote the space spanned by the products of \(d\) elements in \(p\). First we prove that \(\mathcal{P}_p \subset p^d \mathcal{X}\). This is true for \(d = 0\). Let \(\mathcal{X}'\) be the set of all \(u \in \mathcal{B}\) such that \(u p \subset p^d \mathcal{X}\). Then \(\mathcal{X}'\) is a subalgebra of \(\mathcal{B}\) and \(1 \in \mathcal{X}'\). Moreover if \(X \in \mathfrak{f}\) and \(Y \in p\), then \(XY = YX + [X, Y] \in p \mathcal{X}\) since \([X, Y] \in p\). Hence \(\mathfrak{f}\) and therefore \(\mathcal{X}\) is contained in \(\mathcal{X}'\) which shows that \(\mathcal{P}_p \subset p^d \mathcal{X}\). Now assume that our assumption is true for some \(d\). Then \(\mathcal{P}^{d+1} = (\mathcal{P}_p p \subset p^d \mathcal{P}_p \subset p^{d+1} \mathcal{X}\). This proves it for \(d + 1\). But it is clear that \(\mathcal{P}_d \subset p^d\) and therefore

\[(\mathcal{P}_d \mathcal{X})(\mathcal{P}_{d} \mathcal{X}) \subset p^d \mathcal{P}_d \mathcal{X} \subset p^{d+d} \mathcal{X}.\]

Hence it would be sufficient to prove that \(p^d \mathcal{X} \subset \sum_{e \leq d} \mathcal{P}_e \mathcal{X}\). This is true for \(d = 0, 1\). Assume that it is true for \(d\). Then \(p^{d+1} \mathcal{X} \subset \sum_{e \leq d} p^e \mathcal{X}\).

Let \(g^*\) be the space dual to \(g\), i.e., the space of linear functions on \(g\). Then the fundamental bilinear form \(B(X, Y)\) of \(g\) defines an isomorphism \(I\) of \(g\) with \(g^*\), which assigns to every \(X \in g\) the linear function \(Y \mapsto B(X, Y)\) on \(g\). (This is an isomorphism since \(B\) is nondegenerate.) \(I\) may be extended uniquely to an isomorphism of \(S(g)\) with the symmetric algebra \(S(g^*)\) on \(g^*\). We denote this extension again by \(I\). Let \(\{x_1^*, \ldots , x_n^*\}\) be a base for \(g^*\) and \(F\) any element in \(S(g^*)\). Then \(F = P(x_1^*, \ldots , x_n^*)\) where \(P\) is a polynomial. Since \(x_1^*, \ldots , x_n^*\) are linear functions on \(g\), \(P(x_1^*, \ldots , x_n^*)\) represents a function on \(g\), namely the function \(F' : X \mapsto P(x_1^*(X), \ldots , x_n^*(X)) (X \in g)\). It is clear that the mapping \(F \mapsto F'\) is isomorphic and does not depend on the choice of the base \(\{x_1^*, \ldots , x_n^*\}\). The functions \(F'\) are called the polynomial functions on \(g\). Henceforth we shall identify \(S(g)\) with \(S(g^*)\) and the algebra of polynomial functions on \(g\) under the mappings \(F \mapsto (I(F))' (F \in S(g))\). Since \(B(X, Y) = 0, X \in \mathfrak{f}\), and \(Y \in p\), \(p\) is identified with the space of linear functions on \(g\) which are zero on \(\mathfrak{f}\). We may therefore identify \(S(p)\) with the algebra of polynomial functions on \(g\) under \(S(p)\) with the mapping \(F \mapsto F'\). Let \(\{x_1, \ldots , x_p, x_{p+1}, \ldots , x_n\}\) be a base for \(g\) such that \(\{x_1, \ldots , x_p\}\) and \(\{x_{p+1}, \ldots , x_n\}\) are bases for \(p\) and \(\mathfrak{f}\) respectively. Then if \(P\) is a polynomial in \(n\) variables, the restriction of the polynomial function \(F = P(x_1, \ldots , x_n)\) on \(p\) is \(P(x_1, \ldots , x_p, 0, \ldots , 0)\).

3. Proof of Theorem 1. Let \(\mathfrak{g}\) be an associative algebra with a unit element \(1\) and \(\mathfrak{M}\) a left ideal in \(\mathfrak{g}\). Then the space \(\mathfrak{g}^* = \mathfrak{g}/\mathfrak{M}\) is an \(\mathfrak{g}\)-module and if
we assign to every \( x \in \mathfrak{g} \) the mapping \( \pi(x) : a^* \rightarrow xa^* \) of \( a^* \) into itself we obtain a representation \( \pi \) of \( \mathfrak{g} \), which we call the natural representation of \( \mathfrak{g} \) on \( a^*/\mathcal{M} \).

Let \( \mathfrak{l} \) be a finite-dimensional subspace of \( \mathfrak{g} \) which is a Lie algebra under the bracket operation \([X, Y] = XY - YX (X, Y \in \mathfrak{l})\). Then \( \pi \) defines a representation of this Lie algebra which will also be called the natural representation of \( \mathfrak{l} \) on \( a^*/\mathcal{M} \).

**Theorem 1.** Let \( \mathfrak{y} \) be a left ideal in \( \mathfrak{x} \). Assume that \( \mathfrak{x}/\mathfrak{y} \) is finite-dimensional and the natural representation of \( \mathfrak{l} \) on \( \mathfrak{x}/\mathfrak{y} \) is semisimple. Then the natural representation of \( \mathfrak{l} \) on \( \mathfrak{b}/\mathfrak{y} \mathfrak{b} \) is quasi-semisimple. Let \( \mathfrak{d} \) be any equivalence class of finite-dimensional simple representations of \( \mathfrak{l} \) and let \( \mathfrak{b}^*_\mathfrak{d} \) be the set of all elements of \( \mathfrak{b}^* = \mathfrak{b}/\mathfrak{y} \mathfrak{b} \) which transform according to \( \mathfrak{d} \) under the natural representation \( \pi \) of \( \mathfrak{l} \) on \( \mathfrak{b}^* \). Then \( \mathfrak{b}^*_\mathfrak{d} \) is a finite module over the center \( \mathfrak{z} \) of \( \mathfrak{b} \).

In order to clarify the last assertion we first observe that \( \mathfrak{b}^*_\mathfrak{d} \) is actually a module over \( \mathfrak{z} \). Let \( x \) be an element of \( \mathfrak{b}^*_\mathfrak{d} \) and let \( W \) be the smallest \( \pi \)-stable subspace of \( \mathfrak{b}^* \) containing \( x \). Let \( \pi_w(X) (X \in \mathfrak{l}) \) denote the restriction of \( \pi(X) \) on \( W \). Then \( \pi_w \) is semisimple and every simple component of \( \pi_w \) is contained in \( \mathfrak{d} \). Let \( z \in \mathfrak{z} \); then the mapping \( y \rightarrow zy \ (y \in W) \) maps \( W \) upon a space \( zW \). If \( X \in \mathfrak{x} \), \( Xzy = zXy \in zW \); thus \( zW \) is \( \pi \)-stable and \( \pi(X)zy = z(\pi(X)y) \). It follows immediately (see Chevalley [4, Chap. VI]) that the representation of \( \mathfrak{l} \) induced on \( zW \) is semisimple and all its simple components are in \( \mathfrak{d} \). Hence \( zx \in \mathfrak{b}^*_\mathfrak{d} \) and this shows that \( \mathfrak{b}^*_\mathfrak{d} \) is a \( \mathfrak{z} \)-module.

The proof of Theorem 1 will be divided into several parts.

1. **Proof of the first assertion.** We have defined above the canonical mapping \( \lambda \) of \( S(\mathfrak{g}) \) onto \( \mathfrak{b} \). We consider now the tensor product \( S(\mathfrak{g}) \otimes (\mathfrak{x}/\mathfrak{y}) \). Since \( \mathfrak{y} \subseteq \mathfrak{b} \mathfrak{y} \), there is a natural mapping \( f \rightarrow f^* (f \in \mathfrak{x}/\mathfrak{y}) \) of \( \mathfrak{x}/\mathfrak{y} \) into \( \mathfrak{b}^* = \mathfrak{b}/\mathfrak{y} \mathfrak{b} \). Define a linear mapping \( \Gamma \) of \( S(\mathfrak{g}) \otimes (\mathfrak{x}/\mathfrak{y}) \) into \( \mathfrak{b}^* \) as follows:

\[
\Gamma(F \otimes f) = \lambda(F)f^* \quad (F \in S(\mathfrak{g}), f \in \mathfrak{x}/\mathfrak{y}).
\]

(We recall that \( \mathfrak{b}^* \) is a \( \mathfrak{b} \)-module and so \( \lambda(F) \) operates on \( \mathfrak{b}^* \).) We shall prove that \( \Gamma \) is a linear isomorphism of \( S(\mathfrak{g}) \otimes (\mathfrak{x}/\mathfrak{y}) \) with \( \mathfrak{b}^* \). Select a base \( (s_i)_{i \in I} \) for \( S(\mathfrak{g}) \) and a base \( (t_j)_{j \in J} \) for \( S(\mathfrak{f}) \). We may suppose that one of the elements \( s_i \), say \( s_0 \), is equal to 1. The mapping \( \lambda \) induces an isomorphism of \( S(\mathfrak{f}) \) with \( \mathfrak{x} \). Hence we may assume that the base \( (t_j)_{j \in J} \) is so chosen that for a suitable subset \( J' \) of \( J \) the elements \( \lambda(t_{i}) \) form a base for \( \mathfrak{y} \). From Lemma 12 the elements \( \lambda(s_i)\lambda(t_j) \ (i \in I, j \in J) \) form a base for \( \mathfrak{b} \) and, if \( j \in J' \), \( \lambda(s_i)\lambda(t_j) \in \mathfrak{b} \mathfrak{y} \mathfrak{b} \). Conversely every element of \( \mathfrak{b} \mathfrak{y} \mathfrak{b} \) is in the space spanned by the elements \( \lambda(s_i)\lambda(t_j) \lambda(t_{j'}) \ (i \in I, j \in J, j' \in J') \). But since \( \mathfrak{y} \) is a left ideal in \( \mathfrak{x} \), \( \lambda(t_j)\lambda(t_{j'}) \in \mathfrak{y} \mathfrak{y} \mathfrak{y} \) and so \( \lambda(t_j)\lambda(t_{j'}) \) lies in the space spanned by \( \lambda(t_{j''}) \) \( (j'' \in J') \). This proves that the elements \( \lambda(s_i)\lambda(t_{j''}) \ (i \in I, j'' \in J') \) form a base for \( \mathfrak{b} \mathfrak{y} \mathfrak{y} \mathfrak{y} \). Since \( \mathfrak{x} \) is spanned by the elements \( \lambda(s_0)\lambda(t_j) \ (j \in J) \), it follows that \( \mathfrak{y} \mathfrak{y} \mathfrak{y} \cap \mathfrak{x} = \mathfrak{y} \). We may therefore identify \( \mathfrak{x}/\mathfrak{y} \) with its image in \( \mathfrak{b}^* \). Let \( J'' \) be the complement of \( J' \) in \( J \). Let \( \lambda^*(t_j) \ (j \in J'') \) denote the residue class of \( \lambda(t_j) \) modulo...
Then the elements \( \lambda(s_i) \lambda^*(t_j) \) \((i \in I, j \in J'') \) form a base for \( \mathfrak{B}^* \). On the other hand the elements \( \lambda^*(t_j) \) \((j \in J'') \) form a base of \( \mathfrak{Z} / \mathfrak{Y} \) and \( \Gamma(s_i \lambda^*(t_j)) = \lambda(s_i) \lambda^*(t_j) \) \((i \in I, j \in J'') \). This proves that \( \Gamma \) is a linear isomorphism of \( S(\mathfrak{p}) \mathfrak{X}(\mathfrak{Z} / \mathfrak{Y}) \) with \( \mathfrak{B}^* \).

For any \( X \in \mathfrak{f} \) let \( \sigma(X) \) denote the derivation of \( S(\mathfrak{g}) \) which coincides with \( \text{ad} X \) on \( \mathfrak{g} \). Then we have seen in Lemma 10 that \( \sigma \) is a quasi-semisimple representation of \( \mathfrak{f} \). On the other hand \( \text{ad} X \) maps \( \mathfrak{p} \) into itself and therefore \( \sigma(X) \) maps \( S(\mathfrak{p}) \) into itself. Let \( \rho(X) \) denote the restriction of \( \sigma(X) \) on \( S(\mathfrak{p}) \). The representation \( \rho \) is quasi-semisimple (Lemma 6). Let \( \mu \) be the natural representation of \( \mathfrak{f} \) on \( \mathfrak{Z} / \mathfrak{Y} \). Then \( \mu \) is of finite degree and semisimple. From Lemma 8, the representation \( \rho + \mu \) on \( S(\mathfrak{p}) \mathfrak{X}(\mathfrak{Z} / \mathfrak{Y}) \) is quasi-semisimple. The first assertion of Theorem 1 will therefore be proved if we show that \( \pi \) is equivalent to \( \rho + \mu \). Now if \( F \in S(\mathfrak{p}), f \in \mathfrak{Z} / \mathfrak{Y}, \) and \( X \in \mathfrak{f} \),

\[
(\rho + \mu)(X)(F \times f) = \rho(X)F \times f + F \times Xf.
\]

But from Lemma 11,

\[
\lambda(\rho(X)F) = [X, \mu(F)].
\]

Hence

\[
\Gamma(\rho(X)F \times f) + \Gamma(F \times Xf) = ([X, \mu(F)])f + \mu(F)Xf
\]

\[
= X\lambda(F)f = \pi(X)(\Gamma(F \times f)).
\]

Since \( \Gamma \) is an isomorphism, \( \pi \) is equivalent to \( \rho + \mu \).

2.1. Proof of the second assertion. First reduction. Let \( \nu \) be a simple representation of \( \mathfrak{f} \) which is contragredient to the representations of the class \( \mathfrak{D} \) and let \( V \) be the space of the representation \( \nu \). Consider the representation \( \pi + \nu \) of \( \mathfrak{f} \) on the tensor product \( \mathfrak{B}^* \mathfrak{X} V \). An element \( \phi \in \mathfrak{B}^* \mathfrak{X} V \) will be called an invariant if \( (\pi + \nu)(X) \phi = 0 \) for all \( X \in \mathfrak{f} \). Let \( \mathfrak{I} \) be the set of these invariants. Suppose \( \{v_1, \ldots, v_m\} \) is a base for \( V \) and \( \phi = \sum_{i=1}^{m} b^*_i \mathfrak{X} v_i \) \((b^*_i \in \mathfrak{B}^*)\) is in \( \mathfrak{I} \). Then the elements \( b^*_i \) belong to \( \mathfrak{B}_b^* \). For, if \( X \in \mathfrak{f} \), \( \sum_{i=1}^{m} \pi(X)b^*_i \mathfrak{X} v_i = - \sum_{i=1}^{m} b^*_i \mathfrak{X} \nu(X)v_i \) from which it follows immediately that the elements \( \pi(X)b^*_i \) lie in the space \( V^* \) spanned by \( b^*_i, \ldots, b^*_m \) and therefore \( V^* \) is \( \pi \)-stable. Let \( \pi \nu(X) \) denote the restriction of \( \pi(X) \) on \( V^* \). Now \( \phi \in \nu^* \mathfrak{X} V \) and \( (\pi \nu + \nu)(X) \phi = 0 \) for all \( X \in \mathfrak{f} \). If \( \phi \neq 0 \) this means that \( \pi \nu \) contains a simple representation contragredient to \( \nu \). Since \( \dim V^* \leq m \), it follows that \( \pi \nu \) itself is contragredient to \( \nu \) and so lies in \( \mathfrak{D} \). Therefore \( b^*_i \in \mathfrak{B}_b^* \) \((1 \leq i \leq m) \). On the other hand if \( \phi = 0 \), \( b^*_i = 0 \) \((1 \leq i \leq m) \) and so our assertion is true trivially. Conversely let \( U \) be a \( \pi \)-stable subspace of \( \mathfrak{B}^* \) such that the representation \( \pi U \) induced on \( U \) lies in \( \mathfrak{D} \). Then \( \pi U \) is contragredient to \( \nu \) and so there exists a base \( \{b^*_1, \ldots, b^*_m\} \) for \( U \) such that \( \sum_{i=1}^{m} b^*_i \mathfrak{X} v_i \) is an invariant of \( \pi + \nu \).

Since \( \mathfrak{B}^* \) is a \( \mathfrak{B} \)-module we may also regard \( \mathfrak{B}^* \mathfrak{X} V \) as a \( \mathfrak{B} \)-module as follows:
If \( z \in \mathfrak{Z} \), the operator \( z \) on \( \mathfrak{B} \times V \) commutes with \( (\pi + v)(X) \) \((X \in \mathfrak{f})\). Hence it follows immediately that \( \mathfrak{Z} \) is a \( \mathfrak{Z} \)-module. If this \( \mathfrak{Z} \)-module is finite, then \( \mathfrak{B} \times \mathfrak{Z} \) is a finite \( \mathfrak{Z} \)-module. For let \( \phi_k \) \((1 \leq k \leq q)\) be a finite set of elements in \( \mathfrak{Z} \) such that \( \mathfrak{Z} = \sum_{k=1}^{q} \mathfrak{Z} \phi_k \). Let \( \phi_k = \sum_{i=1}^{n_k} b_k^i \times v_i \) \( (b_k^i \in \mathfrak{B}^*) \). Then it follows immediately from what we said above that \( \mathfrak{B} \times \mathfrak{Z} = \sum_{i=1}^{n_k} \mathfrak{Z} \phi_k \).

We have defined above an isomorphism \( \Gamma \) of \( S(p) \times (\mathfrak{X}/\mathfrak{Y}) \) with \( \mathfrak{B}^* \). Now consider the linear isomorphism

\[
F \times f \times v \rightarrow \Gamma(F \times f) \times v \quad (F \in S(p), f \in (\mathfrak{X}/\mathfrak{Y}), v \in V)
\]

of \( S(p) \times (\mathfrak{X}/\mathfrak{Y}) \times V \) with \( \mathfrak{B}^* \times V \). This we shall denote again by \( \Gamma \). Put \( W = (\mathfrak{X}/\mathfrak{Y}) \times V \) and \( \xi = \rho + \mu + v, \mu' = \mu + v, \pi' = \pi + v \). Then if \( X \in \mathfrak{f} \) and \( A \in S(p) \times W, \Gamma(\xi(X)A) = \pi'(X)\Gamma(A) \). Let \( \mathfrak{Y}' \) be the set of elements \( A \in S(p) \times W \) such that \( \xi(X)A = 0 \) for all \( X \in \mathfrak{f} \). Thus \( \Gamma \) induces an isomorphism of \( \mathfrak{Y}' \) with \( \mathfrak{Z} \).

We now regard \( S(p) \times W \) as a module over \( S(p) \) by the rule \( F_1(F_2 \times w) = (F_1F_2) \times w \) \((F_1, F_2 \in S(p), w \in W)\). If \( \Xi \in \mathfrak{f} \), then the operation \( \sigma(Z) \) considered above is identical with \( \tau(Z) \). We shall denote by \( \mathfrak{Z}_p \) the set of elements \( J \in S(p) \) such that \( \tau(Z)J = 0 \) for all \( Z \in \mathfrak{g} \); this is a subalgebra of \( S(p) \). We now regard the elements of \( S(p) \) as polynomial functions on \( \mathfrak{g} \) in the manner explained above and denote by \( \mathfrak{Z}_p \) the set of restrictions to \( p \) of all functions \( J \) in \( \mathfrak{Z} \). Then \( \mathfrak{Z}_p \subseteq \Omega \). For, let \( J \in \mathfrak{Z}_p \) and let \( J' \) be its restriction to \( p \). Then \( J' \) is the unique element of \( S(p) \) such that \( J - J' \) belongs to the ideal \( \mathfrak{f} \) generated by \( \mathfrak{f} \) in \( S(g) \). Let \( X \) be an element of \( \mathfrak{f} \). Then \( \sigma(X)J = 0 \). On the other hand since \( \text{ad} \ X \) maps the spaces \( \mathfrak{f} \) and \( p \) into themselves, \( \sigma(X) \) maps \( \mathfrak{f} \) and \( S(p) \) into themselves and so \( \rho(X)J' = \tau(Z)J' \in \mathfrak{f} \cap S(p) = \{0\} \). Hence \( J' \in \Omega \). It is clear that \( \mathfrak{Z}_p \) is an algebra of \( \Omega \). We shall see that in order to prove that \( \mathfrak{Z} \) is a finite \( \mathfrak{Z} \)-module it is sufficient to show that \( \mathfrak{Z}' \) is a finite \( \mathfrak{Z}_p \)-module.

Assume that \( \mathfrak{Z}' \) is a finite \( \mathfrak{Z}_p \)-module. For any integer \( d \geq 0 \) let \( S_d(p) \) denote the space of homogeneous elements of degree \( d \) of \( S(p) \). Then \( S_d(p) \times W \) is mapped into itself by the operations of \( \xi(f) \). Therefore we can find a finite number of elements \( A_i \in \mathfrak{Z}' \) \((1 \leq i \leq \tau)\) each of which lies in some \( S_d(p) \times W \), say \( S_{d_i}(p) \times W \), such that \( \mathfrak{Z}' = \sum_{i=1}^{\tau} \mathfrak{Z}_p A_i \). The space \( \mathfrak{Z}_p = \sum_{i=1}^{\tau} \mathfrak{Z}_p(\Gamma(A_i)) \) is contained in \( \mathfrak{Z} \). We now intend to prove that \( \mathfrak{Z}_p = \mathfrak{Z} \). Put

\[
\mathfrak{Z}_d' = \mathfrak{Z}' \cap \left( \sum_{0 \leq d \leq d_i} S_d(p) \times W \right), \mathfrak{Z}_d = \Gamma(\mathfrak{Z}_d').
\]

The set of those \( A_i \) for which \( d_i = 0 \) obviously generates the space \( \mathfrak{Z}' \cap W \).
(W being identified in the usual manner to the subspace $1 \times W$ of $S(p) \times W$). It follows that $\mathcal{I}_o \subset \mathcal{I}_\infty$. It will therefore be sufficient to prove that for every $d \geq 0$, $\mathcal{I}_{d+1} \subset \mathcal{I}_d + \mathcal{I}_\infty$.

Let $A \in \mathcal{I}_{d} \cap (S_{d+1}(p) \times W)$ and let $A = \sum_{i=1}^{k} F_i A_i$ with $F \in \mathcal{I}_p$. It is clear that the homogeneous components of any element of $\mathcal{I}_p$ also belong to $\mathcal{I}_p$. We may therefore assume that $F_i \in S_{d+1-d_i}(p)$ ($S_p(p) = \{0\}$ if $e < 0$). Let $\{w_1, \ldots, w_a\}$ be a base for $W$ and let $A_i = \sum_{j=1}^{a} A_{ij} \times w_j$ with $A_{ij} \in S_{d}(p)$. Then $\Gamma(A) = \sum_{i=1}^{k} \sum_{j=1}^{a} \lambda(F_i A_{ij}) w_j$. Each $F_i$ is the restriction to $p$ of an element $J_i$ of $\mathcal{I}$ and we may assume that $J_i$ is homogeneous of degree $d+1-d_i$ which is the degree of $F_i$. It follows that $F_i - J_i \in \sum_{e < d+1-d_i} S_e(p) S(f)$. Hence

$$F_i A_{ij} - J_i A_{ij} \in \sum_{e \leq d} S_e(p) S(f).$$

Therefore from Lemma 13,

$$\Gamma(A) - \sum_{i=1}^{k} \sum_{j=1}^{a} \lambda(J_i A_{ij}) w_j \in \sum_{e \leq d} (\mathfrak{P}_e \mathcal{X}) W$$

where $\mathfrak{P}_e = \lambda(S_{e}(p))$. On the other hand we know (see [8(a)]) that

$$\lambda(J_i A_{ij}) = \lambda(J_i) \lambda(A_{ij}) \mod \sum_{e \leq d} \lambda(S_e(g))$$

where $S_{e}(g)$ is the space of homogeneous elements of degree $e$ in $S(g)$. Since $\lambda(S_e(g)) \subset \sum_{e \leq d} \mathfrak{P}_e \mathcal{X}$ from Lemma 12, it follows that

$$\Gamma(A) - \sum_{i=1}^{k} \sum_{j=1}^{a} \lambda(J_i) \lambda(A_{ij}) w_j \in \sum_{e \leq d} (\mathfrak{P}_e \mathcal{X}) W.$$ 

Since $W$ is the subspace $((\mathcal{X} + \mathfrak{P} g) / \mathfrak{P} g) \times V$ of $\mathfrak{P}^* \times V$, it is clear that $\mathcal{X} W \subset W$ and therefore

$$\sum_{e \leq d} (\mathfrak{P}_e \mathcal{X}) W \subset \Gamma\left(\left(\sum_{e \leq d} S_e(p)\right) \times W\right).$$

On the other hand

$$\sum_{i=1}^{k} \sum_{j=1}^{a} \lambda(J_i) \lambda(A_{ij}) w_j = \sum_{i=1}^{k} \lambda(J_i) \Gamma(A_i).$$

The elements $\lambda(J_i)$ are in $\mathcal{Y}$ in virtue of the corollary to Lemma 11. Hence $\sum_{i=1}^{k} \lambda(J_i) \Gamma(A_i) \in \mathcal{Y}_\infty$ and therefore

$$\Gamma(A) = \sum_{i=1}^{k} \lambda(J_i) \Gamma(A_i) \in \mathcal{Y} \cap \Gamma\left(\sum_{e \leq d} S_e(p) \times W\right) = \mathcal{Y}_d.$$ 

This proves that $\Gamma(A) \in \mathcal{Y}_d + \mathcal{Y}_\infty$ and therefore $\mathcal{Y}_{d+1} \subset \mathcal{Y}_d + \mathcal{Y}_\infty$. Hence $\mathcal{Y} = \mathcal{Y}_\infty$. 
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2.2. Second reduction. We shall now establish that the ring $\Omega$ introduced above is a finite module over its subring $\mathfrak{S}_p$. This will reduce the problem of proving that $\mathfrak{S}'$ is a finite $\mathfrak{S}_p$-module to that of proving that it is finite $\Omega$-module.

Let $\mathfrak{h}$ be the Cartan subalgebra of $\mathfrak{g}$ as defined in Lemma 4. Let $p = \dim \mathfrak{p}$ and $h = \dim (\mathfrak{h}\cap\mathfrak{p})$. We shall first show that $\Omega$ cannot contain more than $h$ algebraically independent elements. Let $(Y_1, \ldots, Y_p)$ be a base of $\mathfrak{p}$. We have already identified every element $Y$ of $\mathfrak{g}$ to the linear function $Z \mapsto B(Y, Z)$ on $\mathfrak{g}$. Let $y_1, \ldots, y_p$ be the elements $Y_1, \ldots, Y_p$ regarded as linear functions on $\mathfrak{g}$. These functions are zero on $\mathfrak{f}$. An element of $\Omega$ may be written as a polynomial $F(y_1, \ldots, y_p)$ in $y_1, \ldots, y_p$ and $\sum_{i=1}^{p} \frac{\partial F(y_1, \ldots, y_p)}{\partial y_i} (\rho(X)y_i) = 0$ for all $X \in \mathfrak{f}$. The function $\rho(X)y_i$ is the function $Z \mapsto B([X, Y_i], Z) = -B(Y_i, [X, Z])$ on $\mathfrak{g}$. Let $Z$ be any element of $\mathfrak{p}$. Put $\xi_i = y_i(Z) (1 \leq i \leq p)$. Then

$$\sum_{i=1}^{p} \frac{\partial F}{\partial y_i} (\xi_1, \ldots, \xi_p) y_i([X, Z]) = 0.$$

Let $\{X_1, \ldots, X_k\}$ be a base for $\mathfrak{f}$. Then the rank $r(Z)$ of the matrix $(y_i([X_j, Z]))_{1 \leq i \leq p, 1 \leq j \leq k}$ is the dimension of the space spanned by the elements $[X, Z]$ for all $X \in \mathfrak{f}$. Let $r = \max_{Z \in \mathfrak{p}} r(Z)$. Then there exists a polynomial function $G \neq 0$ on $\mathfrak{p}$ such that $r(Z) = r$ if $G(Z) \neq 0 (Z \in \mathfrak{p})$. It follows from the above relation that if $F_1, \ldots, F_q$ are in $\Omega$, the rank of the Jacobian matrix $(\partial F_i/\partial y_j)_{1 \leq i \leq q, 1 \leq j \leq p}$ for $y_i = \xi_i$ is $\leq p - r(Z)$. Hence there cannot be more than $p - r$ algebraically independent elements among $F_1, \ldots, F_q$. Now it is clear that $r(Z)$ is equal to the difference between the dimension of $\mathfrak{f}$ and that of the space of elements $X \in \mathfrak{f}$ which commute with $Z$. Making use of Lemma 4, we see that there exists an element $Z \in \mathfrak{p}$ such that $r(Z) = p - h$. Hence $r \geq p - h$ and therefore there cannot be more than $h$ algebraically independent elements among $F_1, \ldots, F_q$. This proves our assertion.

The bilinear form $B$ is nondegenerate on $\mathfrak{h}$. Since $\mathfrak{h} = \mathfrak{h}_p + \mathfrak{h}_f$ and $\mathfrak{f}$ and $\mathfrak{p}$ are mutually orthogonal under $B$, it follows that $B$ is nondegenerate on $\mathfrak{h}_p$. We may therefore assume that the base $\{Y_1, \ldots, Y_p\}$ for $\mathfrak{p}$ is so chosen that $Y_1, \ldots, Y_h$ form a base for $\mathfrak{h}_p = \mathfrak{h}\cap\mathfrak{p}$ and $B(Y_i, Y_j) = 0$ if $i \leq h < j$. The restrictions of $y_1, \ldots, y_h$ to $\mathfrak{h}_p$ are then linearly independent and the ring generated by $y_1, \ldots, y_h$ may be identified with the algebra $S(\mathfrak{h}_p)$ of polynomial functions on $\mathfrak{h}_p$ (i.e., those functions on $\mathfrak{h}_p$ which may be written as polynomials in linear functions). The restriction of an element $F(y_1, \ldots, y_p)$ of $S(\mathfrak{p})$ to $\mathfrak{h}_p$ is $F(y_1, \ldots, y_h, 0, \ldots, 0)$. Let $S_{\mathfrak{h}_p}$ be the algebra of restrictions to $\mathfrak{h}_p$ of elements of $S(\mathfrak{p})$. We shall prove $S_{\mathfrak{h}_p}$ contains $h$ algebraically independent elements and $S(\mathfrak{h}_p)$ is a finite module over $S_{\mathfrak{h}_p}$. Let $S_{\mathfrak{h}}$ be the ring of restrictions to $\mathfrak{h}$ of elements of $\mathfrak{g}$. Then $S_{\mathfrak{h}_p}$ coincides with ring of restrictions to $\mathfrak{h}_p$ of elements of $\mathfrak{g}$. Let $\mathfrak{m}$ be the Weyl group of $\mathfrak{g}$ with respect to $\mathfrak{h}$ and $S(\mathfrak{h})$. License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use
the algebra of polynomial functions on \( \mathfrak{h} \). Then Chevalley\(^{(6)}\) has proved that every element of \( S(\mathfrak{h}) \) which is invariant under \( \omega \) lies in \( \mathfrak{h} \). It follows that every element \( \phi \in S(\mathfrak{h}) \) is integral over \( \mathfrak{h} \) since it is a root of the polynomial \( \prod_{\lambda \in \mathfrak{h}} (T - s\phi) \) whose coefficients are in \( \mathfrak{h} \). Moreover since \( \omega \) is a finite group it follows from the theory of invariants that the ring of invariants of \( \omega \) (in \( S(\mathfrak{h}) \)) is finitely generated. Hence \( \mathfrak{h} \) is a Noetherian ring. Now the operation of restriction from \( \mathfrak{g} \) to \( \mathfrak{h} \) is a homomorphism of \( S(\mathfrak{h}) \) onto \( S(\mathfrak{h}) \) which maps \( \mathfrak{h} \) onto \( \mathfrak{h} \). Hence \( \mathfrak{h} \) is a Noetherian ring and every element of \( S(\mathfrak{h}) \) is integral over \( \mathfrak{h} \). This shows that \( \mathfrak{h} \) contains \( h \) algebraically independent elements. Furthermore since \( S(\mathfrak{h}) \) may be obtained from \( \mathfrak{h} \) by the adjunction of a finite number of elements which are integral over it, \( S(\mathfrak{h}) \) is a finite module over \( \mathfrak{h} \). Let \( \Omega_{\mathfrak{h}} \) be the set of restrictions of elements of \( \Omega \) to \( \mathfrak{h} \). Then this restriction is a homomorphism of \( \Omega \) onto \( \Omega_{\mathfrak{h}} \). The ring \( \Omega \) does not contain more than \( h \) algebraically independent elements and contains \( \mathfrak{h} \) which does contain \( h \) algebraically independent elements. Since \( \Omega \) and \( \Omega_{\mathfrak{h}} \) are integral domains, this implies that the operation of restriction to \( \mathfrak{h} \) induces an isomorphism of \( \Omega \) onto \( \Omega_{\mathfrak{h}} \). But since \( \mathfrak{h} \subseteq \Omega_{\mathfrak{h}} \subseteq S(\mathfrak{h}) \) and since \( \mathfrak{h} \) is Noetherian and \( S(\mathfrak{h}) \) is a finite \( \mathfrak{h} \)-module, it follows (see van der Waerden [16, vol. II, §99]) that \( \Omega_{\mathfrak{h}} \) is also a finite \( \mathfrak{h} \)-module. Therefore in view of the above isomorphism \( \Omega \) is a finite \( \mathfrak{h} \)-module.

2.3. The last step. We have now to prove that \( \mathfrak{g}' \) is a finite \( \Omega \)-module. For this we shall use the classical argument of Hilbert. Let \( \mathfrak{g} \) be the \( \mathfrak{g}(\mathfrak{p}) \)-module generated by \( \mathfrak{g}' \) (i.e. the set of linear combinations of elements of \( \mathfrak{g}' \) with coefficients in \( \mathfrak{g}(\mathfrak{p}) \)). Since the ring \( \mathfrak{g}(\mathfrak{p}) \) is Noetherian and \( \mathfrak{g}(\mathfrak{p}) \times \mathfrak{W} \) is a finite module over \( \mathfrak{g}(\mathfrak{p}) \), \( \mathfrak{g} \) is a finite \( \mathfrak{g}(\mathfrak{p}) \)-module and therefore \( \mathfrak{g} = \sum_{i=1}^{r} \mathfrak{g}(\mathfrak{p}) A_i (A_i \in \mathfrak{g}') \). We shall prove that \( \mathfrak{g}' = \sum_{i=1}^{r} \Omega A_i \). From Lemma 7, \( \mathfrak{g}(\mathfrak{p}) \times \mathfrak{W} \) is the direct sum of \( \mathfrak{g}' \) and the space \( \mathfrak{M} \) spanned by the elements \( \xi(X) A (X \in \mathfrak{g} \text{ and } A \in \mathfrak{g}(\mathfrak{p}) \times \mathfrak{W}) \). Similarly \( \mathfrak{g}(\mathfrak{p}) \) may be written on the direct sum of \( \mathfrak{g} \) and the space \( \mathfrak{M} \) spanned by the elements \( \rho(X) F (X \in \mathfrak{g} \text{ and } F \in \mathfrak{g}(\mathfrak{p}) \times \mathfrak{W}) \). Let \( A = \sum_{i=1}^{r} F_i A_i \) (\( F_i \in \mathfrak{g}(\mathfrak{p}) \)) be an element of \( \mathfrak{g}' \). Then \( F_i = F_i + N_i \) when \( F_i \in \mathfrak{g} \) and \( N_i \in \mathfrak{M} \). If \( G \in \mathfrak{g}(\mathfrak{p}) \) then \( \xi(X)(GA) = (\rho(X)G)A \) (\( X \in \mathfrak{g} \)) since \( \xi(X) A_i = 0 \). Hence \( (\rho(X)G)A_i \in \mathfrak{M} \) and therefore \( N_i A_i \in \mathfrak{M} \). Now \( F_i A_i \in \mathfrak{g}' \) and \( A = \sum_{i=1}^{r} F_i A_i + \sum_{i=1}^{r} N_i A_i \). The sum \( \mathfrak{g}' + \mathfrak{M} \) being direct, it follows that \( A = \sum_{i=1}^{r} F_i A_i \) and this proves our assertion. Theorem 1 is now completely proved.

PART II. WELL-BEHAVED FUNCTIONS ON A LIE GROUP

4. Preliminary remarks. Let \( G \) be a connected Lie group and \( \mathfrak{g} \) a (complex) Banach space. For any bounded linear operator \( A \) on \( \mathfrak{g} \) we write \( |A| = \sup_{\psi \in \mathfrak{g}} |A\psi| \) (\( \psi \in \mathfrak{g} \)). Let \( I \) denote the unit operator on \( \mathfrak{g} \). Then by a representation of \( G \) on \( \mathfrak{g} \) we mean a mapping \( \pi \) which assigns to every

\(^{(6)}\) Chevalley's results are not yet published. I am thankful to Professor Chevalley for being good enough to let me use them.
x ∈ G a bounded linear operator \( \pi(x) \) on \( \mathbb{S} \) such that the following two conditions hold:

1. \( \pi(xy) = \pi(x) \pi(y) \) (\( x, y ∈ G \)) and \( \pi(1) = I \) where 1 is the unit element of \( G \).

2. The mapping \( (x, \psi) → \pi(x)\psi \) (\( x ∈ G, \psi ∈ \mathbb{S} \)) is a continuous mapping of \( G \times \mathbb{S} \) into \( \mathbb{S} \).

It follows from the second condition that \( |\pi(x)| \) is bounded on every compact set in \( G \). Conversely assuming that (1) is fulfilled, it is easy to prove that if the mapping \( x → \pi(x)\psi \) (\( x ∈ G \)) is continuous at \( x = 1 \) for every \( \psi ∈ \mathbb{S} \) and \( |\pi(x)| \) is bounded on some neighbourhood of 1 in \( G \), then \( \pi \) is a representation.

Let \( C_c^\infty(G) \) denote the set of all (complex-valued) functions on \( G \) which are indefinitely differentiable everywhere and which vanish outside a compact set. Let \( V \) be the subspace of \( \mathbb{S} \) spanned by all elements \( \phi \) of the form

\[
\phi = \int_G f(x) \pi(x)\psi dx \quad (f ∈ C_c^\infty(G), \psi ∈ \mathbb{S})
\]

where \( dx \) is the element of the left invariant Haar measure on \( G \). Let \( \mathfrak{g}_0 \) be the Lie algebra of \( G \) and \( \mathfrak{g} \) its complexification. We denote by \( \mathfrak{B} \) the universal enveloping algebra of \( \mathfrak{g} \). Gårding [5] has shown that for any \( X ∈ \mathfrak{g}_0 \) and \( \phi ∈ V \) the limit

\[
\lim_{t → 0} \frac{1}{t} \{ \pi(exp tX)\phi - \phi \} \quad (t ∈ R)
\]

exists and lies in \( V \) and if we denote this limit by \( \pi_V(X)\phi \) we get a representation \( \pi_V \) of \( \mathfrak{g} \) (and therefore of \( \mathfrak{B} \)) on \( V \). We shall call \( V \) the Gårding subspace of \( \mathbb{S} \) and \( \pi_V \) the Gårding representation of \( \mathfrak{g} \) (or \( \mathfrak{B} \)). Unfortunately this representation has one serious shortcoming. If \( U \) is a \( \pi_V \)-stable linear subspace of \( V \), then its closure \( \overline{U} \) is not necessarily invariant under \( \pi(G) \). Thus one of the main links which connect representations of \( G \) with those of \( \mathfrak{g}_0 \) in the finite-dimensional case is absent in the relationship between \( \pi \) and \( \pi_V \). Our principal objective now will be to restore this link by replacing the Gårding subspace by the space of all “well-behaved” elements in \( \mathbb{S} \).

5. Power series in a Banach space. Let \( \{ \psi_a \}_{a ∈ J} \) be an indexed set of elements in \( \mathbb{S} \). For any finite subset \( F \) of \( J \) let \( s_F \) denote the sum \( \sum_{a ∈ F} \psi_a \). We say that the series \( \sum_{a ∈ J} \psi_a \) converges if there exists an element \( \phi ∈ \mathbb{S} \) such that for any \( ε > 0 \) we can find a finite subset \( F_0 \) of \( J \) with the property that \( |s_F - \phi| ≤ ε \) whenever \( F \) is a finite subset of \( J \) containing \( F_0 \). \( \phi \) is then called the sum of the series and we write \( \phi = \sum_{a ∈ J} \psi_a \). (It is clear that \( \phi \) if it exists is unique.) Moreover we say that the series converges absolutely if

\( (*) \) It can be shown that condition (2) can be replaced by the apparently weaker requirement that the mapping \( x → \pi(x)\psi \) (\( x ∈ G \)) be continuous for every \( \psi ∈ \mathbb{S} \).
Let \( \sum_{a \in J} |\psi_a| < \infty \). It is obvious that an absolutely convergent series is convergent.

Let \( \sum_{e_1, \ldots, e_n \geq 0} \psi(e_1, \ldots, e_n) t_1^{a_1} \cdots t_n^{a_n} \) be a power series which converges for \( t_1 = a_1, \ldots, t_n = a_n \) \((a_i \in \mathbb{C})\). Then it follows from the usual arguments that it converges absolutely for all \( t_1, \ldots, t_n \) such that \( |t_i| < |a_i| \). We shall say that the series\(^7\) \( \sum_{(e)} \psi(e_1, \ldots, e_n) t_1^{a_1} \cdots t_n^{a_n} \) converges near the origin if it converges when \( |t_1|, \ldots, |t_n| \) are all sufficiently small. It is clear that convergence near the origin implies absolute convergence for sufficiently small values of \( |t_1|, \ldots, |t_n| \). Moreover a power series converges to zero near the origin if and only if all its coefficients are zero. Since the field of complex numbers is a Banach space, the above terminology is also applicable to ordinary power series with complex coefficients.

**Lemma 14.** Let \( \sum_{e_1, \ldots, e_n \geq 0} \psi(e_1, \ldots, e_n) t_1^{a_1} \cdots t_n^{a_n} \) be a power series with coefficients in \( \mathbb{S} \) which converges near the origin. Let \( g_1, \ldots, g_n \) be \( n \) power series in \( m \) variables \( u_1, \ldots, u_m \) with complex coefficients which are all convergent near the origin and which take the values 0 at the origin (i.e. at \( u_1 = u_2 = \cdots = u_m = 0 \)). Let

\[
\sum_{(d)} a(e_1, \ldots, e_n, d_1, \ldots, d_m) u_1^{d_1} \cdots u_m^{d_m} \quad (a(e, d) \in \mathbb{C})
\]

be the power series expansion of \( g_1 \cdots g_n \). Then the series

\[
\sum_{(e), (d)} \psi(e_1, \ldots, e_n) a(e_1, \ldots, e_n, d_1, \ldots, d_n) u_1^{d_1} \cdots u_m^{d_m}
\]

converges absolutely near the origin.

Choose \( \epsilon > 0 \) such that the series \( \sum_{(e)} \psi(e_1, \ldots, e_n) t_1^{a_1} \cdots t_n^{a_n} \) and the series \( g_1, \ldots, g_n \) all converge absolutely if \( |t_i| \leq \epsilon, |u_j| \leq \epsilon (1 \leq i \leq n, 1 \leq j \leq m) \). Let \( g_i = \sum_{(d)} b_i(d_1, \ldots, d_m) u_1^{d_1} \cdots u_m^{d_m} \) \((b_i(d) \in \mathbb{C}, 1 \leq i \leq n)\). Since the constant term of \( g_i \) is zero, it is possible to choose \( \delta > 0 \) \((\delta \leq \epsilon)\) such that

\[
\sum_{(d)} |b_i(d_1, \ldots, d_m) u_1^{d_1} \cdots u_m^{d_m}| \leq \epsilon
\]

if \( |u_j| \leq \delta \) \((1 \leq j \leq m)\). Then it is clear that

\[
\sum_{(e), (d)} \psi(e_1, \ldots, e_n) a(e_1, \ldots, e_n, d_1, \ldots, d_n) u_1^{d_1} \cdots u_m^{d_m} \leq \sum_{(e)} \psi(e_1, \ldots, e_n) \epsilon^{e_1+\cdots+e_n} < \infty
\]

provided \( |u_j| \leq \delta \). This proves the lemma.

\(^7\) We shall often abbreviate \( (e_1, \ldots, e_n) \) to \( (e) \) and \( \psi(e_1, \ldots, e_n) \) to \( \psi(e) \). Similarly for other symbols.
Lemma 15. Let $\sum_{e \in E} \psi(e) e^t$ be a power series which converges to $f(t)$ if $|t| < r (r > 0)$. Then the power series $\sum_{e \in E} \psi(e) e^{t-1}$ is convergent for $|t| < r$ and its sum is equal to the limit

$$\lim_{h \to 0} \frac{f(t + h) - f(t)}{h} \quad (h \in C, |t| < r).$$

It is clear that $\sum_{e \in E} |\psi(e) e^t|$ converges if $|t| < r$ and from this it follows that the same is true of the series $\sum_{e \in E} |\psi(e) e^{t-1}|$. Therefore if $g(t)$ is the sum of the series $\sum_{e \in E} \psi(e) e^{t-1}$, we have

$$\left| \frac{f(t + h) - f(t)}{h} - g(t) \right| \leq \sum_{e \in E} \psi(e) \left| \frac{(t + h)^t - t^t - e^{t-1}}{h} \right|.$$ 

Choose $\delta$ so small ($\delta > 0$) that $|t| + 2\delta < r$. Then if $|h| < \delta/2$,

$$\frac{(t + h)^t - t^t - e^{t-1}}{h} = \int_{(z - t)^2(z - t - h)} z^t \frac{dz}{z^2(r - \delta)^t}$$

where $\mathcal{C}$ denotes complex integration on the circle $|z - t| = \delta$. Hence

$$\left| \frac{f(t + h) - f(t)}{h} - g(t) \right| \leq \int \left| \psi(e) \right| (r - \delta)^t.$$ 

Since $\sum_{e \in E} |\psi(e)| (r - \delta)^t < \infty$ it follows that

$$g(t) = \lim_{h \to 0} \frac{f(t + h) - f(t)}{h}.$$ 

Put

$$\frac{d}{dt} f(t) = \lim_{h \to 0} \frac{f(t + h) - f(t)}{h}.$$ 

Then

$$\frac{df(t)}{dt} = \sum_{e \in E} e \psi(e) e^{t-1} \quad (|t| < r).$$

Corollary. Let $\sum_{e \in E} \psi(e_1, \ldots, e_n) e_1^{t_1} \cdots e_n^{t_n}$ be a power series which converges to $f(t_1, \ldots, t_n) = f(t)$ if $|t_i| < r_i (r_i > 0, 1 \leq i \leq n)$. Then the series $\sum_{e \in E} \psi(e_1, \ldots, e_n) \partial (e_1^{t_1} \cdots e_n^{t_n})/\partial t_i$ converges in the same region to

$$\frac{\partial f(t)}{\partial t_i} = \lim_{h \to 0} \frac{f(t_1, \ldots, t_i + h, \ldots, t_n) - f(t_1, \ldots, t_n)}{h}.$$ 

We know that $\sum_{e \in E} \psi(e_1, \ldots, e_n) e_1^{t_1} \cdots e_n^{t_n}$ converges absolutely for $|t_j| < r_j$. Hence the series obtained by collecting together the coefficients of
$f^*$ is also absolutely convergent. Let $\psi'(e_i)$ denote its sum. Then

$$f(t) = \sum_{e_i \in \mathbb{R}} \psi'(e_i) t_i$$

and our assertion now follows from the above lemma.

Let $M$ be a real (complex) analytic manifold. A mapping $f$ of $M$ into a Banach space $\mathcal{H}$ is called analytic (holomorphic) at a point $x_0 \in M$ if for every coordinate system $(t_1, \cdots, t_n)$ at $x_0$ such that $t_i(x_0) = 0$, there exists a neighbourhood $V$ of $x_0$ in $M$ (on which our coordinates are valid) and a power series $\sum_{e_1, \cdots, e_n \in \mathbb{R}} \psi(e_1, \cdots, e_n) t_1^{e_1} \cdots t_n^{e_n} (\psi(e_1, \cdots, e_n) \in \mathcal{H})$ in $n$ variables $t_1, \cdots, t_n$ such that this series converges to $f(x)$ at $t_i = t_i(x)$, $1 \leq i \leq n$ ($x \in V$). It follows easily from Lemma 14 that if the above condition is fulfilled for one coordinate system $(t_1, \cdots, t_n)$, then it necessarily holds for all coordinate systems $(u_1, \cdots, u_n)$ at $x_0$ such that $u_i(x_0) = 0$, $1 \leq i \leq n$.

**Lemma 16.** Let $M$ and $M'$ be real analytic manifolds and $g$ a mapping of $M'$ into $M$ which is analytic at a point $x_0 \in M$. Let $x_0 = g(x_0')$ and let $f$ be a mapping of $M$ into $\mathcal{H}$ which is analytic at $x_0$. Then the mapping $f \circ g$ of $M'$ into $\mathcal{H}$ is analytic at $x_0$.

This again is an immediate consequence of Lemma 14.

**Lemma 17.** Let $f$ be a mapping of $M$ into $\mathcal{H}$ analytic at $x_0$. Let $u$ be a (complex-valued) function on $M$ which is analytic at $x_0$. Then the mapping $uf$ is analytic at $x_0$.

Choose a coordinate system $(t_1, \cdots, t_n)$ at $x_0$ such that $t_i(x_0) = 0$, $1 \leq i \leq n$. Then if $x$ lies in a suitable neighbourhood $V$ of $x_0$,

$$f(x) = \sum_{(e)} \psi(e_1, \cdots, e_n) t_1^{e_1}(x) \cdots t_n^{e_n}(x) \quad (\psi(e) \in \mathcal{H}),$$

$$u(x) = \sum_{(e)} a(e_1, \cdots, e_n) t_1^{e_1}(x) \cdots t_n^{e_n}(x) \quad (a(e) \in \mathcal{C})$$

both series being absolutely convergent. Hence

$$\sum_{(e),(d)} \psi(e_1, \cdots, e_n) a(d_1, \cdots, d_n) t_1^{e_1+d_1}(x) \cdots t_n^{e_n+d_n}(x)$$

converges absolutely to $uf(x)f(x)$ for $x \in V$. From this the lemma follows.

**Lemma 18.** Let $f$ be a mapping of $M$ into $\mathcal{H}$ which is analytic at $x_0$ and let $A$ be a continuous linear mapping of $\mathcal{H}$ into a Banach space $\mathcal{H}'$. Then the mapping $A \circ f$ of $M$ into $\mathcal{H}'$ is analytic at $x_0$.

Let $\phi$ be the sum of a convergent series $\sum_{a \in J} \psi_a$ in $\mathcal{H}$. Since $A$ is linear and continuous, the series $\sum_{a \in J} A\psi_a$ is convergent in $\mathcal{H}'$ and its sum is $A\phi$. The assertion in the lemma is an immediate consequence of this fact.
Let $f$ be a mapping of $M$ into $\mathcal{S}$ which is analytic at $x_0$ and let $X_0$ be a vector(\textsuperscript{(4)}) in the tangent space of $M$ at $x_0$. Let $(t_1, \ldots, t_n)$ be a coordinate system at $x_0$ such that $t_i(x_0) = 0$ and let

$$f(x) = \sum_{(e)} \psi(e_1, \ldots, e_n) t_1^{e_1}(x) \cdots t_n^{e_n}(x) \quad (\psi(e_1, \ldots, e_n) \in \mathcal{S})$$

for $x$ sufficiently near $x_0$. Then we put

$$X_0 f = \sum_{1 \leq i \leq n} \psi_i(X_0 t_i)$$

where $\psi_i$ is the value of $\psi(e_1, \ldots, e_n)$ for $e_i = 1$ and $e_j = 0$, $j \neq i$. It is easy to verify that the value of $X_0 f$ does not depend on the particular choice of the coordinate system $(t_1, \ldots, t_n)$ used in its definition.

**Lemma 19.** Let $f$ and $X_0$ be as above and $\phi$ a continuous linear function on $\mathcal{S}$. Then the function $\phi(f(x))$ is analytic at $x_0$ and $X_0(\phi(f)) = \phi(X_0 f)$.

$\phi$ is a continuous linear mapping of $\mathcal{S}$ into $C$. Hence from Lemma 18, $\phi(f(x))$ is analytic at $x_0$. Moreover $\phi(f(x)) = \sum_{(e)} \phi(\psi(e_1, \ldots, e_n)) t_1^{e_1}(x) \cdots t_n^{e_n}(x)$ if $x$ is sufficiently near $x_0$. Hence

$$X_0(\phi(f)) = \sum_{1 \leq i \leq n} \phi(\psi_i)(X_0 t_i) = \phi(X_0 f).$$

**Lemma 20.** Suppose $M'$ and $M$ are real analytic manifolds and $g$ is a mapping of $M'$ into $M$ which is analytic at $x_0' \in M'$. Put $x_0 = g(x_0')$ and let $f$ be a mapping of $M$ into $\mathcal{S}$ which is analytic at $x_0$. Then if $X_0'$ is a vector in the tangent space of $M'$ at $x_0'$,

$$X_0'(f \circ g) = (dg X_0') f$$

where $dg$ is the differential of $g$.

This follows without difficult from Lemmas 16 and 14.

We regard the field $R$ of real numbers as a real analytic manifold in the usual way. For a given $t_0 \in R$ let $T_0$ be the vector in the tangent space of $R$ at $t_0$ such that $T_{tg} = \{dg(t)/dt\}_{t=t_0}$ for any function $g$ which is analytic at $t_0$.

**Lemma 21.** Let $f$ be a mapping of $R$ into $\mathcal{S}$ which is analytic at $t_0$. Then

$$T_0 f = \lim_{h \to 0} \frac{1}{h} \{f(t_0 + h) - f(t_0)\} = \left( \frac{df}{dt} \right)_{t_0}.$$

Put $h(t) = t - t_0$ ($t \in R$). Then $h(t_0) = 0$ and $h$ can be chosen as a coordinate on $R$. Since $f$ is analytic at $t_0$ we can write

$$f(t) = \sum_{e \in \mathcal{O}} \psi(e) h^e(t) \quad (\psi(e) \in \mathcal{S})$$

(\textsuperscript{4}) We use here and in what follows the terminology of Chevalley [4, Chap. III].
for $t$ sufficiently near $t_0$. Hence

$$\frac{f(t) - f(t_0)}{h(t)} = \sum_{s \geq 1} \psi(e) h^{s-1}(t)$$

and therefore

$$\lim_{t \to 0} \frac{f(t) - f(t_0)}{h(t)} = \psi(1) = T_0f.$$ 

This proves the lemma.

**Corollary.** Let $g$ be a mapping of $R$ in $M$ which is analytic at $t_0$ and $f$ a mapping of $M$ into $S$ which is analytic at $x_0 = g(t_0)$. Then if $X_0 = dgT_0$,

$$X_0f = \left( \frac{d}{dt} f(g(t)) \right)_{t=0} = \lim_{h \to 0} \frac{f(g(t_0 + h)) - f(g(t_0))}{h}.$$ 

This follows immediately from Lemmas 20 and 21.

Let $f$ be a mapping of a real analytic manifold $M$ into $S$. We say $f$ is analytic if it is analytic at every point of $M$.

**Lemma 22.** Let $f$ be an analytic mapping of $M$ into $S$ and $X$ an analytic infinitesimal transformation on $M$. Then the mapping $Xf$ (i.e. $x \mapsto X(x)f$, $x \in M$) is also analytic. Moreover if $Y$ is another infinitesimal transformation and $Z = [X, Y] = XY - YX$, then

$$Zf = X \cdot Yf - Y \cdot Xf.$$ 

Let $x_0 \in M$ and let $(t_1, \ldots, t_n)$ be a coordinate system at $x_0$ such that $t_i(x_0) = 0$, $1 \leq i \leq n$. Then there exists an open neighbourhood $U$ of $x_0$ (on which the system $(t_1, \ldots, t_n)$ is valid) and functions $u_1, \ldots, u_n$ which are analytic on $U$ such that $X = \sum_{1 \leq i \leq n} u_i \partial / \partial t_i$ on $U$. Moreover we may choose $U$ so small that we have the expansion

$$f(x) = \sum_{(e)} \psi(e_1, \ldots, e_n) t_1^{e_1}(x) \cdots t_n^{e_n}(x) \quad (\psi(e) \in S, \ x \in U).$$

It follows from the above corollary that

$$\left( \frac{\partial f}{\partial t_i} \right)(x) = \lim_{h \to 0} \frac{1}{h} \left\{ \sum_{(e)} \psi(e_1, \ldots, e_n) t_1^{e_1}(x) \cdots (t_i(x) + h)^{e_i} \cdots t_n^{e_n}(x) \right. 
- \sum_{(e)} \psi(e_1, \ldots, e_n) t_1^{e_1}(x) \cdots t_i^{e_i}(x) \cdots t_n^{e_n}(x) \right\} 
= \sum_{(e)} \psi(e_1, \ldots, e_n) \left\{ \frac{\partial}{\partial t_i} (t_1^{e_1} \cdots t_n^{e_n}) \right\} t_j = t_j(x)$$
in view of the corollary to Lemma 15. This proves that $\frac{\partial f}{\partial t_i}$ is analytic at $x_0$. Since the functions $u_i$ are analytic at $x_0$ we conclude from Lemma 17 that $Xf$ is analytic at $x_0$.

Now we come to the second part. Let $\phi$ be a continuous linear function on $S$ and $g$ an analytic mapping of $M$ into $S$. Then from Lemma 19 the function $\phi_x: x \mapsto \phi(g(x))$ is an analytic function on $M$ and $X\phi = \phi Xf$ for any analytic linear transformation $X$ on $M$. From this it follows that $\phi_x = \phi Xf - \phi Yf$. Now put $g = Zf - (Xf - Yf)$. Then $\phi(g(x)) = 0$. Since this is true for every $\phi$ it follows from the Hahn-Banach Theorem that $Zf = XYf - YXf$.

6. Banach spaces of functions. Let $L$ be a closed finite interval on the real line and $t \mapsto \psi$ a continuous mapping of $L$ into a Banach space $S$. Then $|\psi_i|$ is a continuous function on $L$ and $\int_L |\psi_i| dt < \infty$. Therefore the integral $\int_L \psi_i dt$ is defined and for any bounded linear function $\alpha$ on $S$, $\alpha(\int_L \psi_i dt) = \int_L \alpha(\psi_i) dt$. Let $D$ be a domain (i.e. an open connected set) in the complex plane and $z \mapsto \psi_z$ a continuous mapping of $D$ into $S$. Let $\Gamma$ be a rectifiable curve in $D$. Then it is clear that the complex integral $\int_{\Gamma} \psi_i dz$ exists and $\alpha(\int_{\Gamma} \psi_i dz) = \int_{\Gamma} \alpha(\psi_i) dz$.

Let $E$ be a locally compact Hausdorff space with a (regular) positive measure $\mu$ given on it. Let $S$ denote the Banach space of all $\mu$-summable functions on $E$.

**Lemma 23.** Let $D$ be a domain in $C^n$ and $(z_1, \ldots, z_n, x) \mapsto f(z_1, \ldots, z_n; x)$ a continuous function on $D \times E$ which satisfies the following two conditions:

(a) there exists a $\mu$-summable function $g$ on $E$ such that $|f(z_1, \ldots, z_n; x)| \leq |g(x)|$ for all $(z_1, \ldots, z_n, x) \in D \times E$;

(b) for each $x \in E$ the function $(z_1, \ldots, z_n) \mapsto f(z_1, \ldots, z_n; x)$ is holomorphic on $D$.

Let $\psi(z_1, \ldots, z_n)$ be the element of $S$ represented by the function $x \mapsto f(z_1, \ldots, z_n; x)$. Then the mapping $(z_1, \ldots, z_n) \mapsto \psi(z_1, \ldots, z_n)$ is a holomorphic mapping of $D$ into $S$.

Let $(z_1, \ldots, z_n) \in D$. Given $\epsilon > 0$ and a compact set $K$ in $E$ we can find $\delta > 0$ such that if $\max |h_i| < \delta$, then $(z_1 + h_1, \ldots, z_n + h_n) \in D$ and

$$|f(z_1 + h_1, \ldots, z_n + h_n; x) - f(z_1, \ldots, z_n; x)| \leq \epsilon$$

for $x$ in $K$. Since $|g|$ is $\mu$-summable we can choose $K$ such that $\int_{E - K} |g| d\mu \leq \epsilon$. Hence

$$|\psi(z_1 + h_1, \ldots, z_n + h_n) - \psi(z_1, \ldots, z_n)|$$

$$= \int |f(z_1 + h_1, \ldots, z_n + h_n; x) - f(z_1, \ldots, z_n; x)| d\mu$$

$$\leq \epsilon \int_K d\mu + 2 \int_{E - K} |g| d\mu \leq (\mu(K) + 2)\epsilon$$
if $|h_i| < \delta$. This shows that the mapping $(z_1, \ldots, z_n) \rightarrow \psi(z_1, \ldots, z_n)$ is a continuous mapping of $D$ into $\mathcal{S}$.

Now let $(a_1, \ldots, a_n)$ be any point of $D$. Choose positive real numbers $r_1, \ldots, r_n$ such that the polycylinder $P$ defined by the conditions $|z_i - a_i| \leq r_i$ $(1 \leq i \leq n)$ lies in $D$. Let $(z_1, \ldots, z_n)$ be any interior point of $P$. Put

$$
\phi(z_1, \ldots, z_n) = \left(\frac{1}{2\pi(-1)^{1/2}}\right)^n \oint_1 \cdots \oint_n \frac{\psi(\zeta_1, \ldots, \zeta_n)}{(\zeta_1 - z_1) \cdots (\zeta_n - z_n)} d\zeta_1 \cdots d\zeta_n
$$

where $\mathcal{S}_X$ denotes complex integration on the circle $|\zeta_k - a_k| = r_k$. For any measurable set $X$ in $E$ and a $\mu$-summable function $F$ on $E$ put

$$
\alpha_X(F) = \int_X F d\mu.
$$

Then $\alpha_X$ may clearly be regarded as a bounded linear function on $\mathcal{S}$. Moreover $\alpha_X(F) = 0$ for all $X$ implies $F = 0$ $\mu$-almost everywhere. Therefore if $\alpha_X(\psi) = 0$ ($\psi \in \mathcal{S}$) for all $X$ then $\psi = 0$. Now

$$
\alpha_X(\phi(z_1, \ldots, z_n)) = \left(\frac{1}{2\pi(-1)^{1/2}}\right)^n \oint_1 \cdots \oint_n \frac{\alpha_X(\psi(\zeta_1, \ldots, \zeta_n))}{(\zeta_1 - z_1) \cdots (\zeta_n - z_n)} d\zeta_1 \cdots d\zeta_n.
$$

But $\alpha_X(\psi(\zeta_1, \ldots, \zeta_n)) = \int_X f(\zeta_1, \ldots, \zeta_n; x) d\mu$ and therefore

$$
|\alpha_X(\psi(\zeta_1, \ldots, \zeta_n))| \leq \int |f| d\mu.
$$

Hence it is clear that

$$
\alpha_X(\phi(z_1, \ldots, z_n)) = \left(\frac{1}{2\pi(-1)^{1/2}}\right)^n \int_X d\mu \oint_1 \cdots \oint_n \frac{f(\zeta_1, \ldots, \zeta_n; x)}{(\zeta_1 - z_1) \cdots (\zeta_n - z_n)} d\zeta_1 \cdots d\zeta_n = \int_X f(z_1, \ldots, z_n; x) d\mu
$$

by Cauchy's Theorem. Therefore

$$
\alpha_X(\phi(z_1, \ldots, z_n)) = \alpha_X(\psi(z_1, \ldots, z_n)).
$$

This being true for all $X$ we conclude that

$$
\psi(z_1, \ldots, z_n) = \phi(z_1, \ldots, z_n) = \left(2\pi(-1)^{1/2}\right)^{-n} \oint_1 \cdots \oint_n \frac{\psi(\zeta_1, \ldots, \zeta_n)}{(\zeta_1 - z_1) \cdots (\zeta_n - z_n)} d\zeta_1 \cdots d\zeta_n.
$$

It follows immediately from this formula, by the classical argument, that
there exists a power series in \((z_1 - a_1), \ldots, (z_n - a_n)\) with coefficients in \(\mathcal{S}\) which converges in the interior of \(P\) to \(\psi(z_1, \ldots, z_n)\). Therefore the mapping \((z_1, \ldots, z_n) \rightarrow \psi(z_1, \ldots, z_n)\) is holomorphic at \((a_1, \ldots, a_n)\).

7. **Well-behaved vectors in a representation space.** Let \(\pi\) be a representation of a connected Lie group \(G\) on a Banach space \(\mathcal{S}\). We shall say that an element \(\psi \in \mathcal{S}\) is well-behaved (under \(\pi\)) if the mapping \(f: x \rightarrow \pi(x)\psi\) is an analytic mapping of \(G\) into \(\mathcal{S}\). For any \(y \in G\) let \(\phi_y\) denote the mapping \(x \rightarrow y^{-1} x\) \((x \in G)\). Then it is easy to verify that \(\pi(y) \circ f \circ \phi_y = f\). Since \(\phi_y\) is an analytic isomorphism of \(G\) with itself it follows from Lemmas 16 and 18 that if \(f\) is analytic at \(x = 1\) then \(f = \pi(y) \circ f \circ \phi_y\) is analytic at \(y\). Therefore in order that \(f\) be analytic it is sufficient that it should be analytic at 1.

Let \(W\) be the set of all elements in \(\mathcal{S}\) which are well-behaved under \(\pi\). Clearly \(W\) is a linear subspace of \(\mathcal{S}\). Moreover since for a fixed \(y \in G\) the mapping \(x \rightarrow xy\) is an analytic mapping of \(G\), it follows that if \(\psi \in W\) then \(\pi(y)\psi \in W\). Let \(g_0\) be the Lie algebra of \(G\). For any \(\psi \in W\) and \(X \in g_0\) consider the mapping \(t \rightarrow \pi(\exp tX)\psi\) \((t \in \mathbb{R})\). Clearly this mapping is analytic and therefore from Lemma 21 the limit

\[
\lim_{t \to 0} \frac{1}{t} \left\{ \pi(\exp tX)\psi - \psi \right\}
\]

exists. We denote this limit by \(\pi_{\mathcal{S}}(X)\psi\). Let \(f\) be the mapping \(x \rightarrow \pi(x)\psi\) and \(g\) the mapping \(x \rightarrow \pi(x)\pi_{\mathcal{S}}(X)\psi\). Then it follows from Lemmas 20 and 21 that \(g = \pi f\) and so \(g\) is analytic (Lemma 22). Hence \(\pi_{\mathcal{S}}(X)\psi \in W\). Thus we get a linear transformation \(\pi_{\mathcal{S}}(X)\) of \(W\) into itself. Moreover if \([X, Y] = Z\) \((X, Y, Z \in g_0)\) we know from Lemma 22 that \(Z f = X \cdot Yf - Y \cdot Xf\) and therefore

\[
\pi_{\mathcal{S}}([X, Y]) = \pi_{\mathcal{S}}(X)\pi_{\mathcal{S}}(Y) - \pi_{\mathcal{S}}(Y)\pi_{\mathcal{S}}(X).
\]

This shows that the mapping \(X \rightarrow \pi_{\mathcal{S}}(X)\) is a representation of \(g_0\) on \(W\). Let \(g_0\) be the complexification of \(g\) and \(\mathcal{B}\) the universal enveloping algebra of \(g\). We denote by \(\pi_{\mathcal{B}}\) the representation of \(\mathcal{B}\) on \(W\) which coincides on \(g_0\) with this representation.

Since \(g_0\) is a vector space of finite dimension over \(\mathbb{R}\) we may regard it as a real analytic manifold in the obvious way. Then the most important property of well-behaved elements may be expressed as follows.

**Theorem 2.** Let \(\psi\) be an element in \(W\). Then there exists a neighbourhood \(V\) of zero in \(g_0\) such that the series \(\sum_{m \geq 0} (1/m!)\pi_{\mathcal{S}}(X^m)\psi\) converges to \(\pi(\exp X)\psi\) for \(X \in V\).

Let \((t_1, \ldots, t_n)\) be the Cartesian coordinate system in \(g_0\) corresponding to a base \((X_1, \ldots, X_n)\) so that \(X = \sum_{i=1}^n t_i(X_i)\) \((X \in g_0)\). Since the mapping \(X \rightarrow \pi(\exp X)\psi\) is an analytic mapping of \(g_0\) into \(\mathcal{S}\), we can find a neighbourhood \(V\) of zero in \(g_0\) such that

\[
\pi(\exp X)\psi = \sum_{(e)} \psi(e_1, \ldots, e_n)t_1^{e_1}(X) \cdots t_n^{e_n}(X)
\]
(ψ(e₁, ⋅⋅⋅, eₙ) ∈ δ, X ∈ V), the series being absolutely convergent. We shall now prove that

$$\sum_{e₁+\cdots+eₙ=m} \psi(e₁, \cdots, eₙ)i₁^{e₁}(X) \cdots iₙ^{eₙ}(X) = \frac{1}{m!} \piₖ(Xψ) (X ∈ δ₀).$$

For a fixed X ∈ δ₀ choose r > 0 so small that uX ∈ V whenever |u| ≤ r (u ∈ R). Then

$$\pi(\exp uX)ψ = \sum_{m≥0} \psi_m u^m \quad (|u| < r)$$

where $$\psi_m = \sum_{e₁+\cdots+eₙ=m} \psi(e₁, \cdots, eₙ)i₁^{e₁}(X) \cdots iₙ^{eₙ}(X)$$. We shall now prove by induction on m that

$$\pi(\exp uX)\piₖ(Xm)ψ = \sum_{μ≥m} \psi_μ \left(\frac{d^m}{du^m} u^μ\right) \quad (|u| < r).$$

This is true for m = 0. Now

$$\piₖ(X^{m+1})ψ = \piₖ(X)\piₖ(Xm)ψ$$

$$= \lim_{s→0} \frac{1}{s} \{ \pi(\exp sX)\piₖ(Xm)ψ - \piₖ(Xm)ψ \}.$$

Since $$\pi(\exp uX)$$ is a bounded operator,

$$\pi(\exp uX)\piₖ(X^{m+1})ψ = \lim_{s→0} \frac{1}{s} [\pi(\exp (s + u)X) - \pi(\exp uX)]ψ'$$

where $$ψ' = \piₖ(Xm)ψ$$. But

$$\pi(\exp uX)ψ' = \sum_{μ≥m} \psi_μ \left(\frac{d^m}{du^m} u^μ\right) \quad (|u| < r)$$

by our induction hypothesis. Hence

$$\pi(\exp uX)\piₖ(X^{m+1})ψ = \sum_{μ≥m+1} \psi_μ \frac{d^{m+1}}{du^{m+1}} u^μ \quad (|u| < r)$$

from Lemma 21 and so our assertion is proved. Now if we put u = 0 we get

$$\piₖ(Xm)ψ = m!ψ_m = m! \sum_{e₁+\cdots+eₙ=m} \psi(e₁, \cdots, eₙ)i₁^{e₁}(X) \cdots iₙ^{eₙ}(X).$$

Therefore if X ∈ V

$$\pi(\exp X)ψ = \sum_{m≥0} \frac{1}{m!} \piₖ(Xm)ψ.$$

**Corollary.** Let ψ be a well-behaved element and let Cl (πₖ(δ)ψ) denote the
closure of $\pi_w(\mathcal{B})\psi$ in $\mathcal{S}$. Then $\text{Cl} (\pi_w(\mathcal{B})\psi)$ is invariant under $\pi(G)$.

Let $\psi_0$ be any element in $U = \pi_w(\mathcal{B})\psi$ and consider any continuous linear function $\phi$ on $\mathcal{S}$ which vanishes on $U$. Since $\psi_0 \in \mathcal{W}$ the function $x \rightarrow \phi(\pi(x)\psi_0)$ ($x \in G$) is an analytic function on $G$. On the other hand in view of the above theorem there exists a neighbourhood $V$ of zero in $\mathfrak{g}_0$ such that

$$\pi(\exp X)\psi_0 = \sum_{m \geq 0} \frac{1}{m!} \pi_w(x^m)\psi_0 \quad (X \in V).$$

Therefore

$$\phi(\pi(\exp X)\psi_0) = \sum_{m \geq 0} \frac{1}{m!} \phi(\pi_w(x^m)\psi_0).$$

But $\pi_w(x^m)\psi_0 \in U$ and therefore $\phi(\pi_w(x^m)\psi_0) = 0$. Hence $\phi(\pi(\exp X)\psi_0) = 0$ for $X \in V$ and therefore $\phi(\pi(x)\psi_0)$ vanishes on a neighbourhood of $1$ in $G$.

But since it is an analytic function on $G$ it follows that $\phi(\pi(x)\psi_0) = 0$ for all $x \in G$. Keeping $x$ fixed and varying $\phi$ we deduce from the Hahn-Banach theorem that $\pi(x)\psi_0 \in \text{Cl} (U)$. This proves that $\pi(x)\psi_0 \in \text{Cl} (U)$ and therefore by continuity $\pi(x)\psi_0 \in \text{Cl} (U)$.

8. Well-behaved functions. Let $\pi$ be a representation of $G$ on a Banach space $\mathcal{S}$. Then $|\pi(x)| = \sup_{|\psi| \leq 1} |\pi(x)\psi| \psi(G)\psi$ is a semi-continuous function on $G$ and therefore it is measurable (with respect to the Haar measure). Let $L(G, \pi)$ denote the space of all (complex-valued) measurable functions $f$ on $G$ such that

$$||f|| = \int_G |f(x)| \pi(x) \, dx < \infty$$

where $dx$ is the element of the left-invariant Haar measure on $G$. Then with respect to the norm $|| \cdot ||$, $L(G, \pi)$ is a Banach space and we get a representation $\lambda$ of $G$ on $L(G, \pi)$ if we define $\lambda(y)f$ to be the function whose value at $x$ is $f(y^{-1}x)$ ($x, y \in G, f \in L(G, \pi)$). In fact,

$$||\lambda(y)f|| = \int |f(y^{-1}x)| \pi(x) \, dx = \int |f(x)| \pi(yx) \, dx \leq |\pi(y)| ||f||$$

and therefore $\lambda(y)$ is a bounded operator and

$$||\lambda(y)|| = \sup_{||f|| = 1} ||\lambda(y)f|| \leq |\pi(y)|.$$

This shows that $||\lambda(y)||$ remains bounded on a compact set. Therefore, in order to prove that $\lambda$ is a representation, it is sufficient to show that $\lim_{x \to 1} ||\lambda(x)f_0 - f_0|| = 0$ for any $f_0 \in L(G, \pi)$. Let $V$ be a compact neighbourhood of $1$ in $G$ and $m$ an upper bound for $||\lambda(x)||$ on $V$. Given any $\varepsilon > 0$ we can choose a continuous function $g$ which vanishes outside a compact set such
that $\|f_0 - g\| \leq \varepsilon$. Since $|\pi(x)|$ remains bounded on a compact set, it is clear that we can find a neighbourhood $U$ of 1 ($U \subset V$) such that
\[
\|\lambda(x)g - g\| = \int |g(x^{-1}y) - g(y)| \|\pi(y)\| dy \leq \varepsilon.
\]
Then
\[
\|\lambda(x)f_0 - f_0\| = \|\lambda(x)(f_0 - g) - (f_0 - g) + (\lambda(x)g - g)\| \\
\leq \|\lambda(x)\| \varepsilon + \varepsilon + \varepsilon \leq (m + 2)\varepsilon \quad (x \in U).
\]
This proves that $\lim_{x \to 1} \|\lambda(x)f_0 - f_0\| = 0$ and therefore $\lambda$ is indeed a representation.

Let $\mathcal{D}$ be the Banach space of all bounded linear operators on $\mathfrak{S}$ with the norm $\|A\| = \sup_{\|\psi\| \leq 1} |A\psi|$ ($A \in \mathcal{D}$, $\psi \in \mathfrak{S}$). If $f \in L(G, \pi)$, the integral $\int f(x)\pi(x) dx$ has a well-defined meaning in $\mathcal{D}$ since $\int f_0|f(x)|\pi(x) | dx = \|f\| < \infty$. Put $T_f = \int f(x)\pi(x) dx$. Then the mapping $T: f \to T_f$ is a continuous linear mapping of $L(G, \pi)$ into $\mathcal{D}$ since $|T_f| = \|f\|$. Now let $\mathfrak{B}_\pi$ denote the set of all elements in $L(G, \pi)$ which are well-behaved under $\lambda$. Then for any $\psi \in \mathfrak{S}$,
\[
\pi(x)f_\psi = \int f(y)\pi(xy)\psi dy = \int f(x^{-1}y)\pi(y)\psi dy = T_{\lambda(x)}\psi.
\]
But the mapping $x \to \lambda(x)f$ is analytic and $T$ is linear and continuous. Similarly $A \to A\psi$ ($A \in \mathcal{D}$) is a continuous linear mapping of $\mathcal{D}$ into $\mathfrak{S}$ since $|A\psi| \leq |A| |\psi|$. Hence $x \to T_{\lambda(x)}\psi = \pi(x)T\psi$ is an analytic mapping of $G$ into $\mathfrak{S}$ (Lemma 18). Thus we have the following result.

**Lemma 24.** Let $f \in \mathfrak{B}_\pi$ and $\psi \in \mathfrak{S}$. Then $\int f(x)\pi(x)\psi dx$ is a well-behaved element of $\mathfrak{S}$ (with respect to $\pi$).

We shall now investigate the question of approximating arbitrary elements in $\mathfrak{S}$ by well-behaved elements. Let $L_1(G)$ denote the space of all functions on $G$ which are summable with respect to the Haar measure.

**Definitions.** Let $\mu(x)$ be any measurable function on $G$ which is real and non-negative and let $\{f_n(x)\}$ be a sequence of functions in $L_1(G)$. We shall call it a Dirac $\mu$-sequence if the following conditions hold:

1. $\int f_n(x) dx = 1$ and $\lim_{n \to \infty} \int f_n(x) dx = 1$.
2. For any measurable neighbourhood $V$ of 1 in $G$,
\[
\lim_{n \to \infty} \int_{G-V} |f_n(x)| (1 + \mu(x)) dx = 0.
\]
If $\mu = 1$ we call it just a Dirac sequence.

**Lemma 25.** Suppose there exists a Dirac $|\pi(x)|$-sequence $\{f_n(x)\}$ on $G$ such that $f_n \in \mathfrak{B}_\pi$. Then the space $W$ of all well-behaved elements is dense in $\mathfrak{S}$.
Let \( \psi \) be an element in \( \mathfrak{S} \). Given any \( \epsilon > 0 \) we can find, due to the continuity of the representation \( \pi \), an open neighbourhood \( V \) of \( 1 \) in \( G \) such that \( |\pi(x)\psi - \psi| \leq \epsilon |\psi| \) for \( x \in V \). Then if \( \psi_n = T_{\phi_n} \psi \),

\[
\psi_n - \psi = \int_G f_n(x)(\pi(x)\psi - \psi)dx
\]

\[
= \int_V f_n(x)(\pi(x)\psi - \psi)dx + \int_{a-V} f_n(x)(\pi(x)\psi - \psi)dx.
\]

Therefore

\[
|\psi_n - \psi| \leq \epsilon |\psi| \int_G |f_n(x)| \, dx + \epsilon \int_{a-V} |f_n(x)| |(1 + |\pi(x)|)| \, dx \leq 2\epsilon |\psi|
\]

if \( n \) is sufficiently large. Hence \( \psi = \lim_{n \to \infty} \psi_n \). But since \( \psi_n \in W \) (Lemma 24), it follows that \( W \) is dense in \( \mathfrak{S} \).

We shall now give a method for constructing such a sequence under suitable assumptions regarding \( G \).

Suppose \( g_0 \) is the direct sum of two subalgebras \( f_0 \) and \( s_0 \) and \( K \) and \( S \) are the analytic subgroups of \( G \) corresponding to \( f_0 \) and \( s_0 \) respectively. Consider the mapping \( \Phi : (u, s) \to us \) \((u \in K, s \in S)\) of \( K \times S \) into \( G \). Clearly it is analytic.

**Lemma 26.** \( \Phi \) is everywhere regular\(^8\) on \( K \times S \).

Since the tangent space of a Lie group at any point may be identified under left translation by its Lie algebra (which is the tangent space at \( 1 \)), it is clear that the tangent space of \( K \times S \) at any point is the direct sum of \( f_0 \) and \( s_0 \) and therefore it may be identified with \( g_0 \). Let \( d\Phi \) be the differential of \( \Phi \) and let \( u_0 \in K \) and \( s_0 \in S \) be two fixed elements. Then we see without difficulty that \( (d\Phi)_{u_0, s_0} U = \text{Ad} (s_0^{-1}) U, (d\Phi)_{u_0, s_0} Y = Y \) for \( Y \in f_0 \) and \( U \in s_0 \). Here \( x \to \text{Ad} (x) \) is the adjoint representation of \( G \). Let \( s_m \to \text{Ad} (s) \) \((s \in S)\) denote the adjoint representation of \( S \). Then it follows that

\[
\det ((d\Phi)_{u_0, s_0}) = \frac{\det \text{Ad}_S (s_0)}{\det \text{Ad} (s_0)} \neq 0
\]

and so \( \Phi \) is regular at \((u_0, s_0)\).

**Corollary.** If \( \Phi \) is a 1-1 mapping of \( K \times S \) onto \( G \), it is an analytic isomorphism of \( K \times S \) with \( G \).

For since \( \Phi \) is regular, the inverse mapping is analytic.

**Lemma 27.** Suppose \( \Phi \) is a 1-1 mapping of \( K \times S \) onto \( G \). Let \( du \), \( ds \), and \( dx \) denote the left-invariant Haar measure on \( K \), \( S \), and \( G \) respectively. Then under suitable normalisation of these measures we have
\[ dx = \frac{\det \text{Ad}_S(s)}{\det \text{Ad}(s)} \, du \quad (x = us, u \in K, s \in S). \]

This follows immediately from the fact that

\[ \det ((d\Phi)_{u,s}) = \det \text{Ad}_S(s)/\det \text{Ad}(s). \]

**Definition.** Let \( \mathfrak{g} \) be a Lie algebra over a field of characteristic zero. We say that \( \mathfrak{g} \) is quasi-nilpotent if it can be written as the direct sum of an abelian subalgebra \( \mathfrak{a} \) and a nilpotent ideal \( \mathfrak{n} \). A connected Lie group \( S \) is called quasi-nilpotent if its Lie algebra is quasi-nilpotent.

From now on let \( S \) denote a simply-connected quasi-nilpotent Lie group and \( \mathfrak{g}_0 \) its Lie algebra. Let \( \mathfrak{g}_0 = \mathfrak{a}_0 + \mathfrak{n}_0 \) where \( \mathfrak{a}_0 \) is an abelian subalgebra and \( \mathfrak{n}_0 \) a nilpotent ideal in \( \mathfrak{g}_0 \) and the sum is direct. It is known that there exists a faithful matrix representation of \( S \) (see for example [8 (b)]). Therefore we may consider \( S \) a linear group and \( \mathfrak{g}_0 \) a linear Lie algebra. Since every matrix with complex coefficients may also be regarded as a real matrix of twice the degree, we may further assume that all matrices in \( S \) and \( \mathfrak{g}_0 \) are real. Let \( \mathfrak{g} \) be the Lie algebra over \( C \) spanned by \( \mathfrak{g}_0 \). Then \( \mathfrak{g} \) is the complexification of \( \mathfrak{g}_0 \). Let \( S_c \) be the analytic group of matrices corresponding to \( \mathfrak{g} \). Then \( S_c \supset S \) and, since \( \mathfrak{g} \) is a complex algebra, \( S_c \) is a complex analytic group. Thus we have imbedded \( S \) in a complex analytic group \( S_c \) whose Lie algebra \( \mathfrak{g} \) is the complexification of \( \mathfrak{g}_0 \). We may assume that \( S_c \) is simply-connected, for otherwise we could replace it by its universal covering group and thus obtain an imbedding of \( S \) into a simply-connected complex group. Let \( \mathfrak{a} \) and \( \mathfrak{n} \) be the subalgebra of \( \mathfrak{g} \) spanned by \( \mathfrak{a}_0 \) and \( \mathfrak{n}_0 \) respectively, and \( A_c, N_c, A, \) and \( N \) the analytic subgroups corresponding to \( \mathfrak{a}, \mathfrak{n}, \mathfrak{a}_0, \) and \( \mathfrak{n}_0 \) respectively. All these groups are simply-connected and \( (n, a) \to na \ (n \in N, a \in A) \) is a topological mapping of \( N_c \times A \) onto \( S_c \). Moreover, \( na \in S \) if and only if \( n \in N \) and \( a \in A \). Since \( \mathfrak{a} \) and \( \mathfrak{n} \) are complex Euclidean spaces we may regard them as complex analytic manifolds in the obvious way. Then the mappings \( H \to \exp H \) and \( X \to \exp X \ (H \in \mathfrak{a}, X \in \mathfrak{n}) \) define holomorphic isomorphisms of \( \mathfrak{a} \) with \( A_c \) and \( \mathfrak{n} \) with \( N_c \) respectively.

For any \( x \in S_c \) and \( n \in N_c \) write \( xn = \tau_x(n)a \) where \( \tau_x(n) \in N_c \) and \( a \in A_c \). Then \( \tau_x \) is a topological mapping of \( N_c \) onto itself and \( \tau_x^{-1}y = (\tau_x)^{-1}y \ (x, y \in S_c) \). Let \( \theta \) denote the conjugation of \( \mathfrak{g} \) with respect to its real form \( \mathfrak{g}_0 \), so that \( \theta(X + (-1)^{1/2}Y) = X - (-1)^{1/2}Y \ (X, Y \in \mathfrak{g}_0) \). We extend \( \theta \) to an automorphism \( x \to \theta x \) of \( S_c \).

Let \( f \) be a complex-valued function on \( N_c \). We shall say that \( f \) is linear (polynomial) if the function \( X \to f(\exp X) \ (X \in \mathfrak{n}) \) is a linear (polynomial) function on \( \mathfrak{n} \). Similarly, we call a function \( f \) on \( N_c \times N_c \) a polynomial function if \( f(n, n') = \sum_{1 \leq i \leq k} f_i(n)f_i^*(n') \ (n, n' \in N_c) \) where \( f_i, f_i^* \ (1 \leq i \leq k) \) are polynomial functions on \( N_c \). Let \( (l_1, \ldots, l_r) \) be a base for linear functions on \( N_c \). Then every polynomial function \( f \) on \( N_c \) is uniquely expressible as a poly-
nominal \( P(l_1, \cdots, l_r) \) in \( l_1, \cdots, l_r \). We define the degree of \( f \) to be the degree of \( P \). It is then clear that the polynomial functions of degree \( \leq \mu \) form a vector space of finite dimension.

For any function \( f \) on \( N_e \) we denote by \( f_x (x \in S_e) \) the function \( n \mapsto f(\tau_{x^{-1}}(n)) \) \( (n \in N_e) \). If \( f \) is a polynomial function, then so is \( f_x \). It is clearly sufficient to prove this when \( f \) is linear. It is then known that for any \( n_0 \in N_e \) the function \( n \mapsto f(n_0 n) \) is a polynomial function (see Birkhoff [2]). Now if \( x^{-1} = n_0 a_0 \) \( (n_0 \in N_e, a_0 \in A_e) \), \( f(\tau_{x^{-1}}(n)) = f(n_0 a_0 a_0^{-1}) = f_1(a_0 a_0^{-1}) \) where \( f_1 \) is a polynomial function. On the other hand

\[
a_0(\exp X)a_0^{-1} = \exp (\text{Ad}(a_0)X) \quad (X \in n)
\]

where \( y \mapsto \text{Ad} (y) \) is the adjoint representation of \( S_e \). Hence the functions \( n \mapsto l_i(a_0 a_0^{-1}) \) \( (1 \leq i \leq r) \) are all linear and this proves that the function \( f_x : n \mapsto f_1(a_0 a_0^{-1}) \) is a polynomial function. Moreover if \( l \) is a linear function on \( N_e \), the function \( (n_0, n) \mapsto l(n_0 n) \) is a polynomial function on \( N_e \times N_e \) (see Birkhoff [2]) and so it follows that there exists an integer \( \mu \) independent of \( n_0 \) such that every function of the form \( n \mapsto l(n_0 n) \) \( (l \text{ linear}) \) is of degree \( \mu \). This means that the vector space \( \mathcal{Q} \) spanned by the functions \( (l_i)_x \) \( (1 \leq i \leq r, x \in S_e) \) is finite-dimensional. Since \( (f_x)_y = f_{yx} \) for any function \( f \) on \( N_e \) \( (x, y \in G) \), it follows that \( \mathcal{Q}_x \in \mathcal{Q} \) for every \( \mathcal{Q} \in \mathcal{Q} \).

We may choose the functions \( l_i, 1 \leq i \leq r, \) in such a way that they are real on \( N \). Then \( l_i(\overline{n}) = \overline{l_i(n)} \) \( (n \in N_e) \) where the bar denotes complex-conjugate. From this it follows that \( (l_i)_x \) coincides with \( (\overline{l_i})_x \) on \( N \). Hence for every \( \mathcal{Q} \in \mathcal{Q} \) there is a function \( \mathcal{Q}' \in \mathcal{Q} \) which coincides with \( \mathcal{Q} \) on \( N \). This shows that \( \mathcal{Q} \) is spanned by functions which are real on \( N \). Moreover \( l_i \in \mathcal{Q}, 1 \leq i \leq r \). Let \( (Q_1, \cdots, Q_m) \) be a base for \( \mathcal{Q} \) such that the functions \( Q_i \) are real on \( N \) and the functions \( l_i, 1 \leq i \leq r, \) are included among \( (Q_1, \cdots, Q_m) \). Then

\[
(Q_i)_x = \sum_{j=1}^{m} a_{ij}(x)Q_j \quad (x \in S_e)
\]

and the mapping \( x \mapsto (a_{ij}(x)) = \alpha(x) \) is a matrix representation of \( S_e \). If \( l \) is a linear function on \( N_e \), \( (n, x) \mapsto l_x(n) \) is clearly a holomorphic function on \( N_e \times N_e \). Therefore the same holds for the functions \( (n, x) \mapsto f_x(n) \) where \( f \) is a polynomial function on \( N_e \). Therefore the functions \( a_{ij} \) are holomorphic on \( S_e \). Let \( \Re c \) denote the real part of a complex number \( c \).

**Lemma 28.** Let \( c_j, 1 \leq j \leq m, \) be given complex numbers and let \( x'_i + c_i = \sum_{j=1}^{m} b_{ij}(x_j + c_j) \) \( (b_{ij} \in C, x_j \in R) \). There exists a constant \( \varepsilon > 0 \) such that if \( \max_{i,j} |b_{ij} - \delta_{ij}| \leq \varepsilon, \) then

\[
\Re \left( \sum_{i=1}^{m} x_i^2 \right) \geq \frac{1}{2} \sum_{i=1}^{m} x_i^2
\]
for all systems of real numbers \(x_1, \ldots, x_m\) such that \(\sum_{i=1}^{m} x_i^2 \geq 1\).

Put \(c_{ij} = b_{ij} - \delta_{ij}\), \(M = \max_{i,j} |c_{ij}|\), and \(c = \max_{j} |c_j|\). Then

\[
x_i' = x_i + \sum_j c_{ij}(x_j + c_j)
\]

and therefore

\[
\sum_i x_i'^2 = \sum_i x_i^2 + 2 \sum_{i,j} c_{ij}x_i(x_j + c_j) + \sum_i \left( \sum_j c_{ij}(x_j + c_j) \right)^2.
\]

Hence

\[
\left| \sum_i (x_i'^2 - x_i^2) \right| \leq m(2M + 2Mc + M^2(1 + c)^2) \sum_i x_i^2
\]

provided \(\sum_i x_i^2 \geq 1\). Hence if \(M\) is sufficiently small

\[
\left| \sum_i (x_i'^2 - x_i^2) \right| \leq \frac{1}{2} \sum_i x_i^2
\]

and therefore

\[
\Re \left( \sum_{i=1}^{m} x_i'^2 \right) \geq \frac{1}{2} \sum_{i=1}^{m} x_i^2.
\]

Since the functions \(a_{ij}(x)\) are continuous and \(a_{ij}(1) = \delta_{ij}\) it follows from the above lemma that there exists a neighbourhood \(V'\) of 1 in \(S_{c}\) such that if

\[
u(na) = \sum_{i=1}^{n} (Q_i(n) - Q_i(1))^2 \quad (n \in N, a \in A_c),
\]

then

\[
\Re \left( \sum_{i=1}^{m} x_{0,n,a} \right) \geq \frac{1}{2} \Re (n) \geq \frac{1}{2} \sum_{i=1}^{m} l_i(n)
\]

for \(n \in N, a \in A,\) and \(x_0 \in V'\) provided \(\sum_{i=1}^{m} l_i(n) \geq 1\).

Let us call a function \(\lambda\) on \(A_c\) linear if the function \(H \rightarrow \lambda(\exp H)\) \((H \in a)\) is linear on \(a\). Choose a base \((\lambda_1, \ldots, \lambda_s)\) for the space of linear functions on \(A_c\) such that \(\lambda_i\) are real on \(A\) and let \(\lambda_0\) denote the constant function 1. Then if \(a, a' \in A_c,\) \(\lambda_i(aa') = \lambda_i(a') + \lambda_i(a)\lambda_0(a'), 1 \leq i \leq s\). Put

\[
v(na) = \sum_{j=1}^{s} \lambda_j^2(a) \quad (n \in N, a \in A_c).
\]

Then making use of an argument similar to that of Lemma 28, we see that there exists a compact neighbourhood \(V\) of 1 in \(S_{c} (V \subset V'\) such that
for \(x_0 \in V\), \(n \in N\), and \(a \in A\). Now put \(F_v(x) = e^{-v(x)} \sum_{j=1}^{r} \lambda_j^2(a)\) \((x \in S)\) where \(v\) is a positive real number. Then \(F_v\) is holomorphic on \(S\) and

\[
|F_v(x_0x)| \leq M_v \exp \left\{ -\frac{v}{2} \left( \sum_{i=1}^{r} \int_i^2 (n) + \sum_{j=1}^{r} \lambda_j^2(a) \right) \right\}
\]

for \(x_0 \in V\) and \(x \in S\) \((x = na, n \in N, a \in A)\). Here \(M_v\) is the supremum of \(e^{v^2} |e^{-v(x_0)}|\) for \(x_0 \in V\), and \(\sum_{i=1}^{r} \int_i^2 (n) \leq 1\) \((n \in N)\).

Now let \(\pi\) be a representation of \(S\) on a Banach space \(\mathcal{B}\). We shall prove that \(F_v \in \mathcal{B}\). Let us say that a function \(f\) on \(S\) is of at most exponential growth if there exist real constants \(M_1, M_2 \geq 0\) such that

\[
|f(na)| \leq M_1 \exp \left( M_2 \max_{i,j} (|l_i(n)|, |\lambda_j(a)|) \right) \quad (n \in N, a \in A).
\]

Clearly the product of two such functions is again of the same type. Now consider the function \(|\pi(x)|\). Let \(M\) denote an upper bound for \(|\pi(x)|\) on the compact set consisting of all points \(x = na\) in \(S\) \((n \in N, a \in A)\) such that \(\max_{i,j} (|l_i(n)|, |\lambda_j(a)|) \leq 1\). For any \(x \in S\) let \(q\) denote the least integer such that \(q \geq \max_{i,j} (|l_i(n)|, |\lambda_j(a)|)\) \((x = na)\). Then we can choose elements \(n' \in N\) and \(a' \in A\) such that \(n = n'^q\) and \(a = a'^q\) and

\[
|\pi(x)| \leq |\pi(n')| |\pi(a')| \leq |\pi(n')|^q \leq M^{2q}
\]

since \(|l_i(n')| = (1/q) |l_i(n)| \leq 1\) and \(|\lambda_j(a')| = (1/q) |\lambda_j(a)| \leq 1\). Since \(q \leq 1\) + \(\max_{i,j} (|l_i(n)|, |\lambda_j(a)|)\), we see that \(|\pi(x)|\) is at most of exponential growth. Now consider the Haar measure \(dx\) on \(S\). Making use of Lemma 27 we find that

\[
dx = \det (A_{S} (a^{-1})) dnda \quad (x = na)
\]

when \(A_{S}\) is the adjoint representation of \(S\) and \(dn, da\) are the Haar measures of \(N\) and \(A\) respectively. Since \(N\) is nilpotent and \(A\) is abelian,

\[
dnda = dl_1 \cdots dl_n d\lambda_1 \cdots d\lambda_s.
\]

Moreover, since the function \(na \rightarrow \det A_{S} (a^{-1})\) is clearly of at most exponential growth, it follows that

\[
|\pi(x)| dx = \mu(x) dl_1 \cdots dl_n d\lambda_1 \cdots d\lambda_s,
\]

where \(\mu(x)\) is a function of at most exponential growth. Therefore it is clear that

\[
\int g_{v}(x) |\pi(x)| dx < \infty,
\]
where
\[ g_s(na) = \exp \left\{ - \frac{\nu}{2} \left( \sum_{i=1}^{r} l_i^2(n) + \sum_{i=1}^{s} \lambda_i^2(a) \right) \right\} \quad (n \in N, a \in A). \]

We have seen above that we can choose an open connected neighbourhood \( W \) of 0 in \( \mathfrak{g} \) such that
\[ |F_s(\exp (-Z)x)| \leq M_s g_s(x) \quad (Z \in W, x \in S) \]
where \( Z \rightarrow \exp Z \) is the exponential mapping of \( \mathfrak{g} \) into \( S_c \). Therefore the function \( x \rightarrow F_s(\exp (-Z)x) \) is summable with respect to the measure \( |\pi(x)| \, dx \) on \( S \). Let \( L(S, \pi) \) denote the Banach space of functions corresponding to the representation \( \pi \), which was introduced in §7, and let \( \psi_s(Z) \) be the element in \( L(S, \pi) \) which is represented by the function \( x \rightarrow F_s(\exp (-Z)x) \) \( (Z \in W) \).

Then all the conditions of Lemma 23 are fulfilled and therefore \( Z \rightarrow \psi_s(Z) \) is a holomorphic mapping of \( W \) into \( L(S, \pi) \). Let \( \sigma \) denote the representation of \( S \) on \( L(S, \pi) \) as it was defined in §7. Then \( \sigma(\exp X) \psi_s(X)(X \in \mathfrak{g}_0) \) where \( \psi_s \) is the element in \( L(S, \pi) \) corresponding to \( F_s \). Therefore the mapping \( X \rightarrow \sigma(\exp X) \psi_s(X \in \mathfrak{g}_0) \) is analytic at \( X = 0 \) and so \( F_s \in \mathfrak{B}_r \).

Now consider \( J_s = \int_{S_c} F_s(x) \, dx \). If \( n \in N \) and \( a \in A \), let \( n_s \) and \( a_s \) denote two elements in \( N \) and \( A \) respectively such that \( l_i(n_s) = \nu^{1/2} l_i(n), 1 \leq i \leq r \), and \( \lambda_j(a_s) = \nu^{1/2} \lambda_j(a), 1 \leq j \leq s \). Moreover if
\[ P = \sum_{(p)} c(p_1, \ldots, p_r) l_1^{p_1} \cdots l_r^{p_r} \quad (c(p_1, \ldots, p_r) \in R) \]
is any polynomial function on \( N_c \), we put \( P^*(n) = \sum_{(p)} |c(p_1, \ldots, p_r)| l_1(n_1) \cdots l_r(n_r) \). Then it is clear that \( \nu^{1/2} |P(n)| \leq \nu^{1/2} P^*(n) \leq P^*(n) \) if \( P(1) = 0 \). Hence if \( Q_i'(n) = Q_i(n) - Q_i(1), \)
\[ F_s(na) = \exp \left\{ - \nu \sum_{i=1}^{m} Q_i^2(n) - \nu \sum_{j=1}^{s} \lambda_j^2(a) \right\} \]
\[ \geq \exp \left\{ - \sum_{i=1}^{m} Q_i^2(n_s) - \sum_{j=1}^{s} \lambda_j^2(a_s) \right\}. \]

On the other hand
\[ J_s = \int_{S_c} F_s(na) \det (\exp Ad g (a^{-1})) \, dl_1 \cdots dl_r d\lambda_1 \cdots d\lambda_s \]
and we can find real numbers \( M_1, M_2 > 0 \) such that
\[ \det (\exp Ad g (a)) \leq M_1 \exp \left( M_2 \sum_{i=1}^{s} |\lambda_i(a)| \right). \]

Hence
\[ \det (\exp Ad_S (a^{-1})) \geq M_1^{-1} \exp \left( -M_2 \sum_{i=1}^{s} |\lambda_i(a)| \right) \]

and

\[ J_r \geq M_1^{-1} \int \exp \left\{ - \sum_{i=1}^{m} Q_i^{(s^2)} (n_r) - \sum_{j=1}^{s} \lambda_j^2 (a_r) \right\} \exp \left( - \sum_{j=1}^{s} \lambda_j (a_r) \right) \exp \left( - \frac{c}{\nu^{(r+s)/2}} \right) d\lambda_1 \cdots d\lambda_s = 0, \]

where \( c \) is the value of the right-hand side when \( \nu = 1 \). On the other hand, let \( V_3 \) be the neighbourhood of 1 in \( S \) consisting of all points \( na \in S \) such that \( |l_i(n)| < \delta, |\lambda_i(a)| < \delta \) (\( \delta > 0 \)). Then let us consider the integral

\[ J_r (\delta) = \int_{S-V_3} F_3 (x) (1 + |\pi(x)|) dx. \]

We can find positive constants \( M_3 \) and \( M_4 \) such that

\[ (1 + |\pi(na)|) \det (\exp Ad_S (a^{-1})) \leq M_3 \exp M_4 \left( \sum_{i=1}^{r} |l_i(n)| + \sum_{j=1}^{s} |\lambda_j(a)| \right). \]

Put

\[ P_1(n, a) = \sum_{i=1}^{r} l_i^2 (n) + \sum_{j=1}^{s} \lambda_j^2 (a) \quad \text{and} \quad P_2(n, a) = \sum_{i=1}^{r} |l_i(n)| + \sum_{j=1}^{s} |\lambda_j(a)|. \]

Then \( \nu P_1(n, a) = P_1(n, a) \) and \( \nu^{1/2} P_2(n, a) = P_2(n, a) \) and therefore

\[ J_r (\delta) \leq M_3 \int_{S-V_3} \exp \left\{ - \nu P_1(n, a) + \nu^{1/2} M_4 P_2(n, a) \right\} d\lambda_1 \cdots d\lambda_s \]

\[ \leq M_3 e^{-\nu (r+s) S^2 / 2} \int_{S-V_3} \exp \left\{ - \nu \frac{1}{2} P_1(n, a) + \nu^{1/2} M_4 P_2(n, a) \right\} d\lambda_1 \cdots d\lambda_s \]

\[ \leq e^{-\nu (r+s) S^2 / 2} \frac{c'}{\nu^{(r+s) / 2}} \]

where

\[ c' = M_3 \int_{S-V_3} \exp \left\{ - \frac{1}{2} P_1(n, a) + M_4 P_2(n, a) \right\} d\lambda_1 \cdots d\lambda_s < \infty. \]

Therefore
\[ \frac{J_r(\delta)}{J_r} \leq \frac{c'}{c} e^{-r(\gamma+\delta^2/2)} \gamma^{\gamma+\delta} \]

and so

\[ \lim_{r \to \infty} \frac{J_r(\delta)}{J_r} = 0. \]

Hence if we put \( f_r = F_r/J_r \), the sequence \( \{f_1, f_2, \ldots\} \) is a \( |\pi(x)| \)-Dirac-sequence of functions in \( \mathfrak{B}_r \). Therefore from Lemma 25 the space of well-behaved elements is dense in \( \mathfrak{B} \). We can now prove the following theorem:

**Theorem 3.** Suppose a connected Lie group \( G \) has two analytic subgroups \( K \) and \( S \) such that the following two conditions are fulfilled: (a) \( K \) is compact and \( S \) is quasi-nilpotent; (b) every element in \( G \) can be written uniquely in the form \( us (u \in K, s \in S) \). Let \( \pi \) be a representation of \( G \) on a Banach space \( \mathfrak{B} \) and let \( \mathfrak{B}_0 \) denote the set of all well-behaved elements \( \psi \) in \( \mathfrak{B} \) such that the linear space spanned by the elements \( \pi(u)\psi \) \((u \in K)\) is of finite dimensions. Then \( \mathfrak{B}_0 \) is dense in \( \mathfrak{B} \).

The restriction of \( \pi \) on \( S \) defines a representation \( \rho \) of \( S \) on \( \mathfrak{B} \). Since \( \rho \) may also be regarded as a representation of the simply-connected covering group of \( S \), it follows from the result proved above that the set of elements which are well-behaved under \( \rho \) is dense in \( \mathfrak{B} \). Hence given any \( \psi_0 \in \mathfrak{B} \) and \( \epsilon > 0 \) we can find an element \( \psi \) which is well-behaved under \( \rho \) and such that \( |\psi_0 - \psi| \leq \epsilon \).

Choose a neighborhood \( U \) of 1 in \( K \) such that \( |\pi(u)\psi - \psi| \leq \epsilon \) for \( u \in U \) and let \( du \) denote the element of Haar measure on \( K \) such that \( \int_K du = 1 \). Select a continuous, real, non-negative function \( f \) on \( K \) such that \( f = 0 \) outside \( U \) and \( \int_K f(u) du = 1 \). Then if \( \psi_1 = \int_K f(u) \pi(u) \psi du \),

\[ \left| \psi_1 - \psi \right| \leq \int_K f(u) \left| \pi(u) \psi - \psi \right| du \leq \epsilon. \]

Let \( \Re \) be the set of all finite linear combinations (with complex coefficients) of the coefficients of finite-dimensional matrix representations of \( K \). Then for any \( \eta > 0 \) we can find a function \( \omega \in \Re \) such that \( |f(u) - \omega(u)| \leq \eta (u \in K) \). Hence

\[ \left| \int_K (f(u) - \omega(u))\pi(u)\psi du \right| \leq M \eta \left| \psi \right| \leq M \eta \left( \left| \psi_0 \right| + \epsilon \right) \]

where \( M \) is an upper bound for \( |\pi(u)| \) on the compact set \( K \). Therefore if

\[ \psi_2 = \int_K \omega(u)\pi(u)\psi du, \quad |\psi_0 - \psi_2| \leq 2 \epsilon + M \eta \left( \left| \psi_0 \right| + \epsilon \right) \leq 3 \epsilon \]

if \( \eta \) is sufficiently small. Since \( \omega \in \Re \) we see easily that the elements
π(u)ψ \_2 \ (u \in K) span a finite-dimensional subspace of \( \mathfrak{F} \). Therefore in order to prove the theorem it is sufficient to show that the element \( \psi_2 \) is well-behaved under \( \pi(G) \). This follows from the lemma given below.

**Lemma 29.** Let \( \omega \) be an analytic function on \( K \) and \( \psi \) an element in \( \mathfrak{F} \) which is well-behaved under \( \rho \). Then \( \int_K \omega(u)\pi(u)\psi du \) is well-behaved under \( \pi(G) \).

For any \( x \in G \) and \( u \in K \) put \( xu = u \cdot s(x, u) \) where \( u_x \in K \) and \( s(x, u) \in K \). Then we know (see the corollary to Lemma 26) that \( (x, u) \rightarrow u_x \) and \( (x, u) \rightarrow s(x, u) \) are analytic mappings of \( G \times K \) into \( K \) and \( S \) respectively. Now put \( \psi_0 = \int_K \omega(u)\pi(u)\psi du \). Then

\[
\pi(x)\psi_0 = \int_K \omega(u)\pi(xu)\psi du.
\]

But for \( x \) fixed, the mapping \( u \rightarrow u_x \ (u \in K) \) is an analytic isomorphism of the manifold structure of \( K \) with itself. Since \( G \) is connected, this isomorphism is orientation preserving. From this we conclude that \( du_x = D(x, u)du \)

where \( D(x, u) \) is an analytic function of \( G \times K \) which is everywhere positive. Hence

\[
\pi(x)\psi_0 = \int_K \omega(u_x^{-1})\pi(xu_x^{-1})\psi du_x^{-1}
\]

\[
= \int_K \omega(u_x^{-1})D(x^{-1}, u)\pi(u)\pi((s(x^{-1}, u))^{-1})\psi du.
\]

On the other hand, since \( \psi \) is well-behaved under \( \rho \), it follows from Lemmas 16 and 17 that the mapping is an analytic mapping of \( G \times K \) into \( \mathfrak{F} \). Let \( t_1, \cdots, t_n \) be a coordinate system in \( G \) at 1 such that \( t_j(1) = 0 \) (1 ≤ j ≤ n). Then for each \( u_0 \in K \) we can find an open connected neighbourhood \( V_{u_0} \) of \( u_0 \) in \( K \) and a coordinate system \( q_1, \cdots, q_k \) in \( K \) valid on \( V_{u_0} \), with the following properties: (1) \( q_i(u_0) = 0, \ 1 \leq i \leq k \); (2) there exists a power series \( P_{u_0}(q, t) \) in \( (q_1, \cdots, q_k) \) and \( (t_1, \cdots, t_n) \) with coefficients in \( \mathfrak{F} \) and an open neighbourhood \( W_{u_0} \) of 1 in \( G \) such that the coordinates \( (t_1, \cdots, t_n) \) are valid on \( W_{u_0} \) and the power series converges to \( \psi(x, u) \) on \( W_{u_0} \times V_{u_0} \). Suppose

\[
P_{u_0}(q, t) = \sum_{(a), (e)} \psi_{u_0}(a, e)q_1^{a_1} \cdots q_k^{a_k}t_1^{e_1} \cdots t_n^{e_n} \quad (\psi_{u_0}(a, e) \in \mathfrak{F})
\]

and put

\[
\psi_{u_0}(a, e) = \sum_{(a)} \psi_{u_0}(a, e)q_1^{a_1}(u) \cdots q_k^{a_k}(u) \quad (u \in V_{u_0}).
\]

Then the mapping \( u \rightarrow \psi_{u_0}(u, e) \) is an analytic mapping of \( V_{u_0} \) into \( \mathfrak{F} \). Choose
a number \( r(u_0) > 0 \) such that the series \( P_{u_0}(q, t) \) converges if \( \max_{i,j} (|q_j|, |t_i|) \leq r(u_0) \). Let \( U_{u_0} \) be a neighbourhood of \( u_0 \) (in \( K \)) such that \( U_{u_0} \subseteq V_{u_0} \) and \( \max_{i,j} |q_j(u)| \leq r(u_0) \) (\( u \in U_{u_0} \)). Similarly we may suppose that \( \max_{i} |t_i(x)| \leq r(u_0) \) for \( x \in W_{u_0} \). Since \( K \) is compact, there exists a finite set of points \( u_1, \ldots, u_p \) such that \( K = U_{u_1} \cup U_{u_2} \cup \cdots \cup U_{u_p} \). Put \( W = W_{u_1} \cap W_{u_2} \cap \cdots \cap W_{u_p} \) and \( r = \min \{ r(u_1), \ldots, r(u_p) \} \). Then if \( u \in U_{u_1} \cap U_{u_j} \) (\( 1 \leq i, j \leq p \)) and \( x \in W \),

\[
\psi(x, u) = \sum_{(e)} \psi_{u_i}(u, e) t_1^{e_1}(x) \cdots t_n^{e_n}(x) = \sum_{(e)} \psi_{u_j}(u, e) t_1^{e_1}(x) \cdots t_n^{e_n}(x)
\]

and therefore \( \psi_{u_i}(u, e) = \psi_{u_j}(u, e) \). Thus for each \( (e) \) there exists a mapping \( u \to \psi(u, e) \) of \( K \) into \( \mathcal{S} \) which coincides on \( U_{u_i} \) with \( u \to \psi_{u_i}(u, e) \). This mapping is clearly analytic and

\[
\psi(x, u) = \sum_{(e)} \psi(u, e) t_1^{e_1}(x) \cdots t_n^{e_n}(x) \quad (u \in K, x \in W).
\]

Now if \( u \in U_{u_i} \) and \( x \in W \),

\[
\sum_{(e)} \left| \psi(u, e) t_1^{e_1}(x) \cdots t_n^{e_n}(x) \right| \leq \sum_{(e)} \left| \psi_{u_i}(u, e) \right| (r(u_i))^{e_1 + \cdots + e_n} < \infty.
\]

Moreover since \( K \) is compact, we can find a real number \( M \) such that \( |\pi(u)| \leq M \) for all \( u \in K \). Then

\[
\sum_{(e)} \left| \pi(u) \psi(u, e) t_1^{e_1}(x) \cdots t_n^{e_n}(x) \right| \leq M \sum_{(e)} \left| \psi(u, e) t_1^{e_1}(x) \cdots t_n^{e_n}(x) \right|
\]

and therefore the series

\[
\sum_{(e)} \pi(u) \psi(u, e) t_1^{e_1}(x) \cdots t_n^{e_n}(x)
\]

converges uniformly to \( \pi(u) \psi(x, u) \) on \( K \times W \). Therefore

\[
\pi(x)\psi_0 = \int_K \pi(u) \psi(x, u) du
\]

\[
= \sum_{(e)} \left( \int_K \pi(u) \psi(x, u) du \right) t_1^{e_1}(x) \cdots t_n^{e_n}(x) \quad (x \in W).
\]

This proves that the mapping \( x \to \pi(x)\psi_0 \) is analytic at 1 and so \( \psi_0 \) is well-behaved under \( \pi \).

**Part III. Representations of a semisimple Lie group**

9. **Permissible representations.** We shall now apply the results of Part II to representations of a connected semisimple Lie group \( G \) on a Banach space \( \mathcal{S} \). Since every such representation may also be regarded as a representation of the simply-connected covering group of \( G \), we may assume that \( G \) itself
is simple-connected. Let $\mathfrak{g}_0$ be its Lie algebra. We define $\mathfrak{l}_0$, $\mathfrak{h}_0$, and $\mathfrak{n}_0$ as in Part I, §2. Let $K$, $A_+$, and $N$ be the analytic subgroups of $G$ corresponding to $\mathfrak{g}_0$, $\mathfrak{h}_0$, and $\mathfrak{n}_0$ respectively. They are all simply-connected. Moreover, $S = A_+N$ is a quasi-nilpotent group, and Iwasawa [9] has shown that the mapping $(u, s) \rightarrow us \ (u \in K, s \in S)$ is a topological mapping of $K \times S$ onto $G$. However, in general $K$ is not compact and therefore Theorem 3 is not applicable immediately. Therefore we shall now give a method for extending the results of this theorem to the present case.

We know that $\mathfrak{l}_0$ is reductive (Lemma 3). Let $c_0$ be the center of $\mathfrak{l}_0$ and $D$ the analytic subgroup of $G$ corresponding to $c_0$. Then $K$ is the direct product of its commutator group $K'$ and $D$. Moreover if $Z$ is the center of $G$, then $K/D \cap Z$ is compact (9). We shall say that a representation $\pi$ of $G$ on $\mathfrak{g}$ is permissible if $\pi(s)$ is a scalar multiple of the unit operator for $s \in D \cap Z$. Assuming that $\pi$ is permissible, we can choose a complex-valued linear function $\mu$ on $c_0$ such that $\pi(\exp \Gamma) = e^{\mu(\Gamma)}\pi(1)$ whenever $\exp \Gamma \in D \cap Z \ (\Gamma \in c_0)$. Let $u \rightarrow u^*$ denote the natural mapping of $K$ on $K^* = K/D \cap Z$. Then it is easy to verify that $e^{-\mu(\Gamma)}\pi(u \exp \Gamma) \ (u \in K', \Gamma \in c_0)$ depends only on $(u \exp \Gamma)^*$ and so, if we denote it by $\pi^*(u \exp \Gamma)^*)$, the mapping $u^* \rightarrow \pi^* (u^*)$ is a representation of $K^*$ on $\mathfrak{g}$. Let $\psi_0$ be a given element in $\mathfrak{g}$ and $\epsilon$ a positive number. Since $S$ is quasi-nilpotent, we can find an element $\psi \in \mathfrak{g}$ which is well-behaved under $\pi(S)$ and such that $|\psi - \psi_0| \leq \epsilon$. Moreover, since $K^*$ is compact, we can choose a finite linear combination $\omega$ of the coefficients of a finite-dimensional matrix representation of $K^*$ such that

$$\left| \int_{K^*} \omega(u^*) \pi^*(u^*) \psi \, du^* - \psi \right| \leq \epsilon \ .$$

and therefore

$$\left| \int_{K^*} \omega(u^*) \pi^*(u^*) \psi \, du^* - \psi \right| \leq 2\epsilon .$$

(Here $du^*$ is the element of the Haar measure on $K^*$ normalised in such a way that $\int_{K^*} du^* = 1$.) We now claim that $\phi = \int_{K^*} \omega(u^*) \pi^*(u^*) \psi \, du^*$ is well-behaved under $\pi(G)$. Consider the element

$$\pi(x)\phi = \int_{K^*} \omega(u^*) \pi(x) \pi^*(u^*) \psi \, du^* \quad (x \in G).$$

For any $u \in K$ let $\Gamma(u)$ denote the unique element in $c_0$ such that $u = (\exp \Gamma(u))v \ (v \in K')$. Moreover let $xu = u_x s(x, u) \ (x \in G, u_x \in K, s(x, u) \in S)$. Then it is easy to verify that for a fixed $x$ the elements $(u_x)^*, \Gamma(u_x) - \Gamma(u)$, and $s(x, u)$ depend only on $u^*$. Hence we may write them as $u_x^*, \Gamma(x, u^*)$, and

(9) This follows from the fact that the image of $K$ into the adjoint group of $G$ is compact (see for example Mostow [13]).
It is clear that the mappings \( (x, u^*) \rightarrow u^* \), \( (x, u^*) \rightarrow \Gamma(x, u^*) \), \( (x, u^*) \rightarrow s(x, u) \) are all analytic and

\[
\pi_x(x) = e^{-\mu(r(u^*))} \pi_x(x) = e^{-\mu(r(u^*)}, \pi_x(s(x, u)) = e^{-\mu(r(x, u^*))} \pi_x(s(x, u^*)).
\]

Therefore

\[
\pi(x)\phi = \int_{K^*} \omega(u^*) e^{\pi_x(r(x, u^*))} \psi(x, u^*) du^*
\]

and we conclude exactly as in the proof of Lemma 29 that

\[
\pi(x)\phi = \int_{K^*} \pi_x(u^*) \psi(x, u^*) du^*
\]

where \( (x, u^*) \rightarrow \psi(x, u^*) \) is an analytic mapping of \( G \times K^* \) into \( \mathcal{S} \). Since \( K^* \) is compact we can now use the same argument as in the proof of Lemma 29 and show that the mapping \( x \rightarrow \pi(x)\phi \) is analytic at \( x = 1 \). Therefore \( \phi \) is well-behaved under \( \pi \).

Let \( \Omega \) be the set of all equivalence classes of finite-dimensional irreducible representations of \( K \). For any \( \mathcal{D} \in \Omega \) we denote by \( \mathcal{S}_\mathcal{D} \) the set of all elements \( \psi \in \mathcal{S} \) with the following property: there exists a finite-dimensional linear space \( U \) containing \( \psi \) which is invariant and semisimple under \( \pi(K) \) and is such that the representation of \( K \) induced on every simple subspace of \( U \) lies in \( \mathcal{D} \). We shall say that an element \( \psi \in \mathcal{S} \) transforms under \( K \) (or \( \pi(K) \)) according to \( \mathcal{D} \) if \( \psi \in \mathcal{S}_\mathcal{D} \). Let \( W \) be the space of all elements in \( \mathcal{S} \) which are well-behaved under \( \pi(G) \). We have seen above that \( W \cap (\bigcup_{\mathcal{D} \in \Omega} \mathcal{S}_\mathcal{D}) \) is dense in \( \mathcal{S} \). But since \( W \) is stable under \( \pi(G) \), it follows that \( W \cap (\bigcup_{\mathcal{D} \in \Omega} \mathcal{S}_\mathcal{D}) = \bigcup_{\mathcal{D} \in \Omega} W_\mathcal{D} \) where \( W_\mathcal{D} = W \cap \mathcal{S}_\mathcal{D} \) (see Lemma 6). Thus we have the following theorem:

**Theorem 4.** Let \( \pi \) be a permissible representation of \( G \) on \( \mathcal{S} \) and \( W \) the set of all well-behaved elements in \( \mathcal{S} \). Then if \( W_\mathcal{D} = W \cap \mathcal{S}_\mathcal{D} \) (\( \mathcal{D} \in \Omega \)), the space \( \bigcup_{\mathcal{D} \in \Omega} W_\mathcal{D} \) is dense in \( \mathcal{S} \).

For any linear subspace \( V \) of \( \mathcal{S} \) which is invariant under \( \pi(K) \) put \( V_\mathcal{D} = V \cap \mathcal{S}_\mathcal{D} \). Then we shall prove the following lemma:

**Lemma 30.** Let \( \pi \) be a permissible representation of \( G \) on \( \mathcal{S} \) and \( V \) a subspace of \( \mathcal{S} \) invariant under \( \pi(K) \). Then if \( \bigcup_{\mathcal{D} \in \Omega} V_\mathcal{D} \) is dense in \( \mathcal{S} \), \( \mathcal{S}_\mathcal{D} = Cl \langle V_\mathcal{D} \rangle \).

We keep to the notation introduced above. For any \( \mathcal{D} \in \Omega \) let \( \chi_\mathcal{D} \) denote the character of the class \( \mathcal{D} \). Suppose \( \mathcal{S}_\mathcal{D} \neq \{0\} \). Then it is easily seen that \( \chi_\mathcal{D}(u)e^{-\mu(r(u^*))} (u \in K) \) depends only on \( u^* \). We may therefore denote it by

\((\text{Cl})\) Cl denotes closure in \( \mathcal{S} \).
\[ \chi^*_D(w^*). \] Let \( E_D = d(\mathcal{O}) \int_K \chi^*_D(u^*) \pi^*(u^*) du^* \) where \( d(\mathcal{O}) \) is the degree in \( \mathcal{O} \) and the bar denotes complex conjugate. \( E_D \) is a bounded linear operator such that \( E_D^* = E_D \) and \( \mathcal{S}_D = E_D \mathcal{S} \). Hence \( \mathcal{S}_D \) as closed in \( \mathcal{S} \). Moreover \( V_0 = \sum_{\tau \in \Omega} V_\tau \) is stable under \( \pi(K) \) and the linear space spanned by \( \pi(u) \psi (u \in K) \) for any \( \psi \in V_\tau \) is of finite dimension. Hence \( V_0 \) is stable under \( E_D \). Now let \( \psi \in \mathcal{S}_D \). We can choose a sequence \( \pi^n \in V_0 \) such that \( \psi = \lim_{n \to \infty} \pi^n \). Then \( \psi = \pi E_D \psi = \lim_{n \to \infty} E_D \pi^n \psi \). But \( E_D \pi^n \psi \in V_0 \cap E_D \mathcal{S} \subset V_\tau \). Therefore \( V_\tau \) is dense in \( \mathcal{S}_D \) and so \( \mathcal{S}_D = \mathrm{Cl} \{ V_\tau \} \).

Notice that the operator \( E_D \) is bounded and \( E_D \pi = \pi \) or \( 0 \) according as \( \tau \in \mathcal{O} \) or \( \tau \notin \mathcal{O} \). (We define \( E_D \) to be zero in case \( \mathcal{S}_D = \{ 0 \} \).)

Let \( \pi \) be a representation of \( G \) on \( \mathcal{S} \) and \( U \) a linear subspace of \( \mathcal{S} \). We shall say that \( U \) is differentiable if there exists a representation \( \pi_U \) of \( g \) on \( U \) such that \( \pi_U(X) \psi = \lim_{t \to 0} (1/t) (\pi(\exp tX) \psi - \psi) \) \( (X \in g, \psi \in U) \). It is clear that the sum of two differentiable spaces is again differentiable. Hence there exists a largest differentiable space, namely the union of all differentiable subspaces of \( \mathcal{S} \). We say that an element \( \psi \in \mathcal{S} \) is differentiable (under \( \pi \)) if it lies in this union. It is obvious that the Garding subspace and the space of well-behaved elements are both differentiable. We now state without proof the following lemma.

**Lemma 31.** Let \( \pi \) be a permissible representation of \( G \) on \( \mathcal{S} \) and let \( E_D \) denote the projection of \( \mathcal{S} \) on \( \mathcal{S}_D \). Then if \( \psi \) is a differentiable element in \( \mathcal{S} \), the series \( \sum_{\tau \in \Omega} E_D \psi \) converges to \( \psi \).

We shall not make use of this result anywhere in this paper except in the proof of Theorem 9. A proof of this lemma will be given in a subsequent paper.

10. **Quasi-simple representations.** Let \( \pi \) be a representation of \( G \) on \( \mathcal{S} \) and \( V \) the Garding subspace of \( \mathcal{S} \). We denote by \( g \) the complexification of \( g_0 \), by \( \mathcal{B} \) the universal enveloping algebra of \( g \), by \( \mathcal{B} \) the center of \( \mathcal{B} \), and by \( \pi_V \) the Garding representation of \( \mathcal{B} \) on \( V \).

**Definition.** The representation \( \pi \) is called quasi-simple if (1) \( \pi \) is permissible and (2) there exists a homomorphism \( \chi \) of \( \mathcal{B} \) into \( C \) such that \( \pi_V(z) \psi = \chi(z) \psi \) for all \( z \in \mathcal{B} \) and \( \psi \in V \). \( \chi \) is then called the infinitesimal character of \( \pi \).

Let \( U \) be the space of all elements in \( \mathcal{S} \) which are differentiable under a representation \( \pi \). We denote by \( \pi_U \) the representation of \( \mathcal{B} \) on \( U \) such that
\[
\pi_U(X) \psi = \lim_{t \to 0} \frac{1}{t} \{ \pi(\exp tX) \psi - \psi \} \quad (X \in g_0, \psi \in U).
\]

**Lemma 32.** Let \( U_0 \) be a linear subspace of \( U \) and \( \chi \) a homomorphism of \( \mathcal{B} \) into \( C \) such that \( \pi_V(z) \psi = \chi(z) \psi \) for all \( z \in \mathcal{B} \) and \( \psi \in U_0 \). Then if \( U_0 \) is dense in
\( \mathcal{H}, \pi_U(z)\psi = \chi(z)\psi \) for all \( z \in \mathcal{B} \) and \( \psi \in U \).

If we put \( U_0 = V \) in the above lemma we get the following corollary.

**Corollary.** Let \( \pi \) be a quasi-simple representation of \( G \) on \( \mathcal{H} \) and \( \pi_W \) the corresponding representation of \( \mathcal{B} \) on the space \( W \) of all well-behaved elements. Then \( \pi_W(z)\psi = \chi(z)\psi \) (\( z \in \mathcal{B}, \psi \in W \)) where \( \chi \) is the infinitesimal character of \( \pi \).

In order to prove the above lemma, we first establish a simple result which was pointed out to me by Mautner. Let \( \mathcal{H} \) be the space of all bounded linear functions \( \alpha \) on \( \mathcal{H} \) taken with the weak topology. If \( \psi \in \mathcal{H} \) and \( \psi \in \mathcal{H} \) we denote by \( (\psi, \alpha) \) the value of the linear function \( \alpha \) at \( \psi \). Let \( A \) be a bounded linear operator on \( \mathcal{H} \). Then the mapping \( A: \psi \mapsto A\psi \) defined by the condition \( (\overline{A}\psi, \alpha) = (\psi, A\alpha) \) (\( \psi \in \mathcal{H} \)) is a continuous linear transformation on \( \mathcal{H} \). \( A \) is called the adjoint of \( A \).

**Lemma 33.** Let \( M \) and \( N \) be linear subspaces of \( \mathcal{H} \) such that \( M \supseteq N \) and \( N \) is dense in \( \mathcal{H} \). Let \( A \) and \( B \) be linear transformations in \( M \) and \( N \) respectively such that \( A \) coincides with \( B \) on \( N \). Let \( \bar{M} \) be a dense linear subspace of \( \mathcal{H} \). Suppose there exists a linear transformation \( \bar{A} \) in \( \bar{M} \) such that \( (\bar{A}\phi, \psi) = (\phi, A\psi) \) for all \( \phi \in \bar{M} \) and \( \psi \in M \). Then \( |A|_M = |B|_N \).

It is sufficient to prove that \( |A|_M \leq |B|_N \) and so we may assume that \( |B|_N < \infty \). Now

\[
|A\phi, \psi| = |\phi, A\psi| = |\phi, B\psi| \leq |B|_N |\phi| |
\]

if \( \phi \in \bar{M}, \psi \in N \). Since \( N \) is dense in \( \mathcal{H} \) we get by continuity

\[
|A\phi, \psi| \leq |B|_N |\phi| |
\]

So in particular if \( \psi \in M \)

\[
|\phi, A\psi| = |(A\phi, \psi)| \leq |B|_N |\phi| |
\]

Since \( \bar{M} \) is dense in \( \mathcal{H} \) we conclude that

\[
|\phi, A\psi| \leq |B|_N |\phi| |
\]

But from a theorem of Banach [1, p. 55], we can choose \( \phi \) so that \( (\phi, A\psi) = |A\psi| \) and \( |\phi| = 1 \). Hence \( |A\psi| \leq |B|_N |\psi| \). This proves that \( |A|_M \leq |B|_N \).

Now we come to the proof of Lemma 32. For any \( f \in C^\omega(G) \) let \( A_f \) denote the operator \( \int f(x^{-1})\pi(x)dx \) and \( \bar{A}_f \) its adjoint. Let \( \mathcal{V} \) be the subspace of \( \mathcal{H} \) spanned by the elements of the form \( A_f\psi \) (\( f \in C^\omega(G), \psi \in \mathcal{H} \)). It is well known that there exists a sequence \( \{f_n\} \) of functions in \( C^\omega(G) \) with the following properties: (1) \( \int f_n dx = 1 \) and \( \lim_{n \to \infty} \int f_n dx = 1 \); (2) all but a finite number of the functions \( f_n \) are zero outside any given neighbourhood of \( 1 \). From this it follows immediately that \( \lim_{n \to \infty} A_{f_n}\psi = \psi \) (\( \psi \in \mathcal{H} \)) and therefore \( \lim_{n \to \infty} \bar{A}_{f_n}\psi = \bar{\psi} \) (\( \psi \in \mathcal{H} \)). Hence \( \mathcal{V} \) is dense in \( \mathcal{H} \). If \( X \in \mathcal{H} \) and \( f \in C^\omega(G) \) we denote by \( Xf \)
the function \( x \rightarrow \{ df(x \exp tX)/dt \}_{t=0} \). This defines a representation of \( \mathfrak{g}_0 \) on \( C^\infty_c(G) \) which may be extended uniquely to a representation of \( \mathfrak{g} \). Let \( \sigma(x) \) denote the adjoint of \( \pi(x^{-1}) \). Then if \( \psi \in \mathfrak{h} \) and \( \tilde{\psi} \in \mathfrak{h} \) we find that

\[
\lim_{t \to 0} \frac{1}{t} (\sigma(\exp tX)\tilde{\psi} - \tilde{\psi}, \psi) = \lim_{t \to 0} \frac{1}{t} (\tilde{\psi}, \pi(\exp -tX)A\psi - A\psi) = (\tilde{\psi}, A_x\psi) = (\tilde{A}_{-x}\tilde{\psi}, \psi).
\]

This shows that

\[
\lim_{t \to 0} \frac{1}{t} (\sigma(\exp tX)\tilde{\psi} - \tilde{A}_x\tilde{\psi}) = \tilde{A}_{-x}\tilde{\psi}
\]

and therefore we get a representation \( \sigma \) of \( \mathfrak{g} \) on \( \mathfrak{h} \) such that

\[
\sigma(X)\tilde{\psi} = \lim_{t \to 0} \frac{1}{t} (\sigma(\exp tX)\tilde{\psi} - \tilde{\psi}) \quad (\tilde{\psi} \in \mathfrak{h}, X \in \mathfrak{g}_0).
\]

Hence

\[
(\sigma(X)\tilde{\psi}, \psi) = \lim_{t \to 0} \frac{1}{t} (\sigma(\exp tX)\tilde{\psi} - \tilde{\psi}, \psi) = \lim_{t \to 0} \frac{1}{t} (\tilde{\psi}, \pi(\exp -tX)\psi - \psi) = (\tilde{\psi}, \pi \psi(-X)\psi)
\]

if \( \psi \in \mathfrak{h} \), \( \tilde{\psi} \in \mathfrak{h} \) and \( X \in \mathfrak{g}_0 \). Let \( \phi \) denote the anti automorphism of \( \mathfrak{g} \) (over \( C \)) such that \( \phi(X) = -X \) (\( X \in \mathfrak{g} \)). Then \( (\tilde{\psi}, \pi_U(b)\psi) = (\sigma \phi(b)\psi, \psi) \) (\( \psi \in \mathfrak{h} \), \( \tilde{\psi} \in \mathfrak{h} \), \( b \in \mathfrak{g} \)). Now let \( z \) be any element in \( \mathfrak{g} \) and \( B \) the restriction of the operator \( \pi_U(z) \) on \( \mathfrak{h}_0 \). Then \( B \) is \( \chi(z) \) times the unit operator and so is bounded. On the other hand, \( \mathfrak{h} \) is dense in \( \mathfrak{h} \) and \( (\tilde{\psi}, \pi_U(z)\psi) = (\sigma \phi(z)\tilde{\psi}, \psi) \) (\( \tilde{\psi} \in \mathfrak{h} \), \( \psi \in \mathfrak{h} \)). Since \( \mathfrak{h}_0 \) is dense in \( \mathfrak{h} \) we conclude from Lemma 33 that \( \pi_U(z) \) is also bounded. Let \( A \) denote the unique bounded extension of the operator \( \pi_U(z) \) on \( \mathfrak{h} \). Then \( A - \chi(z)I \) is bounded and since it is zero on \( \mathfrak{h}_0 \) it must be zero. Therefore \( \pi_U(z)\psi = \chi(z)\psi \) for \( \psi \in \mathfrak{h} \). This proves the lemma.

Let \( \pi \) be a representation of \( G \) on \( \mathfrak{h} \) and \( U \) any linear subspace of \( \mathfrak{h} \) which is stable under \( \pi(K) \). Then for any \( D \in \Omega \), we denote by \( U_D \) the set of all elements in \( U \) which transform under \( \pi(K) \) according to \( D \).

**Lemma 33.** Let \( \pi \) be a quasi-simple representation of \( G \) on \( \mathfrak{h} \) and \( \pi \) the corresponding representation of \( \mathfrak{g} \) on the space \( W \) of all well-behaved elements. Suppose \( \psi \in \sum_{D \in \Omega} U_D \) and \( U = \text{Cl} (\pi_W(\mathfrak{g})\psi) \) (where \( \text{Cl} \) denotes closure in \( \mathfrak{g} \)). Then \( U \) is invariant under \( \pi(G) \), \( \pi_W(\mathfrak{g})\psi = \sum_{D \in \Omega} U_D \), and \( \dim U_D < \infty \) \((D \in \Omega)\).

We use the notation of Part I and denote by \( \mathfrak{f} \) the subspace of \( \mathfrak{g} \) spanned by \( \mathfrak{f}_0 \) over \( C \). Let \( \mathfrak{f} \) be the subalgebra of \( \mathfrak{g} \) generated by \((1, \mathfrak{f})\). Since \( K \) is
simply-connected there is a 1-1 correspondence between finite-dimensional irreducible representations of $f_0$ (and therefore of $f$ or $K$) and those of $K$. Hence any $D \in \Omega$ may be looked upon as an equivalence class of finite-dimensional irreducible representations of $f$. We shall regard it in this way whenever it is convenient to do so.

We already know from the corollary to Theorem 2 that $U$ is stable under $\pi(G)$. Put $U_0 = \pi_W(\mathcal{B})\psi_0$. It follows from Lemma 9 that $U_0 \subseteq \sum_{D \in \Omega} V_D$ and therefore $U_0 = \sum_{D \in \Omega} V_0 \cap W_D$ (Lemma 6). Let $J$ be the set of all elements $x \in \mathfrak{x}$ such that $\pi_W(x)\psi_0 = 0$. Then $J$ is a left ideal in $\mathfrak{x}$ which satisfies the conditions of Theorem 1. Let $a \rightarrow a^*$ ($a \in \mathfrak{B}$) denote the natural mapping and $\pi^*$ the natural representation of $\mathfrak{B}$ on $\mathfrak{B}^* = \mathfrak{B}/\mathfrak{B}$. Put $\alpha(b^*) = \pi_W(b)\psi_0$ ($b \in \mathfrak{B}$). Then $b^* \rightarrow \alpha(b^*)$ is a well-defined mapping of $\mathfrak{B}^*$ into $U_0$ and $\alpha(\pi^*(a)b^*) = \pi_W(a)\alpha(b^*)$ ($a, b \in \mathfrak{B}$). Now $\mathfrak{B}^* = \sum_{D \in \Omega} \mathfrak{B}^*_D$ in the notation of Theorem 1 and therefore $\alpha(\mathfrak{B}^*_D) = U_0 \cap W_D$ ($D \in \Omega$). Moreover for every $D \in \Omega$ we can choose a finite set of elements $b_1^*, \ldots, b_k^* \in \mathfrak{B}^*_D$ such that $\mathfrak{B}^*_D = \sum_{i=1}^k \pi^*(\mathfrak{B})b_i^*$. Hence $U_0 \cap W_D = \sum_{i=1}^k \pi_W(\mathfrak{B})a(b_i^*)$. But since $\pi$ is quasisimple, it follows from the corollary to Lemma 32 that $\pi_W(z) = \chi(z_1)\pi_W(1)$ ($z \in \mathfrak{B}$) where $\chi$ is the infinitesimal character of $\pi$. Therefore $\alpha(b_i^*), 1 \leq i \leq k$, span $U_0 \cap W_D$ and so dim $(U_0 \cap W_D) < \infty$. Now $U_0 \cap W_D = U_0 \cap \mathfrak{B} = U_0 \cap U_2$. Since $U_0 = \sum_{D \in \Omega} U_0 \cap U_D$ is dense in $U$, it follows from Lemma 30 that $U_2 = U_0 \cap U_2$. But the dimension of $U_0 \cap U_2$ is finite and therefore $U_2 = U_0 \cap U_2$. Hence $U_0 = \sum_{D \in \Omega} U_D$ and dim $U_2 < \infty$.

**Lemma 34.** Let $\pi$ be a permissible representation of $G$ on $\mathfrak{B}$ such that dim $\mathfrak{B}_D < \infty$ for every $D \in \Omega$. Then every element $\psi_0$ in $\sum_{D \in \Omega} \mathfrak{B}_D$ is well-behaved and $\pi_W(\mathfrak{B})\psi_0 = \sum_{D \in \Omega} U_D$ where $U = \text{Cl}(\pi_W(\mathfrak{B})\psi_0)$.

We know from Theorem 4 and Lemma 31 that $\mathfrak{B}_D = W_D$. But since $\mathfrak{B}_D < \infty$, $\mathfrak{B}_D = W_D$ and therefore $\psi_0$ is well-behaved. Put $V = \pi_W(\mathfrak{B})\psi_0$ and $V_D = V \cap U_D$. Then $\psi_0 \in \sum_{D \in \Omega} V_D$ and therefore, from Lemma 6, $V = \sum_{D \in \Omega} V_D$. Since $V$ is dense in $U$ we conclude from Lemma 31 that $V_D$ is dense in $U_D$. But dim $V_D \leq$ dim $\mathfrak{B}_D < \infty$. Hence $U_2 = V_2$ and therefore $V = \sum_{D \in \Omega} U_D$.

The following theorem is of decisive significance for our purpose.

**Theorem 5.** Let $\pi$ be a permissible representation of $G$ on $\mathfrak{B}$ such that dim $\mathfrak{B}_D < \infty$ for all $D \in \Omega$. For any $\psi_0 \in \sum_{D \in \Omega} \mathfrak{B}_D$ put $U' = \pi_W(\mathfrak{B})\psi_0$ and $U = \text{Cl}(U')$. Let $M$ be the set of all closed linear subspaces of $U$ which are invariant under $\pi(G)$. Similarly let $M'$ be the set of all linear subspaces of $U'$ which are invariant under $\pi_W(\mathfrak{B})$. Then there exists a 1-1 mapping $V \rightarrow V'$ of $M$ onto $M'$ such that $V' = V \cap U'$, $V = \text{Cl}(V')$, and $V' = \sum_{D \in \Omega} V_D$.

Notice that since dim $\mathfrak{B}_D < \infty$ it follows from Lemma 34 that $\psi_0$ is well-behaved, $U$ is invariant under $\pi(G)$, and $U' = \sum_{D \in \Omega} U_D$. For any $V \in M$ put $V' = V \cap U'$. Then if $\psi \in V'$ and $X \in \mathfrak{B}_D$. License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use
\[ \pi_w(X)\psi = \lim_{t \to 0} \frac{1}{t} \left\{ \pi(\exp tX)\psi - \psi \right\} \in V \cap U' = V' \]
since \( V \) is closed. Hence \( V \) is stable under \( \pi_w(\mathcal{B}) \) and therefore, from Lemma 6, \( V' = \sum_{\mathcal{D} \in \Omega} V' \cap U_{\mathcal{D}} = \sum_{\mathcal{D} \in \Omega} V_{\mathcal{D}} \). Moreover \( \sum_{\mathcal{D} \in \Omega} V_{\mathcal{D}} \) is dense in \( V \) (Theorem 4). Hence \( V = \text{Cl}(V') \).

Conversely let \( V' \subseteq M' \). Then, again from Lemma 6, \( V' = \sum_{\mathcal{D} \in \Omega} V' \cap U_{\mathcal{D}} \).

Since every element in \( V' \) is well-behaved \( V = \text{Cl}(V') \) is invariant under \( \pi(G) \). But then, \( V_{\mathcal{D}} = \text{Cl}(V' \cap U_{\mathcal{D}}) \) (Lemma 30). Since \( \dim (V' \cap U_{\mathcal{D}}) \leq \dim \mathcal{D} < \infty \), \( V_{\mathcal{D}} = V' \cap U_{\mathcal{D}} \) and so \( V' = \sum_{\mathcal{D} \in \Omega} V_{\mathcal{D}} \). Moreover since \( V \subseteq M \) we know from the earlier part of the proof that \( V \cap U' = \sum_{\mathcal{D} \in \Omega} V_{\mathcal{D}} \). Therefore \( V \cap U' = V' \) and the theorem is proved.

Let \( \mathcal{H}_1, \mathcal{H}_2 \) be two closed subspaces of \( \mathcal{H} \) both invariant under \( \pi(G) \).

We say that \( \mathcal{H}_2 \) is maximal in \( \mathcal{H}_1 \) (with respect to \( \pi \)) if\(^{(1)} \) \( \mathcal{H}_1 > \mathcal{H}_2 \) and there exists no closed subspace \( \mathcal{H}_3 \) invariant under \( \pi(G) \) such that \( \mathcal{H}_1 > \mathcal{H}_3 > \mathcal{H}_2 \).

Then we get the following corollary from Theorem 5.

**Corollary 1.** If \( U \neq \{0\} \) there exists an element \( V \subseteq M \) such that \( V \) is maximal in \( U \).

Let \( \mathcal{M}_0 \) be the left ideal in \( \mathcal{B} \) consisting of all elements \( b \in \mathcal{B} \) such that \( \pi_w(b)\psi_0 = 0 \). Since \( U \neq \{0\} \), \( \psi_0 \neq 0 \) and therefore \( 1 \in \mathcal{M}_0 \). Therefore by Zorn's lemma there exists a maximal left ideal \( \mathcal{M} \) in \( \mathcal{B} \) containing \( \mathcal{M}_0 \). Put \( V' = \pi_w(\mathcal{M})\psi_0 \). Then it is clear that \( V' \) is not properly contained in any element of \( M' \) other than \( U' \). Put \( V = \text{Cl}(V') \). We claim \( V \) is maximal in \( U \). For let \( U \supseteq S \supseteq V \) (\( S \subseteq M \)). Then \( U' \supseteq S' \supseteq V' \) and therefore \( S' = U' \) or \( V' \). Since the mapping from \( M \) to \( M' \) is 1-1 this proves that \( S = U \) or \( V \) and \( U \neq V \) and this establishes our assertion.

**Corollary 2.** Let \( \pi \) be a quasi-simple representation of \( G \) on \( \mathcal{H} \neq \{0\} \). Then it is possible to find two closed invariant subspaces \( U \) and \( V \) in \( \mathcal{H} \) such that \( V \) is maximal in \( U \).

As before let \( W \) be the space of well-behaved elements in \( \mathcal{H} \). Then \( \sum_{\mathcal{D} \in \Omega} W_{\mathcal{D}} \) is dense in \( \mathcal{H} \) (Theorem 4). Choose \( \psi_0 \in \sum_{\mathcal{D} \in \Omega} W_{\mathcal{D}}, \psi_0 \neq 0 \), and put \( U = \text{Cl}(\pi_w(\mathcal{B})\psi_0) \). From Lemma 33, \( \dim U_{\mathcal{D}} < \infty \) (\( \mathcal{D} \subseteq \Omega \)) and so our result follows immediately from Corollary 1 above.

Let \( \pi_1, \pi_2 \) be two representations of \( G \) on the Banach spaces \( \mathcal{H}_1 \) and \( \mathcal{H}_2 \) respectively. We say that they are equivalent if there exists a linear mapping \( S \) which maps \( \mathcal{H}_1 \) topologically onto \( \mathcal{H}_2 \) such that \( \pi_2(x)S = S\pi_1(x) \) for all \( x \in G \). However in case \( \pi_1 \) and \( \pi_2 \) are both permissible we introduce the concept of a new kind of equivalence as follows. Let \( W_i \) be the space of all well-behaved elements in \( \mathcal{H}_i \), and let \( \pi_{w_i} \) be the representation of \( \mathcal{B} \) on \( W_i \) (\( i = 1, 2 \)). Put

\(^{(1)} \) \( A \) and \( B \) being two sets we write \( A > B \) or \( A < B \) if \( B \supset A \) and \( A \nleq B \).
Let $W_{i,D} = W_i \cap (\mathcal{H}_i)_D$ and $\mathcal{H}_0 = \sum_{D \in \Omega} W_{i,D}$. Then we know from Theorem 4 and Lemma 9 that $\mathcal{H}_0$ is dense in $\mathcal{H}_i$, and it is stable under $\pi_{W_i}(\mathcal{B})$. Let $\pi_D^0$ denote the representation of $\mathcal{B}$ induced on $\mathcal{H}_0$. We shall say that the representations $\pi_1, \pi_2$ are infinitesimally equivalent if there exists a 1-1 linear mapping $\alpha$ of $\mathcal{H}_0^2$ onto $\mathcal{H}_0^2$ such that $\pi_2^0(b)\alpha(\psi) = \alpha(\pi_1^0(b)\psi)$ for all $b \in \mathcal{B}$ and $\psi \in \mathcal{H}_0^0$. It is clear that if $\pi_1, \pi_2$ are equivalent they are also infinitesimally equivalent, but the converse is not true in general. However we shall see later (§11) that for irreducible unitary representations on Hilbert spaces these two concepts of equivalence actually coincide.

11. Unitary representations on a Hilbert space. In this section $\mathcal{H}$ shall stand for a Hilbert space. A representation $\pi$ of $G$ on $\mathcal{H}$ is called unitary if the operator $\pi(x)$ is unitary for every $x \in G$. For any two elements $\phi, \psi$ in $\mathcal{H}$ we denote by $\langle \phi, \psi \rangle$ their scalar product.

Theorem 6. Let $\pi$ be an irreducible representation of $G$ on a Hilbert space $\mathcal{H}$. Then every element in $\sum_{D \in \Omega} \mathcal{H}_D$ is well-behaved and $\dim \mathcal{H}_D < \infty$ ($D \in \Omega$). Moreover $\sum_{D \in \Omega} \mathcal{H}_D$ is dense in $\mathcal{H}$.

It is known that an irreducible unitary representation of $G$ on $\mathcal{H}$ is quasi-simple (see Mautner [12] and Segal [15]). Let $W$ be the space of all well-behaved elements in $\mathcal{H}$. Then $\sum_{D \in \Omega} W_D$ is dense in $\mathcal{H}$ (Theorem 4). Choose $\psi_0 \in \sum_{D \in \Omega} W_D, \psi_0 \neq 0$. Since $\pi$ is irreducible it follows from Lemma 33 that $\mathcal{H} = \text{Cl} (\pi_W(\mathcal{H})\psi_0), \pi_W(\mathcal{H})\psi_0 = \sum_{D \in \Omega} \mathcal{H}_D$, and $\dim \mathcal{H}_D < \infty$. This proves the theorem.

Theorem 7. Let $\pi$ be a quasi-simple unitary representation of $G$ on $\mathcal{H} \neq \{0\}$. Then there exists a minimal closed invariant subspace in $\mathcal{H}$.

From Corollary 2 of Theorem 5 we can choose two closed invariant subspaces $U$ and $S$ such that $S$ is maximal in $U$. Let $V$ be the orthogonal complement of $S$ in $U$. Since $\pi$ is unitary it is clear that $V$ is invariant and minimal.

The above theorem has the following significance in relation to the theory of Murray and von Neumann [14]. Let $\pi$ be a unitary representation of $G$ on $\mathcal{H}$ and $\mathcal{A}$ the smallest weakly closed algebra of bounded operators on $\mathcal{H}$ which contains $\pi(G)$. Suppose $\mathcal{A}$ is a factor, i.e. the center of $\mathcal{A}$ consists of scalar multiples of the unit operator. Then it can be shown that $\pi$ must be quasi-simple and we conclude from Theorem 7 that there exists a closed subspace $V \neq \{0\}$ which is invariant and irreducible under $\pi(G)$ and therefore under $\mathcal{A}$. But then it follows from the results of Murray and von Neumann (Lemmas 5.3.1, 5.3.8, 8.6.1) that $\mathcal{A}$ is of type $I_n$ or $I_\infty$. Thus we have proved that any factor arising from a unitary representation of semisimple Lie group in a Hilbert space is necessarily of type I.

The following theorem shows that for irreducible unitary representations infinitesimal equivalence is the same as ordinary equivalence.

(12) A closed invariant subspace $V$ is called minimal if $\{0\}$ is maximal in $V$. License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use
Theorem 8. Let \( \pi_1, \pi_2 \) be two irreducible unitary representations of \( G \) on the Hilbert spaces \( \mathcal{H}_1 \) and \( \mathcal{H}_2 \) respectively. Then they are infinitesimally equivalent if and only if they are equivalent.

It follows from Theorem 6 that \( \dim \mathcal{H}_i < \infty \) (\( i \in \Omega \)), every element in \( \mathcal{H}_i = \sum_{\mathfrak{d} \in \mathfrak{D}} \mathcal{H}_{i,\mathfrak{d}} \) is well-behaved, and \( \mathcal{H}_i^0 \) is dense in \( \mathcal{H}_i \) (\( i = 1, 2 \)). Let \( \pi_i^0 \) denote the representation of \( \mathfrak{b} \) on \( \mathcal{H}_i^0 \). Then if \( \pi_1, \pi_2 \) are infinitesimally equivalent there exists a 1-1 linear mapping \( \alpha \) of \( \mathcal{H}_1^0 \) onto \( \mathcal{H}_2^0 \) such that \( \alpha(\pi_1^0(b)\psi) = \pi_2^0(b)\alpha\psi \) for all \( \psi \in \mathcal{H}_1^0 \) and \( b \in \mathfrak{b} \). It is clear that \( \alpha(\mathcal{H}_{1,\mathfrak{d}}) = \mathcal{H}_{2,\mathfrak{d}} \) (\( \mathfrak{d} \in \Omega \)) and the representations of \( K \) induced on \( \mathcal{H}_{1,\mathfrak{d}} \) and \( \mathcal{H}_{2,\mathfrak{d}} \) are unitary and equivalent to each other. Therefore there exists a 1-1 linear mapping \( \beta_{\mathfrak{d}} \) of \( \mathcal{H}_{1,\mathfrak{d}} \) onto \( \mathcal{H}_{2,\mathfrak{d}} \) such that if \( \phi_i, \psi_i \in \mathcal{H}_{i,\mathfrak{d}} \) and \( \phi_2 = \beta_{\mathfrak{d}}\phi_1, \psi_2 = \beta_{\mathfrak{d}}\psi_1 \) then \( (\phi_1, \pi_1(u)\psi_1) = (\phi_2, \pi_2(u)\psi_2) \) for all \( u \in K \). Let \( \beta \) be the 1-1 linear mapping of \( \mathcal{H}_1^0 \) onto \( \mathcal{H}_2^0 \) such that \( \beta \) coincides with \( \beta_{\mathfrak{d}} \) on \( \mathcal{H}_{1,\mathfrak{d}} \). Now it is easily seen that for two distinct elements \( \mathfrak{d}, \mathfrak{d}' \in \Omega \) the spaces \( \mathcal{H}_{1,\mathfrak{d}} \) and \( \mathcal{H}_{1,\mathfrak{d}'} \) are mutually orthogonal and therefore \( (\phi, \pi_1(u)\psi) = (\beta\phi, \pi_2(u)\beta\psi) \) for all \( \phi, \psi \in \mathcal{H}_1^0 \) and \( u \in K \). In particular \( |\phi| = |\beta\phi| \) (\( \phi \in \mathcal{H}_1^0 \)) and since \( \mathcal{H}_1^0 \) is dense in \( \mathcal{H}_1 \) it follows that \( \beta \) can be extended uniquely to an isometric mapping of \( \mathcal{H}_1 \) onto \( \mathcal{H}_2 \). Let \( S \) denote the linear transformation of \( \mathcal{H}_1^0 \) onto itself given by \( \mathfrak{s} = \beta^{-1}\alpha\mathfrak{s} \) (\( \mathfrak{s} \in \mathcal{H}_1^0 \)). Since \( \alpha \) and \( \beta \) are isomorphisms of \( \mathcal{H}_1^0 \) onto \( \mathcal{H}_2^0 \) it follows that the inverse transformation \( S^{-1} = \alpha^{-1}\beta \) exists. Moreover it is obvious that \( S \) and \( S^{-1} \) leave \( \mathcal{H}_{1,\mathfrak{d}} \) invariant (\( \mathfrak{d} \in \Omega \)). Since \( \dim \mathcal{H}_{1,\mathfrak{d}} < \infty \) it follows immediately that there exists a linear transformation \( S^* \) of \( \mathcal{H}_1^0 \) into itself such that

\[
(S^*\phi, \psi) = (\phi, S\psi)
\]

Furthermore the inverse transformation \( S^{*-1} \) exists and \( S^*, S^{*-1} \) leave \( \mathcal{H}_{1,\mathfrak{d}} \) invariant for all \( \mathfrak{d} \in \Omega \). Put \( A = S^*S \). Then we claim that

\[
A\pi_1^0(b)A^{-1} = \pi_1^0(b)
\]

First notice that if \( X \in \mathfrak{g}_0 \) and \( \phi_i, \psi_i \in \mathcal{H}_i^0 \) (\( i = 1, 2 \)) then

\[
(\phi_i, \pi_i^0(X)\psi_i) = \lim_{t \to 0} \frac{1}{t} (\phi_i, \pi_i(\exp tX)\psi_i - \psi_i)
\]

\[
= \lim_{t \to 0} \frac{1}{t} (\pi_i(\exp -tX)\phi_i - \phi_i, \psi_i) = - (\pi_i(X)\phi_i, \psi_i)
\]

since \( \pi_i \) is a unitary representation. Hence if \( \phi, \psi \in \mathcal{H}_1^0 \),

\[
(\phi, A\pi_1^0(X)A^{-1}\psi) = (\phi, S^*S\pi_1^0(X)S^{-1}S^{*-1}\psi)
\]

\[
= (S\phi, S\pi_1^0(X)S^{-1}S^{*-1}\psi)
\]

\[
= (\beta S\phi, \pi_2^0(X)\beta S^{*-1}\psi)
\]

since \( \beta S\pi_1^0(X)S^{-1} = \alpha \pi_2^0(X)\alpha^{-1}\beta = \pi_2^0(X)\beta \). Therefore
(\phi, A \pi_1^0(X) A^{-1} \psi) = (\alpha \phi, \pi_2^0(X) \beta S^{*-1} \psi) = - (\pi_2^0(X) \alpha \phi, \beta S^{*-1} \psi)
= - (\alpha \pi_1^0(X) \phi, \beta S^{*-1} \psi)
= - (\beta^{-1} \alpha \pi_1^0(X) \phi, S^{*-1} \psi)
= - (S \pi_1^0(X) \phi, S^{*-1} \psi)
= - (\pi_1^0(X) \phi, \psi) = (\phi, \pi_1^0(X) \psi).

Since this is true for all \phi \in \mathcal{S}_1^0 and since \mathcal{S}_1^0 is dense in \mathcal{S}_1 we conclude that
\[ A \pi_1^0(X) A^{-1} \psi = \pi_1^0(X) \psi \quad (\psi \in \mathcal{S}_1^0, X \in \mathcal{S}_0) \]
and from this our assertion follows immediately.

Now choose \mathcal{S}_0 \in \Omega$ such that \( \mathcal{S}_1 \mathcal{S}_2 \neq \{0\} \). Since \( A \) leaves \( \mathcal{S}_1 \mathcal{S}_2 \) invariant and since \( \text{dim} \mathcal{S}_1 \mathcal{S}_2 < \infty \) we can find an element \( \psi_0 \in \mathcal{S}_1 \mathcal{S}_2 \) (\( \psi_0 \neq 0 \)) and a complex number \( c \) such that \( A \psi_0 = c \psi_0 \). But \( |c \psi_0|^2 = (\psi_0, S^* \psi_0) = |S \psi_0|^2 \) and \( S \psi_0 \neq 0 \). Therefore \( c \) is real and positive. Moreover \( A \pi_1^0(b) \psi_0 = \pi_2^0(b) \psi_0 = c \pi_2^0(b) \psi_0 \) (\( b \in \mathbb{B} \)). Let \( V = \pi_0^0(\mathbb{B}) \psi_0 \). Since \( \pi_1 \) is irreducible it follows from Lemma 33 that \( \forall \mathcal{S}_1 \) and \( V = \sum_{\mathcal{S}_0} \mathcal{S}_1 \mathcal{S}_2 = \mathcal{S}_0^0 \). Therefore \( A \psi = c \psi \) for all \( \psi \in \mathcal{S}_0^0 \). Now \( |c \phi|^2 = |S \phi|^2 = (\phi, A \psi) = c |\phi|^2 \) (\( \psi \in \mathcal{S}_0^0 \)) and so \( \alpha \) is continuous. Hence it may be extended uniquely to a linear mapping of \( \mathcal{S}_1 \) into \( \mathcal{S}_2 \) such that \( |c \phi| = c |\phi| \) (\( \psi \in \mathcal{S}_1 \)). Since \( c > 0 \), \( \alpha \) maps \( \mathcal{S}_1 \) topologically into \( \mathcal{S}_2 \) and therefore \( \alpha \mathcal{S}_1 \), being complete, is closed in \( \mathcal{S}_2 \). But \( \mathcal{S}_1 \mathcal{S}_2 \subseteq \mathcal{S}_0 \) and \( \mathcal{S}_2 \) is dense in \( \mathcal{S}_2 \). Hence \( \mathcal{S}_1 \mathcal{S}_2 \mathcal{S}_2 \mathcal{S}_2 \).

Now let \( \psi \in \mathcal{S}_0^0 \). Then by Theorem 2 we can choose a neighbourhood \( V \) of zero in \( \mathcal{S}_0^0 \) such that \( X \in V \), \( \pi_1(\exp X) \psi = \sum_{n \geq 0} (1/n!) \pi_1^n(X^n) \psi \) and \( \pi_2(\exp X) \alpha \psi = \sum_{n \geq 0} (1/n!) \pi_2^n(X^n) \alpha \psi \). But since \( \alpha \) is a continuous linear mapping we find that
\[ \alpha_2(X) \psi = \sum_{n \geq 0} \frac{1}{n!} \alpha_2(X^n) \psi = \sum_{n \geq 0} \frac{1}{n!} \alpha X^n \alpha \psi = \alpha_2(\exp X) \alpha \psi \quad (X \in V) \]
Put \( \psi(X) = \alpha \pi_1(\exp X) \psi - \pi_2(\exp X) \alpha \psi \) (\( X \in \mathcal{S}_0^0 \)). It is obvious that the mapping \( X \rightarrow \psi(X) \) is analytic. Hence if \( \phi \) is an element in \( \mathcal{S}_2 \), \( (\phi, \psi(X)) \) is an analytic function on \( \mathcal{S}_0^0 \) which is zero on \( V \). This however implies that \( (\phi, \psi(X)) = 0 \) for all \( X \in \mathcal{S}_0^0 \). This being true for every \( \phi \in \mathcal{S}_2 \) it follows that \( \psi(X) = 0 \) (\( X \in \mathcal{S}_0^0 \)). Hence \( \alpha \pi_1 (\exp X) \psi = \pi_2 (\exp X) \alpha \psi \) (\( X \in \mathcal{S}_0^0, \psi \in \mathcal{S}_1 \)). But \( \mathcal{S}_1 \) is dense in \( \mathcal{S}_1 \) and therefore this relation is actually true for all \( \psi \in \mathcal{S}_1 \). Moreover since \( G \) is generated by the elements \( \exp X \) (\( X \in \mathcal{S}_0^0 \)), it follows that \( \alpha \pi_1 (x) \psi = \pi_2 (x) \alpha \psi \) (\( x \in G \), \( \psi \in \mathcal{S}_1 \)) and therefore \( \pi_1 \), \( \pi_2 \) are equivalent. Conversely, if \( \pi_1 \), \( \pi_2 \) are equivalent, it is obvious that they are infinitesimally equivalent. Hence the theorem.

Let \( \pi \) be a permissible representation of \( G \) on a Banach space \( \mathcal{S} \) and let \( W \) be the space of all well-behaved elements in \( \mathcal{S} \). Put \( \mathcal{S}_0 = \sum_{\mathcal{S}_E} W \mathcal{S}_E \). We
know that \( \mathfrak{S}_0 \) is stable under the representation of \( \mathfrak{B} \) on \( W \) (Lemma 9). Let \( \pi_0 \) denote the representation of \( \mathfrak{B} \) on \( \mathfrak{S}_0 \). We shall say that \( \pi \) is \textit{infinitesimally unitary} if it is possible to define a scalar product \( \langle \psi, \phi \rangle \) \( (\psi, \phi \in \mathfrak{S}_0) \) such that under this product \( \mathfrak{S}_0 \) becomes a (possibly incomplete) Hilbert space and \( \langle \psi, \pi_0(X)\phi \rangle = -\langle \pi_0(X)\psi, \phi \rangle \) for all \( \psi, \phi \in \mathfrak{S}_0 \) and \( X \in \mathfrak{g}_0 \).

**Theorem 9.** Let \( \pi \) be a quasi-simple irreducible representation of \( G \) on a Banach space. Then if \( \pi \) is infinitesimally unitary, it is infinitesimally equivalent to a unitary representation \( \sigma \) of \( G \) on a Hilbert space. Moreover, \( \sigma \) is unique, apart from equivalence, and it is irreducible.

We keep to the above notation. Then it follows from Lemma 33 that \( \mathfrak{S}_0 = \sum_{\mathfrak{D} \in \mathfrak{A}} \mathfrak{S}_\mathfrak{D} \). Let \( (\phi, \psi) \) be the scalar product in \( \mathfrak{S}_0 \) satisfying the above-mentioned properties with respect to \( \pi_0 \). We can then complete \( \mathfrak{S}_0 \) with respect to the norm \( \|\psi\| = \langle \psi, \psi \rangle^{1/2} \) \( (\psi \in \mathfrak{S}_0) \) and thus obtain a (complete) Hilbert space \( V \). We shall now define a representation \( \sigma \) of \( G \) on \( V \).

Let \( \psi_0 \) be a fixed element in \( \mathfrak{S}_0 \) \( (\psi_0 \neq 0) \). Consider the mapping

\[
T: (x, y, z) \rightarrow \pi(x)\pi(y)\pi(z)\psi_0 = \pi(xyz)\psi_0 \quad (x, y, z \in G)
\]

of \( G \times G \times G \) into \( \mathfrak{S} \). Since \( \psi_0 \) is well-behaved since \( (x, y, z) \rightarrow xyz \) is an analytic mapping of \( G \times G \times G \) into \( G \), \( T \) is analytic (Lemma 16). Hence we can find an open convex neighbourhood \( U \) of zero in \( \mathfrak{g}_0 \) such that \( U = -U \) and

\[
\pi(\exp rX)\pi(\exp sY)\pi(\exp tZ)\psi_0 = \sum_{m,n,p} \psi_{m,n,p}(X, Y, Z)r^m s^n t^p
\]

\( (\psi_{m,n,p}(X, Y, Z) \in \mathfrak{S}) \) for \( X, Y, Z \in U \) provided \( |r|, |s|, |t| \leq 1 \). Now from the corollary to Lemma 15 we find that

\[
\left\{ \frac{\partial^m}{\partial r^m} \frac{\partial^n}{\partial s^n} \frac{\partial^p}{\partial t^p} \left( \pi(\exp rX)\pi(\exp sY)\pi(\exp tZ)\psi_0 \right) \right\}_{r=s=t=0} = m! n! p! \psi_{m,n,p}(X, Y, Z).
\]

Moreover we know from Theorem 2 that

\[
\pi(\exp tZ)\psi_0 = \sum_{p \geq 0} \frac{t^p}{p!} \pi_0(Z^p)\psi_0
\]

if \( |t| \) is sufficiently small. Since \( \pi(\exp rX)\pi(\exp sY) \) is a bounded operator,

\[
\pi(\exp rX)\pi(\exp sY)\pi(\exp tZ)\psi_0 = \sum_{p} \frac{t^p}{p!} \pi(\exp rX)\pi(\exp sY)\pi_0(Z^p)\psi_0.
\]

Hence

\[
\left\{ \frac{\partial^p}{\partial t^p} \left( \pi(\exp rX)\pi(\exp sY)\pi(\exp tZ)\psi_0 \right) \right\}_{t=0} = \pi(\exp rX)\pi(\exp sY)\pi_0(Z^p)\psi_0.
\]
Again since \( \pi_0(Z^r)\psi_0 \) is well-behaved,

\[
\pi(\exp sY)\pi_0(Z^r)\psi_0 = \sum_{n=0}^{\infty} \frac{s^n}{n!} \pi_0(Y^n)\pi_0(Z^r)\psi_0
\]

provided \(|s|\) is sufficiently small and so we find in the same way as above that

\[
\left\{ \frac{\partial^n}{\partial s^n} \left( \pi(\exp rX)\pi(\exp sY)\pi_0(Z^r)\psi_0 \right) \right\}_{s=0}
= \pi(\exp rX)\pi_0(Y^n)\pi_0(Z^r)\psi_0.
\]

Repeating the same argument once more we get finally

\[
\left\{ \frac{\partial^{m+n+p}}{\partial r^m \partial s^n \partial t^p} \left( \pi(\exp rX)\pi(\exp sY)\pi(\exp tZ)\psi_0 \right) \right\}_{r=s=t=0}
= \pi_0(X^m)\pi_0(Y^n)\pi_0(Z^r)\psi_0.
\]

Hence

\[
\psi_{m,n,p}(X, Y, Z) = \frac{1}{m!n!p!} \pi_0(X^mY^nZ^r)\psi_0
\]

and

\[
\pi(\exp rX)\pi(\exp sY)\pi(\exp tZ)\psi_0 = \sum_{m,n,p=0}^{\infty} \frac{r^m s^n t^p}{m!n!p!} \pi_0(X^mY^nZ^r)\psi_0
\]

provided \(|r|, |s|, |t| \leq 1\). Let \( Z_1, \ldots, Z_q \) be a base for \( g_0 \) over \( R \). We can choose \( \varepsilon > 0 \) such that if \(|i_1|, \ldots, |i_q| \leq \varepsilon, Z_t = i_1Z_1 + \cdots + i_qZ_q \) lies in \( U \) \((t \in R, 1 \leq i \leq q)\). Hence

\[
\pi(\exp rX)\pi(\exp sY)\pi(\exp tZ_t)\psi_0 = \sum_{m,n,p=0}^{\infty} \frac{r^m s^n t^p}{m!n!p!} \pi_0(X^mY^nZ^r_t)\psi_0.
\]

But

\[
Z_t^p = p! \sum_{p_1+p_2+\cdots+p_q = p} \frac{t_1^{p_1} \cdot \cdots \cdot t_q^{p_q}}{p_1!p_2! \cdot \cdots \cdot p_q!} Z(p_1, p_2, \ldots, p_q)
\]

where the sum is over all integers \( p_1, \ldots, p_q \geq 0 \) such that \( p_1+p_2+\cdots+p_q = p \) and

\[
Z(p_1, p_2, \ldots, p_q) = \frac{1}{p!} \sum_{\omega} Z_{i_{\omega(1)}}Z_{i_{\omega(2)}} \cdots Z_{i_{\omega(p)}}.
\]

Here \( \{i_1, i_2, \ldots, i_p\} \) is a set of \( p \) integers such that exactly \( p_j \) of them are equal to \( j \) \((1 \leq j \leq q)\) and the sum is over all permutations \( \omega \) of the \( p \) integers \((1, 2, \ldots, p)\). Therefore
\[ \left\{ \frac{\partial^{q_1+\cdots+q_p}}{\partial q_1^{t_1} \cdots \partial q_p^{t_p}} (\pi(\exp rX)\pi(\exp sY)\pi(\exp Z)\psi_0) \right\}_{t_1=t_2=\cdots=t_p=0} = \sum_{m,n \geq 0} \frac{r^m s^n}{m! n!} \pi_0(X^m Y^n) \pi_0(Z(p_1, \ldots, p_q)) \psi_0. \]

Since the elements \(Z(p_1, p_2, \ldots, p_q)\) all taken together span \(S\) (see \([8(a)]\)) it follows that

\[ \pi(\exp rX)\pi(\exp sY)\pi_0(b) = \sum_{m,n \geq 0} \frac{r^m s^n}{m! n!} \pi_0(X^m Y^n) \pi_0(b) \psi_0 \quad (X, Y \in U) \]

for any \(b \in S\) and \(|r|, |s| \leq 1\). However, since \(\pi\) is quasi-simple and irreducible, it follows from Lemma 33 that \(\pi_0(S)\psi_0 = \mathcal{S}_0\). Therefore if we let \(r = s = 1\) we get

\[ \pi(\exp X)\pi(\exp Y)\psi = \sum_{m,n \geq 0} \frac{1}{m! n!} \pi_0(X^m Y^n) \psi \]

for all \(\psi \in \mathcal{S}_0\) and \(X, Y \in U\). Now put \(\exp_m Z = 1 + Z + Z^2/2! + \cdots + Z^m/m! \in S\) for any \(Z \in \mathcal{S}_0\). Then the above equation may be written as follows:

\[ \pi(\exp X)\pi(\exp Y)\psi = \lim_{m \to \infty, n \to \infty} (\mathcal{S})\pi_0(\exp_m X)\pi_0(\exp_n Y) \psi \quad (X, Y \in U, \psi \in \mathcal{S}_0). \]

Here \(\lim (\mathcal{S})\) means limit in \(\mathcal{S}\).

Let \(E_\mathcal{S}\) denote the projection of \(\mathcal{S}\) on \(\mathcal{S}_\mathcal{S}\) (see \(\S 8\)). Since \(\mathcal{S}_\mathcal{S}\) is a finite-dimensional subspace of \(V\) it may itself be regarded a Hilbert space. Moreover \(\mathcal{S}_\mathcal{S}\) is invariant under \(\pi(K)\) and since \((\phi_1, \pi_0(X)\phi_2) = -(\pi_0(X)\phi_1, \phi_2) \quad (X \in \mathfrak{g}_0, \phi_1, \phi_2 \in \mathcal{S}_\mathcal{S})\) it is clear that the representation of \(K\) induced on \(\mathcal{S}_\mathcal{S}\) is unitary. From this it follows immediately that if \(\mathcal{S}_1 \neq \mathcal{S}_2\), then \(\mathcal{S}_{1\mathcal{S}}\) and \(\mathcal{S}_{2\mathcal{S}}\) are mutually orthogonal subspaces of \(\mathcal{S}_0\) (\(\mathcal{S}_1, \mathcal{S}_2 \in \Omega\)). Hence \((E_\mathcal{S}\phi_1, \phi_2) = (\phi_1, E_\mathcal{S}\phi_2) \quad (\phi_1, \phi_2 \in \mathcal{S}_0)\). For any finite subset \(F\) of \(\Omega\) put \(E_F = \sum_{\mathcal{S} \in F} E_\mathcal{S}\). Then \(E_F\) is a bounded linear operator on \(\mathcal{S}\) and therefore if \(\psi \in \mathcal{S}_0\),

\[ \lim_{m \to \infty, n \to \infty} (\mathcal{S})E_F \pi_0(\exp_m X) \pi_0(\exp_n Y) \psi = E_F \pi(\exp X)\pi(\exp Y)\psi \quad (X, Y \in U). \]

But \(E_F \mathcal{S} = \sum_{\mathcal{S} \in F} \mathcal{S}_\mathcal{S}\) is a finite-dimensional subspace contained in \(\mathcal{S}_0\). Hence the two topologies induced in \(E_F \mathcal{S}\) by \(\mathcal{S}\) and \(V\) are the same. Therefore

\[ \lim_{m \to \infty, n \to \infty} (V)E_F \pi_0(\exp_m X) \pi_0(\exp_n Y) \psi = E_F \pi(\exp X)\pi(\exp Y)\psi \quad (X, Y \in U) \]

where \(\lim (V)\) denotes limit in \(V\). Now

\[ \|\pi_0(\exp_m X)\psi\|^2 = (\pi_0(\exp_m X)\psi, \pi_0(\exp_m X)\psi) \]

\[ = (\psi, \pi_0(\exp_m (-X) \exp_m X)\psi) \quad (X \in \mathfrak{g}_0) \]
since \((\pi_0(Z)\phi_1, \phi_2) = -(\phi_1, \pi_0(Z)\phi_2)\) for all \(\phi_1, \phi_2 \in \mathcal{G}_0\) and \(Z \in \mathcal{G}_0\). Choose \(F\) such that \(\psi \in E\). Then if \(X \in U\) we have

\[
\lim_{m \to \infty} \|\pi_0(\exp_m X)\psi\|^2 = \lim_{m \to \infty} (\psi, \pi_0(\exp_m (-X))\pi_0(\exp_m X)\psi)
\]

\[
= \lim_{m \to \infty} (\psi, E\pi_0(\exp_m (-X))\pi_0(\exp_m X)\psi)
\]

\[
= (\psi, \lim_{m \to \infty} E\pi_0(\exp_m (-X))\pi_0(\exp_m X)\psi)
\]

\[
= (\psi, E\pi_0(\exp -X)\pi(\exp X)\psi) = (\psi, E\psi) = \|\psi\|^2.
\]

This proves that the sequence \(\pi_0(\exp_m X)\psi\) is bounded in \(V\). Moreover, for any \(\phi \in \mathcal{G}_0\) we can choose a finite subset \(F\) of \(\Omega\) such that \(\phi \in E\) and therefore

\[
\lim_{m \to \infty} (\phi, \pi_0(\exp_m X)\psi) = \lim_{m \to \infty} (\phi, E\pi_0(\exp_m X)\psi) = (\phi, E\pi_0(\exp X)\psi).
\]

Since \(\mathcal{G}_0\) is dense in \(V\), it follows that the sequence \(\pi_0(\exp_m X)\psi\) is weakly convergent in \(V\). Let \(A(X)\psi\) denote the weak limit of this sequence in \(V\). Then it is obvious that \(A(X)\) is a linear operator with domain \(\mathcal{G}_0\). We shall now show that \(A(X)\) is bounded. Let \(\phi \in \mathcal{G}_0\). Then

\[
(\phi, A(X)\psi) = \lim_{n \to \infty} (\phi, \pi_0(\exp_n X)\psi).
\]

Hence \(|(\phi, A(X)\psi)| \leq \|\phi\| \lim_{n \to \infty} \|\pi_0(\exp_n X)\psi\| = \|\phi\| \|\psi\|\) as we have seen above. Since \(\mathcal{G}_0\) is dense in \(V\) it follows that

\[
|(\phi, A(X)\psi)| \leq \|\phi\| \|\psi\|
\]

for all \(\phi \in V\) and therefore \(\|A(X)\psi\| \leq \|\psi\|\). As this is true for all \(\psi \in \mathcal{G}_0\), \(A(X)\) is bounded and therefore it may be extended in a unique manner to a bounded linear operator on \(V\). We shall denote this extension again by \(A(X)\). Then it is clear that

\[
\|A(X)\| = \sup_{\psi \in \mathcal{S}_1} \|A(X)\psi\| \leq 1 \quad (\psi \in V).
\]

We now claim that \(A(X)\) is a unitary operator. For if \(X, Y \in U\) and \(\phi, \psi \in \mathcal{G}_0\),

\[
(\phi, A(X)A(Y)\psi) = (A^*(X)\phi, A(Y)\psi)
\]

where \(A^*(X)\) is the adjoint of \(A(X)\). Therefore

\[
(\phi, A(X)A(Y)\psi) = \lim_{n \to \infty} (A^*(X)\phi, \pi_0(\exp_n Y)\psi)
\]

\[
= \lim_{n \to \infty} (\phi, A(X)\pi_0(\exp_n Y)\psi)
\]

\[
= \lim_{n \to \infty} (\lim_{m \to \infty} (\phi, \pi_0(\exp_m X)\pi_0(\exp_n Y)\psi)
\]
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since \( \pi_0 (\exp_n Y) \in \mathfrak{g}_0 \). Now choose \( F \) such that \( \phi \in E_F \mathfrak{g}_1 \). Then we have seen above that

\[
(\phi, E_F \pi(\exp X) \pi(\exp Y) \psi) = \lim_{m \to \infty} (\phi, \pi_0(\exp X) \pi_0(\exp_n Y) \psi).
\]

Therefore

\[
(\phi, A(X)A(\psi)) = (\phi, E_F \pi(\exp X) \pi(\exp Y) \psi).
\]

In particular if we put \( Y = -X \) we get

\[
(\phi, A(X)A(-X) \psi) = (\phi, E_F \psi) = (\phi, \psi).
\]

Since \( A(X)A(-X) \) is a bounded operator and since \( \mathfrak{g}_0 \) is dense in \( \mathfrak{g} \), we conclude that \( A(X)A(-X) = I \) where \( I \) is the unit operator. Replacing \( X \) by \( -X \) we obtain \( A(-X)A(X) = I \). This shows that \( A(X) \) is regular (i.e. it has a two-sided bounded inverse). Moreover,

\[
\| \psi \| = \| A(-X)A(\psi) \| \leq \| A(\psi) \| \leq \| \psi \|
\]

since \( \| A(-X) \| \) and \( \| A(\psi) \| \) are both \( \leq 1 \). Therefore \( \| A(\psi) \| = \| \psi \| \) and this proves that \( A(X) \) is unitary.

For any \( \mathfrak{g} \subseteq \Omega \) let \( E'_F \) denote the orthogonal projection of \( V \) on \( \mathfrak{g}_0 \). Since \( \mathfrak{g}_0 \) is dense in \( V \), it is clear that for any \( \psi \in V \) the series \( \sum_{\mathfrak{g} \subseteq \Omega} E_{2\mathfrak{g}} \psi \) converges to \( \psi \) in \( V \). For any finite subset of \( F \) of \( \Omega \) put \( E'_F = \sum_{\mathfrak{g} \subseteq F} E'_F \). It is obvious that the operators \( E'_F \) and \( E_F \) coincide on \( \mathfrak{g}_0 \). We shall now prove that if \( X_1, \ldots, X_r \in U \) and \( \psi \in \mathfrak{g}_0 \) then

\[
E'_F A(X_1) A(X_2) \cdots A(X_r) \psi = E_F \pi(\exp X_1) \pi(\exp X_2) \cdots \pi(\exp X_r) \psi
\]

for any finite subset \( F \) of \( \Omega \). First notice that since strong and weak convergence in \( E_F \) \( V \) are the same,

\[
E'_F A(X_1) \psi = \lim_{n \to \infty} E_F \pi_0(\exp X_1) \psi = E_F \pi(\exp X_1) \psi
\]

and therefore our statement is true if \( r = 1 \). So we may assume \( r \geq 2 \) and use induction on \( r \). Put \( \phi = \pi(\exp X_2) \cdots \pi(\exp X_r) \psi \) and \( \phi' = A(X_2) \cdots A(X_r) \psi \). Then if \( F_1 \) is any finite subset of \( \Omega \) it follows from our induction hypothesis that

\[
E_F', \phi' = E_F, \phi = \phi_{F_1} \text{ (say)}.
\]

Moreover \( \phi_{F_1} \in E_F, \mathfrak{g} \subseteq \mathfrak{g}_0 \), and therefore

\[
E'_F A(X_1) \phi_{F_1} = E_F \pi(\exp X_1) \phi_{F_1}.
\]

Since \( \psi \) is well-behaved in \( \mathfrak{g} \), the same holds for \( \phi \). Therefore from Lemma 31 the series \( \sum_{\mathfrak{g} \subseteq \Omega} E_{2\mathfrak{g}} \phi \) converges to \( \phi \) in \( \mathfrak{g} \). On the other hand, we have seen
above that \( \sum_{\mathbf{D} \in \mathcal{D}} E_F^{\mathbf{D}} \phi' \) converges to \( \phi' \) in \( V \). Therefore, since \( E_F A(X_1) \) and \( E_F \pi(\exp X_1) \) are bounded operators in \( V \) and \( \mathcal{D} \) respectively and since 
\[ \phi_{F_1} = \sum_{\mathbf{D} \in F_1} E_F^{\mathbf{D}} \phi = \sum_{\mathbf{D} \in F_1} E_F^{\mathbf{D}} \phi', \]
it follows from the above result that 
\[ E_F A(X_1) \phi' = E_F \pi(\exp X_1) \phi \]
and this proves our assertion.

Now suppose \( X_1, \ldots, X_r \) is a finite set of elements in \( U \) such that \( \exp X_1 \cdots \exp X_r = 1 \). Then for any \( \phi, \psi \in \mathcal{D}_0 \),
\[
(\phi, A(X_1) A(X_2) \cdots A(X_r) \psi) = (\phi, E_F A(X_1) \cdots A(X_r) \psi) = (\phi, E_F \pi(\exp X_1) \cdots \pi(\exp X_r) \psi) = (\phi, E_F \psi) = (\phi, \psi)
\]
where \( F \) is so chosen that \( \phi \in E_F \mathcal{D} \). Since \( \mathcal{D}_0 \) is dense in \( V \) and since \( A(X_1) A(X_2) \cdots A(X_r) \) is a bounded operator in \( V \), this proves that \( A(X_1) A(X_2) \cdots A(X_r) = I \).

We know that every \( x \in G \) can be written in the form \( x = \exp X_1 \exp X_2 \cdots \exp X_r \) \( (X_i \in U, 1 \leq i \leq r) \). Then if we put \( \sigma(x) = A(X_1) \cdots A(X_r) \) it is clear from what we have proved above that \( \sigma(x) \) depends only on \( x \) and not on the choice of \( X_1, \ldots, X_r \) and \( \sigma(xy) = \sigma(x) \sigma(y) \). Moreover \( \sigma(x) \) is obviously a unitary operator and \( \sigma(1) = I \). Hence it follows from well known arguments (see Godement [7(a)]) that in order to show that \( \sigma \) is a representation of \( G \) on \( V \) it is sufficient to prove that \( \lim_{x \to 0} (\phi, \sigma(x) \psi) = (\phi, \psi) \) for any two elements \( \phi, \psi \in V \). First suppose \( \phi, \psi \in \mathcal{D}_0 \). Choose \( F \) so that \( \phi \in E_F \mathcal{D} \). Then
\[ E_F A(X) \psi = E_F \pi(\exp X) \psi \]
and therefore
\[ (\phi, \sigma(\exp X) \psi) = (\phi, E_F \pi(\exp X) \psi). \]

Now as \( X \to 0 \), \( \pi(\exp X) \psi \to \psi \) and since \( E_F \) is a bounded operator on \( \mathcal{D} \), \( E_F \pi(\exp X) \psi \to E_F \psi \). Hence
\[ \lim_{X \to 0} (\phi, \sigma(\exp X) \psi) = (\phi, E_F \psi) = (\phi, \psi). \]

Now if we take into account the fact that \( \mathcal{D}_0 \) is dense in \( V \) and \( \sigma(x) \) is unitary, it follows immediately that \( \lim_{x \to 1} (\phi, \sigma(x) \psi) = (\phi, \psi) \) for all \( \phi, \psi \in V \). Therefore \( \sigma \) is a unitary representation of \( G \) on \( V \). Moreover, it is obvious that for any \( u \in K \) the operators \( \sigma(u) \) and \( \pi(u) \) coincide on \( \mathcal{D}_0 \) and therefore since \( \pi \) is a permissible representation and since \( \mathcal{D}_0 \) is dense in \( V \), \( \sigma \) is also permissible. Hence it follows from Lemmas 30 and 34 that \( V_2 = \mathcal{D}_2 \) and every element in \( \mathcal{D}_0 \) is well-behaved under \( \sigma \). Let \( X \in U \) and \( \phi, \psi \in \mathcal{D}_0 \). Then
\[ (\phi, \sigma(\exp X) \psi) = (\phi, E_F \sigma(\exp X) \psi) = (\phi, E_F \pi(\exp X) \psi) \]
where $F$ is so chosen that $\phi \in E_F$. Therefore

$$\lim_{t \to 0} \frac{1}{t} (\phi, (\exp tX)\psi - \psi) = \lim_{t \to 0} \frac{1}{t} (\phi, E_F(\pi(\exp tX)\psi - \psi))$$

$$= (\phi, E_F(\pi_0(X)\psi)) = (\phi, \pi_0(X)\psi).$$

Since $\pi_0$ is dense in $V$ and since $\psi$ is well-behaved under $\sigma$ this shows that

$$\lim_{t \to 0} \frac{1}{t} (\sigma(\exp tX)\psi - \psi) = \pi_0(X)\psi.$$ 

Therefore the representation of $\mathfrak{B}$ on $\pi_0$ corresponding to $\sigma$ coincides with $\pi_0$, and this proves that $\pi$ and $\sigma$ are infinitesimally equivalent. Since $\pi$ is irreducible, it follows from Theorem 5 that $\pi_0$ is irreducible under $\pi_0$ and therefore $\sigma$ is also irreducible.

Finally, if $\tau$ is any permissible unitary representation of $G$ on a Hilbert space $\mathfrak{H}$ which is infinitesimally equivalent to $\pi$, and $x_0$, and this proves that $x$ and $\tau$ are infinitesimally equivalent. Since $x$ is irreducible, it follows from Theorem 5 that $\pi_0$ is irreducible under $\pi_0$ and therefore $\tau$ is also irreducible.

12. **Explicit construction of some representations.** We shall now give a method for constructing a certain class of representations of $G$. This is a generalisation of a method given by Gelfand and Naimark [6(a), (b)] in the case when $G$ is a complex semi-simple Lie group (see also [8(e), Part IV]).

First we compute the Haar measure of $G$ in terms of the Haar measures of $K$, $A_+$, and $N$, respectively. The group $A_+$ being simply-connected, we denote by $\log h$ ($h \in A_+$) the unique element $hG = h$ such that $H = \exp H$. Moreover set $p = 2^{-1} \sum_{\alpha \in \mathfrak{P}} \alpha$ where the notation is that of Lemma 5.

**Lemma 5.** Let $dx, du, dh$, and $dn$ denote the elements of Haar measures on $G, K, A_+$, and $N$ respectively. Then

$$dx = e^{2\rho(\log h)} du dh dn \quad (x = uhn, u \in K, h \in A_+, n \in N).$$

Let $S = A_+N$. Then in the notation of Lemma 27 $dx = \mu(s)uds$ ($x = us$, $u \in K, s \in S$ where $\mu(s) = \det Ad_S(s)/\det Ad(s)$ and $ds$ is the element of the left-invariant measure on $S$). But since $G$ is semi-simple, $\det Ad(x) = 1$ for all $x \in G$. Hence $\mu(s) = \det Ad_S(s)$. Moreover, by applying the same lemma to $S = A_+N$ we get

$$ds = \frac{\det Ad_N(n)}{\det Ad_S(n)} dh dn \quad (s = hn, h \in A_+, n \in N)$$

(13) It seems very likely that this method gives all irreducible quasi-simple representations within infinitesimal equivalence (see [8(d)]).

(14) For the meaning of the various symbols see the beginning of Part III (§8).
where $n \rightarrow \text{Ad}_N (n)$ is the adjoint representation of $N$. Since $N$ is nilpotent, $\det \text{Ad}_N (n) = 1$ and therefore

$$dx = \det \text{Ad}_S (h) \, du \, dn = e^{2 \pi \log h} \, du \, dn,$$

in the notation of Lemma 5.

Let $u \rightarrow u^*$ denote the natural mapping of $K$ on $K^* = K/D \cap Z$ and let $du^*$ denote the element of Haar measure of $K^*$ so normalised that $\int_{K^*} du^* = 1$. Let $L_2(K^*)$ denote the Hilbert space of all square integrable functions $f$ on $K^*$. We shall now define a class of representations of $G$ on $L_2(K^*)$. For any $x \in G$ and $u \in K$ write $xu = u_x h(x, u) n(x, u)$ $(u_x \in K, h(x, u) \in A_+, n(x, u) \in N)$. Moreover, let $\Gamma(u)$ denote the unique element in $a_0$ such that $u \exp (- \Gamma(u))$ lies in the commutator group $K'$ of $K$. Then it is easy to verify that $(u_x)^*, \Gamma(u_x) = \Gamma(u)$, and $h(x, u)$ depend only on $x$ and $u^*$. Hence we may write them as $u^*_x, \Gamma(x, u^*)$, and $h(x, u^*)$ respectively. It is obvious that these elements depend continuously on $(x, u^*)$. Put $H(x, u^*) = \log h(x, u^*)$.

**Lemma 36.** If $x, y \in G$, then $u^*_x = (u^*_y) y$ and

$$H(yx, u^*) = H(y, u^*_x) + H(x, u^*), \quad \Gamma(yx, u^*) = \Gamma(y, u^*_x) + \Gamma(x, u^*).$$

For we have $xu = u_x h(x, u) n_1$ $(n_1 \in N)$ and therefore

$$yxu = yu_x h(x, u) n_1 = (u_x) y h(y, u_x) n_2 h(x, u) n_1 \quad (n_2 \in N)$$

where $n'_2 = (h(x, u))^{-1} n_2 h(x, u) \in N$. Therefore

$$(u)_y z = (u)_y, \quad h(yx, u) = h(y, u_x) h(x, u)$$

and

$$\Gamma(yx, u) = \Gamma(u_x z) - \Gamma(u) = \Gamma((u_x)_y) - \Gamma(u) + \Gamma(u_x) - \Gamma(u)$$

$$= \Gamma(y, u_x) + \Gamma(x, u).$$

The statements of the lemma now follow immediately.

Let $\pi$ and $\mu$ be (complex-valued) linear functions on $\mathfrak{h}_p$ and $\mathfrak{c}_x$ respectively. Then we define a representation $\pi_{\mu, \nu}$ of $G$ on $L_2(K^*)$ as follows. For any $f \in L_2(K^*)$, $\pi_{\mu, \nu}(x) f$ $(x \in G)$ is the function $g$ given by

$$g(u^*) = e^{-\nu (\Gamma(x^{-1} u^*) - \Gamma(u^*))} e^{-\nu' H(x^{-1} u^*)} f(u^*)$$

where $\nu' = \nu + 2 \pi$. First of all, we have to verify that $g \in L_2(K^*)$. Notice that if $y = u h n$ $(u \in K, h \in A_+, n \in N)$ then

$$xy = u_x h(x, u) h^{-1} n(x, u) h n.$$
since $d(h(x, u)h) = dh$ for fixed $x$ and $u$ and $d((h^{-1}n(x, u)h)n) = dn$ for fixed $x, u,$ and $h$. This shows that $du = e^{\rho(\mathcal{H}(x, u))}du_n$ and from this it follows immediately that

$$du^* = e^{2\rho(\mathcal{H}(x, u^*))}du_n^*$$

since $K$ and $K^*$ are locally isomorphic. Hence

$$\int_{K^*} |g(u^*)|^2 du^* = \int_{K^*} |g(u_n^*)|^2 du_n^* = \int_{K^*} |g(u_n^*)e^{-\rho(\mathcal{H}(x, u^*))}|^2 du_n^*.$$  

Now $\Gamma(x^{-1}, u_n^*) = -\Gamma(x, u^*)$ and $H(x^{-1}, u_n^*) = -H(x, u^*)$ from Lemma 36. Therefore

$$g(u_n^*)e^{-\rho(\mathcal{H}(x, u^*))} = e^{\rho(\mathcal{H}(x, u^*))}e^{(\rho(-\rho(\mathcal{H}(x, u^*)))f(u^*)}.$$  

The function $|e^{\rho(\mathcal{H}(x, u^*))}e^{(\rho(-\rho(\mathcal{H}(x, u^*)))f(u^*)}$ being continuous is bounded on the compact set $K^*$ and therefore if $M_n$ is a bound for it

$$\int_{K^*} |g(u^*)|^2 du^* \leq M_n^2 \int |f(u^*)|^2 du^* < \infty.$$  

Hence $g \in L_2(K^*)$ and $|\pi_{\mu,v}(x)| \leq M_n$, so that $\pi_{\mu,v}(x)$ is bounded. Moreover, it follows easily from Lemma 36 that $\pi_{\mu,v}(y)\pi_{\mu,v}(x) = \pi_{\mu,v}(yx)$ ($x, y \in G$). Therefore, it only remains to verify the continuity of $\pi_{\mu,v}$. Let $U$ be a compact neighbourhood of $1$ in $G$. Then

$$\sup_{x \in U} |e^{\rho(\mathcal{H}(x, u^*))}e^{(\rho(-\rho(\mathcal{H}(x, u^*)))f(u^*)}| = M_U < \infty$$  

since $e^{\rho(\mathcal{H}(x, u^*))}e^{(\rho(-\rho(\mathcal{H}(x, u^*)))f(u^*)}$ is a continuous function on $G \times K^*$. Hence $|\pi_{\mu,v}(x)| \leq M_U$ for $x \in U$. Therefore in order to show that $\pi_{\mu,v}$ is a representation, it is sufficient to prove that $\lim_{x \to 1} \|\pi_{\mu,v}(f)-f\| = 0$ ($f \in L_2(K^*)$) where $\|\cdot\|$ denotes the usual norm in $L_2(K^*)$. Given $\epsilon > 0$, choose a continuous function $g$ on $K^*$ such that $\|f-g\| \leq \epsilon$. Then it is clear that we can find a neighbourhood $V$ of $1$ in $G$ ($V \subset U$) such that $|\pi_{\mu,v}(x)g-g| \leq \epsilon$ ($x \in V$). Hence

$$\|\pi_{\mu,v}(x)g-g\|^2 = \int_{K^*} |\pi_{\mu,v}(x)g-g|^2 du_n^* \leq \epsilon^2$$  

and

$$\|\pi_{\mu,v}(x)f-f\| = \|\pi_{\mu,v}(x)(f-g) - (f-g) + (\pi_{\mu,v}(x)g - g)\| \leq |\pi_{\mu,v}(x)| \epsilon + \epsilon + \epsilon \leq (M_n + 2)\epsilon$$  

(x $\in V$). This proves that $\pi$ is a representation of $G$.

Let $\lambda$ be the left regular representation of $K^*$ on $L_2(K^*)$ so that $\lambda(v^*)f = g$ ($f \in L_2(K^*$), $v^* \in K^*$) where $g(u^*) = f(v^*^{-1}u^*)$. Then we check easily that
\[
\lambda(u^*) = e^{-\pi(\Gamma(u^*))} \pi_{u^*}(u) \\
(u \in K). 
\]

Let \( \mathfrak{S} = L_2(K^*) \) and let \( \mathfrak{S}_D (D \subseteq \Omega) \) denote the set of all elements in \( \mathfrak{S} \) which transform under \( \pi_{\mu, r}(K) \) according to \( D \). Then if \( \mathfrak{S}_D \neq \{0\} \), it is clear that there exists an equivalence class \( D^* \) of finite-dimensional irreducible representations of \( K^* \) such that every element of \( \mathfrak{S}_D \) transforms under \( \lambda \) according to \( D^* \). The degrees of the representations in \( \mathfrak{S} \) and \( D^* \) are obviously the same. Hence if \( d(D) \) denotes this degree, it follows from well known results on compact groups that \( \dim \mathfrak{S}_D \leq d(D)^2 \). Moreover \( \pi_{\mu, r} \) is permissible since \( \pi_{\mu, r}(x) = e^{i\pi(\Gamma(x))} \pi_{\mu, r}(1) \) if \( x \in D \cap Z \). Therefore from Lemma 34 every element in \( \sum_{D \subseteq \pi} \mathfrak{S}_D \) is well-behaved under \( \pi_{\mu, r} \). We have seen above that if \( f \in L_2(K^*) \)

\[
\int_{K^*} | \pi_{\mu, r}(x)f |^2 du^* = \int_{K^*} | e^{i\pi(\Gamma(x, u^*))} e^{i \rho(x, u^*)} f(u^*) |^2 du^*. 
\]

Therefore if the linear functions \( \mu \) and \( \nu + \rho \) take purely imaginary values on \( c_0 \) and \( \eta_{\mu}, \eta \), the representation is unitary

Let \( M \) be the analytic subgroup of \( G \) corresponding to the algebra \( \mathfrak{m}_0 = m \cap \mathfrak{g}_0 \) and let \( x \rightarrow x^* \) denote the natural mapping of \( G \) on \( G/D \cap Z = G^* \). Since \( D \subseteq K \), the mapping \( (u^*, a, n) \rightarrow n u^* a n^* \) \((u^* \in K^*, a \in A_+, n \in N)\) is a homeomorphism of \( K^* \times A_+ \times N \) onto \( G^* \). Therefore \( A^*_+ \) is closed in \( G^* \). Since \( \mathfrak{m}_0 \) is the centraliser of \( \eta_{\mu} \) in \( \mathfrak{t}_0 \) (Lemma 4), \( M^* \) is the component of identity of the centraliser of \( A^*_+ \) in \( K^* \). Therefore \( M^* \) is closed and hence compact.

Let \( \tau \) denote the right regular representation of \( K^* \) so that

\[
(\tau(u^*)f)(v^*) = f(v^* u^*) \quad (f \in L_2(K^*); u^*, v^* \in K^*). 
\]

**Lemma 37.** Let \( m \in M \) and \( x \in G \). Then \( \tau(m^*) \) commutes with \( \pi_{\mu, r}(x) \).

Let \( u \in K \). Then

\[
\tau(u) = u \mathfrak{h}(x, u) n \quad (n \in N). 
\]

From Lemmas 4 and 5, \( n = m^{-1} m n \in N \) and \( \mathfrak{h}(x, u) m = m \mathfrak{h}(x, u) \). Hence \( x m = u m \mathfrak{h}(x, u) n \) and therefore \( (u m) x = u m, \mathfrak{h}(x, u m) = \mathfrak{h}(x, u) \) and \( \Gamma(x, u m) = \Gamma(x, u) \). Our assertion follows immediately from these facts.

Let \( \sigma \) be an irreducible representation of \( M \) on a finite-dimensional space \( V \). It is clear that we can choose \( \mu \) such that \( \sigma \) is \( \phi \) such that \( \sigma(\exp \Gamma) = e^{i \phi(\Gamma)} \sigma(1) \) if \( \exp \Gamma \in M \cap Z \) (\( \Gamma \in c_0 \)). Put \( \psi(m) = e^{-i \phi(m)} \sigma(m) \). Then \( \sigma^* \) is an irreducible representation of \( M^* \) on \( V \). Now it follows from well known results (see [17]) on compact groups that we can choose a continuous function \( \phi \) on \( K^* \) such that the linear space spanned by the functions \( \tau(m^*) \phi(m^* \in M^*) \) is of finite dimension and the representation of \( M^* \) induced on it under \( \tau \) is irreducible and dual to \( \sigma^* \). Let \( \mathfrak{S}_\phi \) be the smallest closed subspace of \( L_2(K^*) \) containing \( \phi \) which is invariant under \( \pi_{\mu, r} \). Let \( \pi_{\mu, r}^\dagger \) denote the representation

(14) See §2 (Lemma 4) for the definition of \( m \).
of $G$ induced on $\xi_{\mu}$ under $\pi_{\mu,\nu}$. Then it can be shown that $\pi_{\mu,\nu}'$ is quasi-simple. Let $\delta$ be the equivalence class of the representation $\sigma$. Since $\mathfrak{m}$ is reductive in $\mathfrak{k}$ (Lemma 5), every class $\mathfrak{D} \subseteq \mathfrak{M}$ is fully reducible with respect to $M$. Let $(D; \delta)$ denote the number of times $\delta$ occurs in this reduction. Then it follows from the Frobenius reciprocity relation (see [17, p. 83]) that $\dim (\xi_{\mu})_{\mathfrak{D}} \leq d(\mathfrak{D}) (\mathfrak{D}; \delta)$.

We shall return to a more detailed study of these representations of $G$ in another paper.
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