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This paper treats the notion of asymptoticity in topological transformation groups. By a topological transformation group we shall mean a topological group (the phase group) of homeomorphisms of a topological space (the phase space) onto itself, which contains the identity transformation as group identity and which has the property that any two homeomorphisms applied successively yield the same result as their group product applied once. The notion of asymptoticity has been discussed in the past only in the setting where the phase group was either the integers or the one-parameter group of reals (dynamical systems). In such systems two distinct points are said to be positively asymptotic provided their orbits under the set of positive integers (or reals), i.e., under a so-called positive ray, as homeomorphisms become and remain as close as one chooses. A similar notion is available for negative asymptoticity, i.e., asymptoticity under a negative ray; and if a pair of points is both positively and negatively asymptotic, they are said simply to be asymptotic.

It is the purpose of this paper to extend the notion of asymptoticity to transformation groups with a more general structure. In §1 we give preliminary definitions, which in the form here presented are due to Gottschalk and Hedlund [3](2). In §2 we define an extended notion of asymptoticity relative to a replete semigroup, i.e., a semigroup of the phase group which contains a translate of each compact set in the phase group. A generalization of \( \alpha \)- and \( \omega \)-limit sets is available to us from [3, sec. 6.33] and is called the P-limit set of a point, where P refers to a replete semigroup. We restrict our attention largely to separable generative phase groups and prove a number of theorems about P-asymptoticity. It is shown that the P-limit set of a point has a minimality property in that it is the smallest set to which the point can be P-asymptotic, and further that the point actually is P-asymptotic to its P-limit set if and only if it does not belong to its P-limit set. The principal result of this section is a theorem about unstable transformation groups which states that under suitable hypotheses the existence of P-asymptotic points is guaranteed. This theorem contains as a special case a theorem due to Utz [6].

In §3 we consider a symbolic transformation group, which is an extension

---

(1) Except for minor revisions the material of this paper was contained in the author's dissertation presented for the degree of Doctor of Philosophy in Yale University.
(2) Numbers in brackets refer to the bibliography.
of the Morse minimal set [4]. We define this extension as a symbolic transformation group over the lattice points of the plane as phase group. The properties and structure of this symbolic transformation group are studied in some detail, since it gives a number of examples of asymptoticity described in §2. We also prove the analogues of theorems known for the Morse minimal set [3, Chap. 12], in particular that this symbolic transformation group is a minimal set and is the orbit closure of a non-periodic, almost periodic point. It is also shown that this minimal set decomposes naturally into two sets, one a set of pairwise separated orbits, the other a set which is the union of pairs of points asymptotic relative to some half plane of the phase group.

1. Definitions.

1.01 Definition. Let $T$ be a topological group [5]. $T$ is said to be generative provided that $T$ is abelian and is generated by some compact neighborhood of the identity element, $e$, of $T$.

1.02 Remark. The assumption that $T$ is generative guarantees that $T$ have a certain structure, namely that $T$ is isomorphic to $C \times \mathbb{Z}^n \times \mathbb{R}^m$, where $C$ is a compact abelian group, $I$ is the additive group of integers, $R$ the additive group of real numbers, and $n$ and $m$ are non-negative integers [7, p. 110].

1.03 Definition. Let $T$ be a topological group and let $P \subset T$. The set $P$ is called a semigroup provided $PP \subset P$. The set $P$ is called replete provided it contains some bilateral translate of each compact subset of $T$, i.e., if $K \subset T$ is compact, then there exist $t, s \in T$ such that $tKs \subset P$.

1.04 Definition. Let $T$ be a topological group. A subset $A$ of $T$ is said to be left (right) syndetic in $T$ provided that $T = \{AK\} \{KA\}$ for some compact subset $K$ of $T$. If $T$ is abelian the notions of right and left syndeticism coincide, and we speak simply of syndetic subsets of $T$.

1.05 Definition. Let $X$ be a topological space [2], $T$ a topological group, and $\pi$ a continuous mapping of $X \times T$ into $X$ with the following properties:

1. $(x, e)\pi = x$ for all $x \in X$, where $e$ is the identity of $T$,
2. $(x, t)\pi, s)\pi = (x, ts)\pi$ for all $x \in X$ and all $t, s \in T$. The triple $(X, T, \pi)$ is called a transformation group. In the future we shall write $xt$ in place of $(x, t)\pi$.

1.06 Definition. Let $(X, T, \pi)$ be a transformation group, and let $P(x) = \{t | t \in T, xt = x\}$, then $P(x)$ is called the period of $x$. The point $x \in X$ is said to be periodic under $T$ provided $P(x)$ is a left syndetic subset of $T$.

1.07 Definition. Let $(X, T, \pi)$ be a transformation group, and let $X$ be a uniform space [8]. Then $(X, T, \pi)$ is called unstable provided there exists an index $\delta$ of $X$ such that for every pair of distinct points $x, y \in X$ there exists $t \in T$ such that $xt \notin y + \delta$. Such an index, $\delta$, is called an index of instability.

(?) Throughout this paper braces are used to indicate alternative readings of the same definition or theorem. All words in the first sets of braces are to be read together, all in the second sets together, etc. For example, in 1.04 "left" is to be read with "AK," "right" with "KA."
1.08 Definition. Let there be distinguished in a topological group \( T \) a class of subsets which are called admissible. Let \((X, T, \pi)\) be a transformation group and let \( x \in X \), then the group \( T \) is said to be recursive at \( x \) and the point \( x \) is said to be recursive under \( T \), or simply recursive provided that if \( U \) is a neighborhood of \( x \), then there exists an admissible subset \( A \) of \( T \) such that \( xA \subseteq U \). If the term admissible set is replaced by the term \{left syndetic set\} \{syndetic invariant subgroup\}, then the term recursive is replaced by the term \{almost periodic\} \{regularly almost periodic\}.

1.09 Definition. Let \((X, T, \pi)\) be a transformation group, let \( X \) be a uniform space, and let \( A \subseteq T \). The points \( x, y \in X \) are said to be separated on \( A \) provided there exists an index \( \gamma \) of \( X \) such that \( xt \in yt \gamma \) for all \( t \in A \). If \( x \) and \( y \) are separated on \( T \) we simply say \( x \) and \( y \) are separated.

2. Asymptoticity.

2.01 Standing notation. Throughout this section \((X, T, \pi)\) will denote a transformation group for which \( X \) is a Hausdorff space. Whenever it is stated that \( X \) is a uniform space it will be implicitly assumed that the (Hausdorff) topology of \( X \) is that induced by the uniformity.

2.02 Definition. Let \( X \) be a uniform space and let \( P \) be a replete semigroup in \( T \). The points \( x, y \in X \) are said to be \( P \)-asymptotic provided \( x \neq y \) and provided that for each index \( \gamma \) of \( X \) there exists \( q \in P \) such that \( xqp \in yq \gamma p \) for all \( p \in P \).

2.03 Definition. Let \( x \in X \), let \( A \) be a closed invariant subset of \( X \), and let \( P \) be a replete semigroup in \( T \). The point \( x \) is said to be \( P \)-asymptotic to \( A \) provided \( x \in A \) and provided that for each neighborhood \( U \) of \( A \), there exists \( q \in P \) such that \( xqP \subseteq U \).

2.04 Lemma. Let \( A \) be a closed invariant set in \( X \) such that \( x \in A \). Let \( B \subseteq A \), and let \( x \) be \( P \)-asymptotic to \( B \); then \( x \) is \( P \)-asymptotic to \( A \).

Proof. Clear.

2.05 Lemma. Let \( X \) be a compact uniform space. If \( A \) is a closed invariant set in \( X \) such that \( x \in A \) and if \( x \) and \( y \) are \( P \)-asymptotic, \( y \in A \), then \( x \) is \( P \)-asymptotic to \( A \).

Proof. Let \( U \) be any neighborhood of \( A \), then there exists \( \gamma \), an index of \( X \), such that \( A \gamma \subseteq U \). Now since \( A \) is invariant and \( y \in A \), \( yt \in A \) for all \( t \in T \). Thus \( yt \gamma \subseteq U \) for all \( t \in T \). Since \( x \) and \( y \) are \( P \)-asymptotic, there exists \( q \in P \) such that \( xqp \in yqp \gamma \subseteq U \) for all \( p \in P \), whence \( xqP \subseteq U \). This completes the proof.

2.06 Definition. Let \( x \in X \) and let \( P \subseteq T \). The \( P \)-limit set of \( x \), denoted by \( P_x \), is defined to be \( \bigcap_{t \in T} \text{Cl}(xtP) \). Each point of \( P_x \) is a \( P \)-limit point of \( x \).

2.07 Remark. Let \( x \in X \) and let \( P \) be a replete semigroup in \( T \) and let \( T \) be abelian, then the following are valid statements:
(1) If \( t \in T \), \( P_s = P_{st} = P_{xt} \).
(2) \( P_s \) is closed and invariant.
(3) \( P_s = \bigcap_{p \in P} \text{Cl}(xpP) \subset \text{Cl}(xP) \).
(4) If \( X \) is compact, then \( P_s \neq \emptyset \).

**Proof.** Cf. [3, sec. 6.34].

2.08 Lemma. Let \( X \) be a uniform space and let \( x \) be \( P \)-asymptotic to \( A \), a closed invariant set in \( X \); then \( P_x \subseteq A \).

**Proof.** Suppose \( y \in P_x \) and \( y \in A \). Let \( U \) be an open neighborhood of \( A \), \( V \) a neighborhood of \( y \) such that \( V \cap U = \emptyset \). Since \( x \) is \( P \)-asymptotic to \( A \), there exists \( q \in P \) such that \( xqP \subseteq U \). Now since \( y \in P_x \), \( y \in \text{Cl}(xqP) \), thus \( V \cap xqP \neq \emptyset \); therefore let \( p_0 \in P \) such that \( xqP_0 \subseteq V \). Then \( xqP_0 \subseteq V \cap U = \emptyset \), a contradiction, whence \( P_x \subseteq A \). This completes the proof.

2.09 Lemma. Let \( T \) be a separable generative topological group. Let \( P \) be a replete semigroup in \( T \). Then there exist elements \( \{ \pi_i \} \), \( i = 1, 2, \ldots \), of \( P \) such that if \( \pi_i = \pi_iP \), then

(1) \( \pi_i \subseteq \pi_{i-1} \), \( i = 2, 3, \ldots \).
(2) If \( p \in P \), then there exists a positive integer \( n \) such that \( pP \supseteq \pi^P_n \).

**Proof.** Let \( \{ q_i \} \) be a countable dense subset of \( P \). Define \( \pi_1 = q_1q_2 \), \( \pi_2 = q_2 \cdots \), \( q_n = \pi_{n-1}q_{n+1} \), \( \cdots \), and define \( \pi_i = \pi_iP \), \( i = 1, 2, \ldots \). Now since \( P \) is a semigroup and since \( q_{i+1} \in P \), we have \( \pi_i = \pi_iP = \pi_{i-1}q_{i+1}P \subseteq \pi_{i-1}P \). This completes the proof of (1).

We remark that since \( P_i = \pi_{i-1}q_{i+1}P \) and since \( \pi_{i-1} \in P \) we have \( q_{i+1}\pi_{i-1}P \subseteq q_{i+1}P \), that is, \( P_i \subseteq q_{i+1}P \). Now let \( p \in P \), then \( pP \) is a replete semigroup. Let \( U \) be a compact neighborhood of \( e \) in \( T \), then there exists \( t \in T \) such that \( tU \subseteq pP \). Since \( P \supseteq pP \supseteq tU \), and since \( \{ q_i \} \) is dense in \( P \), there exists a positive integer \( n \) such that \( q_{n+1} \in tU \cap pP \). Let \( q_{n+1} = pr \), where \( r \in P \); and let \( s \in q_{n+1}P \), whence \( s = q_{n+1}w \), where \( u \in P \). Then \( s = prw \), and since \( P \) is a semigroup, \( ru \in P \). Therefore \( q_{n+1}P \subseteq pP \), whence \( pP \supseteq q_{n+1}P \supseteq P_n \). This completes the proof of (2).

2.10 Lemma. Let \( T \) be a separable generative group, let \( P \) be a replete semigroup in \( T \). Then there exist replete semigroups \( P_i = \pi_iP \), where \( \pi_i \in P \), \( i = 1, 2, \ldots \), such that (1) \( P_i \subseteq P_{i-1} \) and (2) \( P_x = \bigcap_{i=1}^{\infty} \text{Cl}(xP_i) \).

**Proof.** We remark first that, by 2.07, \( P_x = \bigcap_{p \in P} \text{Cl}(xpP) \). Let \( \pi_i \in P \), \( i = 1, 2, \ldots \), be selected so as to satisfy Lemma 2.09 and let \( \pi_i = \pi_iP \). Then since \( \{ \pi_i \} \subseteq P \), we have

\[
P_x = \bigcap_{p \in P} \text{Cl}(xpP) = \bigcap_{i=1}^{\infty} \text{Cl}(xP_i).
\]

Let \( p \in P \), then by 2.09 there exists a positive integer \( n \) such that \( pP \supseteq P_n \),
whence \( P_x \supset \bigcap_{i=1}^{\infty} \text{Cl} (xP_i) \). This completes the proof.

2.11 Theorem. Let \( X \) be compact, let \( T \) be a separable generative group, and let \( P \) be a replete semigroup in \( T \). Then \( x \) is \( P \)-asymptotic to \( P_x \) if and only if \( x \in P_x \).

**Proof.** If \( x \) is \( P \)-asymptotic to \( P_x \), then by definition \( x \in P_x \).

Conversely if \( x \in P_x \), since \( X \) is compact, by 2.07, \( P_x \neq \emptyset \) and further \( P_x \) is a closed invariant set. Let \( U \) be any neighborhood of \( P_x \). By 2.10, \( P_x = \bigcap_{i=1}^{\infty} \text{Cl} (xP_i) = \bigcap_{i=1}^{\infty} \text{Cl} (xp_iP) \), where \( p_iP \subseteq p_{i-1}P \), whence \( \text{Cl} (xp_iP) \subseteq \text{Cl} (xp_{i-1}P) \). Since \( \text{Cl} (xp_iP) \), \( i = 1, 2, \ldots \), are closed nested sets and since \( X \) is compact, there exists a positive integer \( n \) such that \( xp_nP \subseteq U \), where \( p_n \in P \). This completes the proof.

2.12 Lemma. Let \( X \) be compact and let \( T \) be a separable generative group. If \( A \) is a closed invariant set in \( X \) such that \( x \in A \) and if \( P_x \subseteq A \), then \( x \) is \( P \)-asymptotic to \( A \).

**Proof.** Use 2.11 and 2.04.

2.13 Theorem. Let \( X \) be compact and let \( T \) be a separable generative group. Let \( P \) be a replete semigroup in \( T \), such that \( x \in P_x \), and let \( \mathfrak{A} = \{ A \mid A \subseteq X, \text{A closed invariant, } x \in A, \text{ } x \text{ is } P\text{-asymptotic to } A \} \). Then the following are valid statements:

1. \( P_x \in \mathfrak{A} \).
2. \( A \in \mathfrak{A} \) if and only if \( P_x \subseteq A \), and \( x \in A \).
3. \( \bigcap_{A \in \mathfrak{A}} A = P_x \).

**Proof.** (1) follows from 2.11; (2) follows from 2.08 and 2.12; (3) follows from (1) and (2).

2.14 Standing Notation. Let \((X, T, \pi)\) be an unstable transformation group and let \( \gamma \) be an index of instability, i.e., for each \( x, y \in X, x \neq y \), there exists \( t \in T \) such that \( xt \notin \gamma yt \). Let \( \Delta \) be the diagonal of \( X \times X \) and define the product transformation group \((X \times X, T, \rho)\) by \([ (x, y), t ]_\rho = (xt, yt) \).

2.15 Remark. The only orbits of \((X \times X, T, \rho)\) that lie entirely in \( \gamma \) are the orbits of \( \Delta \). That is to say if \( x, y \in X \) and if \((xt, yt) \in \gamma\) for all \( t \in T \), then \( x = y \).

2.16 Lemma. Let \( X \) be compact, let \( P \) be a replete semigroup in \( T \), and let \( N(\Delta) \) be a neighborhood of \( \Delta \) such that \( \text{Cl} (N(\Delta)) \subseteq \gamma \). If \((xp, yp) \in N(\Delta)\) for all \( p \in P \), then \( x \) and \( y \) are \( P \)-asymptotic, provided \( x \neq y \).

**Proof.** We first show that \((x, y)\) is \( P \)-asymptotic to \( \Delta \) in \((X \times X, T, \rho)\). To show this it is sufficient by 2.12 to show that \( P_{(x, y)} \subseteq \Delta \), where \( P_{(x, y)} \) is the \( P \)-limit set of the point \((x, y)\). By hypothesis \((xp, yp) \in N(\Delta)\) for all \( p \in P \), thus \((x, y)pP \subseteq N(\Delta)\) for all \( p \in P \). Thus \( \text{Cl} ((x, y)pP) \subseteq \text{Cl} (N(\Delta)) \) for all \( p \in P \). Therefore \( P_{(x, y)} \subseteq \text{Cl} (N(\Delta)) \subseteq \gamma \). Now \( P_{(x, y)} \) is a closed invariant set,
thus, by 2.15, $P(x, y) \subset \Delta$. This completes the proof that $(x, y)$ is $P$-asymptotic to $\Delta$.

Now let $\delta$ be any index of $X$, then there exists $U$, a neighborhood of $\Delta$, such that $U \subset \delta$; and since $(x, y)$ is $P$-asymptotic to $\Delta$ there exists $q \in P$ such that $(xp, yp) \in U \subset \delta$ for all $p \in P$. Thus for each index $\delta$ of $X$ there exists $q \in P$ such that $xp \in yq \delta \Delta$ for all $p \in P$. This completes the proof.

2.17 Definition. Let $E^n$ be euclidean $n$-space with the usual product topology, and let $I^n$ be the lattice points of $E^n$ with the discrete topology. Points (or vectors) of $E^n$ will be designated by $t = (t_1, \ldots, t_n)$, and the group operation in $E^n$ (or $I^n$) will be the usual vector addition.

Define $|t| = \left( \sum_{i=1}^{n} t_i^2 \right)^{1/2}$ and $t \cdot s = \sum_{i=1}^{n} t_i s_i$. We remark that the angle $\phi$ between two non-null vectors is given by $\cos \phi = \frac{t \cdot s}{|t| \cdot |s|}$. Thus two non-null vectors $s$ and $t$ are parallel provided $s \cdot t = |s| \cdot |t|$ and orthogonal provided $s \cdot t = 0$.

The equation of a hyperplane in $E^n$ is given by $\sum_{i=1}^{n} a_i t_i = c$, where $c$ is a constant, and where we may assume $\sum_{i=1}^{n} a_i = 1$. The vector $a = (a_i)$ is normal to the hyperplane $\sum_{i=1}^{n} a_i t_i = 0$, and conversely each non-null vector $b = (b_i)$ uniquely determines a hyperplane through the origin, whose equation is $\sum_{i=1}^{n} b_i t_i = 0$.

For $b$ non-null define $P(b) = \{t \mid t = (t_1) \in I^n, b \cdot t \geq 0\}$. We remark that $P(b)$ is a replete semigroup in $T$, and is called the half space determined by the vector $b$. It is also clear that $P^{-1}(b) = P(-b) = \{t \mid t = (t_1) \in I^n, b \cdot t \geq 0\}$.

2.18 Theorem. Let $X$ be a compact metric space, dense-in-itself, let $T = I^n$ with the usual product topology (i.e., discrete), and let $(X, T, \pi)$ be an unstable transformation group with instability index $\gamma$. Then there exist $x, y \in X$ and a half space $P$ such that $x$ and $y$ are $P$-asymptotic.

Proof. Consider the transformation group $(X \times X, T, \rho)$. Let $\{z_i\}$ be a sequence of points of $N(\Delta) - \Delta$ such that $z_i \rightarrow z \in \Delta$, where $N(\Delta)$ is an open neighborhood of $\Delta$ such that $C_1(N(\Delta)) \subset \gamma$.

Define $A_i = \{t \mid t \in T, z_i \in N(\Delta)\}$. If $A_i = \emptyset$, then $z_i \in N(\Delta)$ for all $t \in T$. Thus, by 2.15, $z_i \in \Delta$, and this contradicts the choice of $z_i$. Therefore $A_i \neq \emptyset$.

Define $r_i = \inf_{t \in A_i} |t|$. Define, for $r$ real, $S(r) = \{t \mid t \in T, |t| < r\}$ and $S^*(r) = \{t \mid t \in T, |t| \leq r\}$, and let $S_i = S(r_i)$, $S^*_i = S^*(r_i)$. Now by definition $S_i \subset T - A_i$, whence $z_i S_i \subset N(\Delta)$. Also by definition there exists $t \in S^*_i$ such that $z_i t \in N(\Delta)$. For each $i$, select $t_i^{(i)} \in S^*_i$, so that $z_i t_i^{(i)} \in N(\Delta)$.

Now $\lim_{i \rightarrow \infty} r_i = + \infty$. For if $r > 0$, then $z_i S(r) \subset \Delta \subset N(\Delta)$ and, by continuity, there exists an integer $M$ such that $i > M$ implies $z_i S(r) \subset N(\Delta)$, whence $r_i \geq r$, provided $i > M$.

Define $s_i^{(i)} = t_i^{(i)} / |t_i^{(i)}|$. We remark that $t_i^{(i)} \cdot s_i^{(i)} = |t_i^{(i)}|$. By taking appropriate subsequences we may assume $s_i^{(i)} \rightarrow s$. Now $P(s)$ is a replete semigroup, and $t_i^{(i)} \cdot s = t_i^{(i)} \cdot s_i^{(i)} - t_i^{(i)} \cdot s_i^{(i)} = [t_i^{(i)} - |t_i^{(i)}| \cdot |s_i^{(i)} - s| \cos \phi_i] = |t_i^{(i)}| \cdot \{1 - |s_i^{(i)} - s| \cos \phi_i\}$ where $\phi_i$ is the angle between $t_i^{(i)}$ and $s_i^{(i)} - s$. Since $s_i^{(i)} \rightarrow s$ and
\[ |t^{(i)}| = r_i \rightarrow +\infty, \] it follows that \[ t^{(i)} \cdot s > 0 \] for \( i \) sufficiently large. We can therefore assume that \( t^{(i)} \in P(s) \) for all \( i \).

Since \( X \times X \) is compact, we may also assume that \( z_i t^{(i)} \rightarrow z^* = (x, y) \) where \( x, y \in X \). Let \( P^*(s) = \{ t^s t \in T, t \cdot s > 0 \} \) and let \( u \in P^*(s) \). We show that \( z^* u^{-1} P^{-1}(s) \subseteq C \{ N(\Delta) \} \). Let \( p \in P^{-1}(s) \); since \( z_i t^{(i)} u^{-1} p \rightarrow z^* u^{-1} p \), and since \( z, s_i \subseteq N(\Delta) \), it will be sufficient to show that \( t^{(i)} u^{-1} p \in S_i \) for \( i \) sufficiently large. Now \( u \in P^*(s) \) and \( p \in P^{-1}(s) \), whence \( u \cdot s > 0 \) and \( p \cdot s \leq 0 \); thus we have \( (u^{-1} p) \cdot s = (p - u) \cdot s = p \cdot s - u \cdot s < 0 \), in other words \( u^{-1} p \in P^*(s) \). Let \( t = u^{-1} p \); then \( t \cdot s < 0 \) and \[ |t^{(i)}| = |r_i s^{(i)} + t| = r_i \{ 1 + (2 s^{(i)} \cdot t + t^2/r_i) / r_i \}^{1/2}. \] Since \( s^{(i)} \cdot t \rightarrow s \cdot t < 0 \) and since \( r_i \rightarrow +\infty \), it follows that for sufficiently large \( i \), \[ |t^{(i)}| < r_i, \] whence \( t^{(i)} = u^{-1} p \in S_i \). Thus \( z^* u^{-1} P^{-1}(s) = (x u^{-1}, y u^{-1}) P^{-1}(s) \subseteq C \{ N(\Delta) \} \), and it follows from 2.16 that \( xu^{-1} \) and \( y u^{-1} \) are \( P^{-1}(s) \)-asymptotic.

Let \( \delta \) be any index of \( X \), then there exists \( q^{-1} \in P^{-1}(s) \) such that \( (x u^{-1} q^{-1} p^{-1}, y u^{-1} q^{-1} p^{-1}) \subseteq \delta \) for all \( p^{-1} \in P^{-1}(s) \). Since \( u^{-1} \in P^{-1}(s) \), a replete semigroup in \( T \), we have \( u^{-1} q^{-1} \in P^{-1}(s) \). Let \( v^{-1} = u^{-1} q^{-1} \), then \( (x v^{-1} p^{-1}, y v^{-1} p^{-1}) \subseteq \delta \) for all \( p^{-1} \in P^{-1}(s) \), whence by definition \( x \) and \( y \) are \( P^{-1}(s) \)-asymptotic. This completes the proof.

We now drop the standing notation of 2.14. If we wish to extend the notion of asymptoticity, i.e., both positive and negative asymptoticity simultaneously, we have several paths open to us. In the remainder of this section we define two such extensions and explore the relation between them. For the remainder of this section we shall assume that the group \( T \) is not compact.

2.19 Definition. Let \( X \) be a uniform space, let \( x, y \in X \), \( x \neq y \). Then \( x \) and \( y \) are said to be \textit{compactly asymptotic} provided that for each index \( \gamma \) of \( X \) there exists a compact set \( K \subseteq T \) such that \( t \in K \) implies \( (x \gamma, y \gamma) \in \delta \). Let \( \delta \) be any index of \( X \). Then there exists \( p, p \in P \) such that \( (x \gamma, y \gamma, p) \subseteq \delta \) for all \( p \in P \), \( i = 1, 2, \ldots, 2k \). It is easily shown that \( U_{2k} = P \) covers \( T \) except for a compact set \( K \) and \( t \in T - K \) implies \( (x t, y t) \in \delta \). This completes the proof.

2.21 Theorem. Let \( T \) be a generative group, let \( X \) be a uniform space, and let \( x \) and \( y \) be totally asymptotic. Then \( x \) and \( y \) are \textit{compactly asymptotic}.

Proof. \( T = C \times I^* \times R^n \) where \( n \geq 0, m \geq 0, \) and \( k = n + m > 0 \), since \( T \) is not compact. Let \( u_1, \ldots, u_k \) be the unit points of \( I^* \times R^n \), i.e., the \( 2^k \) distinct points having one coordinate equal to +1 or −1 and the rest 0. Let \( s_i = e_C \times u_i \), whence \( e_C \) is the identity in \( C \). Let \( P(s_i) \) be defined as in 2.17 and let \( P_i = C \times P(s_i) \); then \( P_i \) is a replete semigroup in \( T \) for \( i = 1, 2, \ldots, 2k \).

Let \( \delta \) be an index of \( X \). Then there exists \( p \in P_i \) such that \( (x \gamma, y \gamma, p) \subseteq \delta \) for all \( p \in P_i \), \( i = 1, 2, \ldots, 2k \). It is easily shown that \( U_{2k} = P \) covers \( T \) except for a compact set \( K \) and \( t \in T - K \) implies \( (x t, y t) \in \delta \). This completes the proof.

2.22 Theorem. Let \( X \) be a uniform space, let \( T \) be abelian, and let \( x \) and \( y \) be \textit{compactly asymptotic}. Then \( x \) and \( y \) are \textit{totally asymptotic}.
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Proof. Let $\delta$ be any index of $X$, then by hypotheses there exists a compact set $K \subset T$ such that $t \in K$ implies $(xt, yt) \in \delta$.

Let $P$ be any replete semigroup in $T$, $P \neq T$. If $e \in pP$ for each $p \in P$, then $P^{-1} \subset P$, and $T = PP^{-1} \subset PP \subset P$, and $P = T$, contrary to supposition. Thus there exists $p \in P$ such that $e \notin pP$. Let $Q = pP$, then clearly $Q$ is a replete semigroup in $T$. Also for each $q \in Q$, $q^{-1}Q^{-1} \cap Q = \emptyset$. For suppose the contrary, i.e., there is a $q \in Q$ such that $q^{-1}Q^{-1} \cap Q \neq \emptyset$. Let $s \in q^{-1}Q^{-1} \cap Q$, then $s = q^{-1}q_1$ and $s = q_0$, where $q, q_0, q_1 \in Q$. Thus $q_0 = q^{-1}q_1^{-1}$, and since $Q$ is a semigroup we have $q_1^{-1}q_0 \in QQ \subset Q$, hence $e = q_0q_1^{-1} \in QQ \subset Q$, and this contradicts the choice of $Q = pP$.

Now $q^{-1}Q^{-1}$ is a replete semigroup in $T$, and $K \cup e = K'$ is compact in $T$; thus there exists $t \in T$ such that $tK' \subset q^{-1}Q^{-1}$. Since $e \in K'$, $t \in q^{-1}Q^{-1}$, whence $t = q^{-1}r^{-1}$, where $r \in Q$. Now $q^{-1}r^{-1}K \cap Q = tK \cap Q \cap tK' \cap Q \cap q^{-1}Q^{-1} \cap Q = \emptyset$, thus $K \cap rQ = \emptyset$. Also $Q = pP$, thus $r = p'r$ and $q = p'q$ where $r', q' \in P$, and then $K \cap rQ = K \cap p'r'pq'pP = \emptyset$. Let $u = p'r'pq'p$, then since $P$ is a semigroup $u \in P$. Furthermore for each $p' \in P$, $uq' \in K$, whence $(xuq', yuq') \in \delta$. Thus by definition $x$ and $y$ are $P$-asymptotic, and since $P$ was arbitrary $x$ and $y$ are totally asymptotic. This completes the proof.

3. A symbolic transformation group. Throughout this section frequent reference is made to the Morse sequence, $\mu$, and to the bisquence space containing $\mu$. The reference for these is either [4] or [3, chap. 12]. We follow the notation of the latter reference. Most of the proofs of this section are computational in nature and hence are for the most part omitted.

3.01 Definition. Let $S$ be a finite collection of elements, containing at least two elements. $S$ is called the symbol class. Let $I$ be the integers, and $L = I \times I$. The topology in $I$ is the discrete topology, so that the topology in $L$, the lattice points of the plane, is also the discrete topology.

3.02 Remark. $L$ is a group under the composition: $(p, q) + (r, s) = (p+r, q+s)$. We shall use "+" as the group operation in $L$ as well as in $I$, since the context will always make it clear which is meant.

3.03 Notation. If $A \subset L$ and $(p, q) \in L$, $A + (p, q)$ will denote the set \{(r + p, s + q) \mid (r, s) \in A\} whereas $A \cup (p, q)$ will denote the set \{(r, s) \mid (r, s) \in A \text{ or } (r, s) = (p, q)\}.

3.04 Definition. An \{N-domain\} \{S-domain\} \{E-domain\} \{W-domain\} \{q_1-domain\} \{q_2-domain\} \{q_3-domain\} \{q_4-domain\} \{rectangle\} is

\{(r, s) \mid s \geq p, \text{ all } r\}\{(r, s) \mid s \leq p, \text{ all } r\}\{(r, s) \mid r \geq p, \text{ all } s\}\{(r, s) \mid r \leq p, \text{ all } s\}\{(r, s) \mid r \geq p, s \geq q\}\{(r, s) \mid r \leq p, s \leq q\}\{(r, s) \mid p \leq r \leq t, q \leq t \leq s \leq u\},

where $p, q, r, s, t, u \in I$ and $p \leq t, q \leq u$. A square is a rectangle for which $t - p = u - q$. We shall specify such domains by giving their corner points, that is, for example, the rectangle defined above will be designated by $[(p, q)(t, u)]$; the $N$-domain by $[(-\infty, p)(\infty, \infty)]$; and so on.
3.05 Definition. An $\mathcal{A}$-array is a function with domain $\mathcal{A}$ and range $S$, where $\mathcal{A}$ is any of the objects defined in 3.04 or $L$ itself. These will usually be called $N$-array, $E$-array, $q_1$-array, $L$-array, etc. A rectangle array will be called a block; and if the rectangle is a square, it will be called a square block. If $\mathcal{A}$ is not a rectangle we shall frequently call an $\mathcal{A}$-array simply an array, provided it is clear from the context what the domain of the array is. If $A$ is an array, a subrectangle of $A$ is the restriction of $A$ to some rectangle contained in the domain of $A$.

3.06 Definition. Let $D$ be any domain, not a rectangle, then $\{D^{-x}\}$ \{$D^{-y}\}$, called the $x$-reverse of the domain $D$ \{y-reverse of the domain $D$\}, is the collection $\{(r, -s)\}$ $\{(-r, s)\}$ where $(r, s) \subseteq D$.

Let $A$ be an array with domain $D$, not a rectangle, then $\{A^{-x}\}$ $\{A^{-y}\}$, called the $x$-reverse of $A$ \{y-reverse of $A$\}, is the array $B$ whose domain is $\{D^{-x}\}$ $\{D^{-y}\}$ and whose values are defined by $\{B(r, -s)=A(r, s)\}$ $\{B(-r, s)=A(r, s)\}$ where $(r, s) \subseteq D$. If $A$ is a block with domain $D=\{(p, u) (q, t)\}$, then $\{A^{-x}\}$ $\{A^{-y}\}$, called the $x$-reverse of $A$ \{y-reverse of $A$\}, is the block $B$ with domain $D$ whose values are defined by $\{B(r, u+i-j)=A(i, j)\}$ $\{B(p+q-i, s)=A(i, s)\}$ where $(i, j)$ $\{(-i, s)\}$ ranges over the rectangle $D$.

3.07 Definition. If $A$ is an array or block and $(p, q) \in L$, then $A^{(p, q)}$, called the $(p, q)$-translate of $A$, is the array or block $B$ with domain $B=\{(p, q) + (r, s)\}$ and $B(p+i, q+j) = A(i, j)$, where $(i, j) \in \text{domain } A$.

3.08 Definition. Let $A$ and $B$ be arrays or blocks, then $A$ is similar to $B$, denoted by $A \sim B$, if $A^{(p, q)} = B$ for some $(p, q) \in L$. $A$ is contained in $B$, denoted by $A \subset B$, provided $A$ is a restriction of $B$. $A$ contains $B$, denoted by $A \supset B$, provided $A$ is an extension of $B$. $A$ appears in $B$ provided $C \subset B$ with $C \sim A$. An $(m, n)$-block is a block whose domain is $[(r, s) (u, v)]$ with $u-r = m$ and $v-s = n$, and an $n$-square is an $(n, n)$-block.

3.09 Definition. Let $A_0, A_1, \cdots$ be a sequence of blocks such that $A_i \subset A_{i+1}$, $i \geq 0$. $A$, the union of $A_0, A_1, \cdots = \bigcup_{i=0}^{\infty} A_i$, is the array or block $A$ such that domain $A = \bigcup_{i=0}^{\infty}$ domain $A_i$ and such that $A_i \subset A$, $i \geq 0$.

3.10 Definition. Let $A$ be a \{block\} \{$q_1$-array\} \{$q_2$-array$\}$ \{$q_3$-array$\}$ whose domain is $\{(p, q) (r, s)\}$ $\{(p, q) (\infty, \infty)\}$ $\{(-\infty, q) (r, \infty)\}$ $\{(-\infty, -\infty) (r, s)\}$ $\{(-\infty, \infty) (\infty, s)\}$, then $A$ denotes $\{A^{(-p, -q)}\}$ $\{A^{(-p, 0)}\}$ $\{A^{(-r, 0)}\}$ $\{A^{(-r, -q)}\}$ $\{A^{(-r, -\infty)}\}$.

3.11 Definition. Let $A$ be a $(p, q)$-block, $B$ an $(r, q)$-block, and $C$ a $(p, s)$-block. Then by

$\{AB\}$ $\{BA\}$ $\{\hat{A}\}$ $\{\hat{C}\}$ $\{C\}$

is meant the $(p+r, q)$-block whose left $(p, q)$-block is $\hat{A}$ and whose right $(r, q)$-block is similar to $B$ $(p, q)$-block whose left $(r, q)$-block is similar to $B$ and whose right $(p, q)$-block is $\hat{A}$ $(p, q+s)$-block whose bottom $(p, q)$-block is $\hat{A}$ and whose top $(p, q)$-block is similar to $C$ $(p, q+s)$-block.
whose top \((p, q)\)-block is \(A\) and whose bottom \((p, s)\)-block is similar to \(C\). Thus if \(A_{ij}^k, i, j = -1, 0, 1,\) are all \(n\)-squares, it is now clear what is meant by:

\[
\begin{array}{ccc}
A_{-1}^{-1} & A_{0}^{-1} & A_{1}^{-1} \\
A_{-1}^0 & A_{0}^0 & A_{1}^0 \\
A_{-1}^{-1} & A_{0}^{-1} & A_{1}^{-1} \\
\end{array}
\]

3.12 Definition. The \(L\)-array space, \(X = SL\), is the collection of all \(L\)-arrays. Let \(S\) and \(L\) be provided with the discrete topology, and \(SL\) with the point open or compact index topology.

3.13 Lemma. Define a metric \(d: \mathbb{X} \times \mathbb{X} \to \mathbb{R}\), the reals, as follows: let \(x, y \in X\), let \(r_0 = 1 + \sup \{ n | x(r, s) = y(r, s) \text{ for all } r, s \in L \text{ such that } |r| \leq n \text{ and } |s| \leq n \}\), where we set \(n = -1\) if \(x(0, 0) \neq y(0, 0)\); then define \(d(x, y) = 1/(1 + r_0)\). Then \(X\) is dense-in-itself, zero-dimensional, and \(d\) is compatible with the topology. In fact \(X\) is homeomorphic to the Cantor discontinuum.

3.14 Definition. Let \((p, q) \in L, x \in X\); define \(\tau: \mathbb{X} \times L \to X\) by \([x(r, s, \{p, q\})] = x(r + p, s + q)\). The symbolic \(L\)-flow generated by \(S\) is the transformation group \((X, L, \tau)\).

3.15 Remark. Let \(x \in X\), then \(x\) is periodic if and only if there exist integers \(p_i, q_i, i = 1, 2,\) with the determinant \(|p_i q_2| \neq 0\) such that \(x(r + p_i, s + q_i) = x(r, s)\) for \(i = 1, 2\) and all \((r, s) \in L\).

3.16 Remark. The following statements are equivalent:

1. \(x\) is regularly almost periodic.
2. If \(n > 0\) there exist integers \(p_i, q_i, i = 1, 2,\) with \(|p_i q_2| \neq 0\) such that \(x(r + p_i k + p_2 j, s + q_i k + q_2 j) = x(r, s)\) for \(|r| \leq n, |s| \leq n,\) and all \((k, j) \in L\).

3.17 Remark. The following statements are pairwise equivalent:

1. \(x\) is almost periodic.
2. If \(n > 0\), there exists a syndetic subset \(E\) of \(L\) such that \(x(r + e, s + f) = x(r, s)\) for \(|r| \leq n, |s| \leq n,\) and all \((e, f) \in E\).
3. If \(A\) is a subsquare of \(x\), then there exists \(k > 0\) such that \(A\) appears in every \(k\)-square of \(x\).
4. If \(n > 0\), there exists \(k > 0\) such that every \(n\)-subsquare of \(x\) appears in every \(k\)-subsquare of \(x\).

3.18 Remark. If \(P\) is any of the domains defined in 3.04, not a rectangle, then \(P\) is replete in \(L\). Let \(x, y \in X\), then \(x\) and \(y\) are \(P\)-asymptotic (notation \(x \uparrow_{P} y\)) where \(P\) is an \(\{N\} \{S\} \{E\} \{W\} \{q_1\} \{q_2\} \{q_3\} \{q_4\}\)-domain if and only if there exists an integer \(N > 0\) such that \(m, n \geq N\) implies \(x(r, n) = y(r, n)\) for all \(r \in I\) \\{\(x(r, -n) = y(r, -n)\) for all \(r \in I\) \\{\(x(n, s) = y(n, s)\) for all \(s \in I\) \\{\(x(-n, s) = y(-n, s)\) for all \(s \in I\) \\{\(x(n, m) = y(n, m)\) \\{\(x(-n, m) = y(-n, m)\) \\{\(x(n, -m) = y(n, -m)\) \\{\(x(-n, -m) = y(-n, -m)\) \\{\(x(n, -m) = y(n, -m)\).\]

3.19 Definition. Let \(S = [0, 1].\) The \textit{dual} of 0, denoted 0', is 1; and the \textit{dual} of 1, denoted 1', is 0. Let \(A\) be an array with domain \(D; A',\) the \textit{dual} of \(A,\)
is the array with domain \( D \) such that \( A'(r, s) = [A(r, s)]' \) for all \((r, s) \in D\).

3.20 Definition. Define the sequence of blocks, \( Q_0, Q_1, \ldots \), as follows:
1. \( Q_0 = \emptyset \).
2. If \( n > 0 \),
   \[
   Q_{n+1} = Q_n' \setminus Q_n. 
   \]
3. Define \( Q = \bigcup_{n=0}^\infty Q_n \).
4. Define \( Q^c = Q^{-z} \).

3.21 Remark. Let \( \mu(n) \) be the Morse sequence, define \( x : L \to S \) as follows:
1. \( x(r, 0) = \mu(r) \).
2. \( x(0, s) = \mu(s) \).
3. \( x(r, s) = \mu(r) \) if \( \mu(s) = 0 \), \( r \neq 0 \), \( s \neq 0 \).
4. \( x(r, s) = \mu'(r) \) if \( \mu(s) = 1 \), \( r \neq 0 \), \( s \neq 0 \).
Then \( x = \lambda \).

3.22 Remark. The following are valid statements:
1. \( \lambda(r, 0) = \lambda(0, s) \) if \( \mu(r) = 0 \), \( \lambda(r, s) = \mu'(s) \) if \( \mu(r) = 1 \).
2. \( \lambda(r, r) = 0 \).
3. \( \lambda(r - 1, -r) = 0 \).
4. \( \lambda(r, s) = \lambda(s, r) \).

3.23 Remark. If \( \lambda(r, 0) = \lambda(0, s) \), then \( \lambda(r, s) = 0 \). If \( \lambda(r, 0) \neq \lambda(0, s) \), then \( \lambda(r, s) = 1 \). In other words, if \( \mu(r) = \mu(s) \) then \( \lambda(r, s) = 0 \), and if \( \mu(r) \neq \mu(s) \) then \( \lambda(r, s) = 1 \).

3.24 Remark. For \( n > 0 \) define \( \theta(n) = \sum_{i=0}^n a_i \), where \( n = \sum_{i=0}^n a_i 2^i \), \( a_i = 0 \) or \( 1 \) \((i = 0, 1, \ldots, k)\) and define \( \theta(0) = 0 \). If \( r, s \geq 0 \), then \( \lambda(r, s) = \theta(r) + \theta(s) \pmod 2 \).

3.25 Definition. Let \( A \) be an array or block and let domain \( A = [(p, q) \ (r, s)] \). The \( x\)-extension of \( A \), denoted by \( A^x \), is the array or block such that domain \( A^x = [(2p, q) \ (2r + 1, s)] \) and \( A^x(p, q) = A(r, t) \), \( A^x(2p + 1, t) = A'(r, t) \), where \( q \leq t \leq s \). The \( y\)-extension of \( A \), denoted by \( A^y \), is the array or block such that domain \( A^y = [(p, 2q) \ (r, 2s + 1)] \) and \( A^y(u, 2s) = A(u, s) \), \( A^y(u, 2s + 1) = A'(u, s) \) where \( p \leq u \leq r \).

3.26 Remark. The following are valid statements:
1. \( Q_n \) is the lower left corner block of \( Q_{n+p} \) \((p > 0)\).
2. \( Q^{-z} = Q^{-z} = Q_0 \) if \( n \) is even. \( Q^{-z} = Q^{-z} = Q'_n \) if \( n \) is odd.
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(3) \((Q_n^y)^* y = (Q_n^y)^* x = Q_{n+1}\).
(4) \((Q^* z)^* y = (Q^* y)^* x = Q\).
(5) \(\lambda^{-z} = \lambda^{-y} = \lambda\).

3.27 Remark. \(\lambda\) is not periodic.

3.28 Remark. \(\lambda\) is almost periodic.

3.29 Remark. Define \(N = Cl(\lambda L)\), then the following statements are valid:

(1) \(N\) is a minimal orbit closure under \(L\).
(2) If \(A\) is a subrectangle of \(\lambda\), then \(A', A^{-z}, A^{-y}, A^* x, A^* y\) all occur in \(\lambda\).
(3) If \(\gamma \in N\), then \(\gamma', \gamma^{-z}, \gamma^{-y}, \gamma^* x, \gamma^* y \in N\).

3.30 Remark. Let \(\kappa = (\lambda^* y)^* y\). The five operations, \(\gamma, -x, -y, *x, *y\) yield exactly eight distinct arrays, namely \(\lambda, \lambda', \kappa, \kappa', \lambda^* x, \lambda^* y, \kappa^* x, \kappa^* y\). The following relations pertain: \(\lambda = \lambda^* z = \lambda^* y, \lambda' = \lambda^* z = \lambda^* y, \lambda^* z = \kappa^* y = (\lambda^* y)^* z\), \(\lambda^* v = \kappa^* z = (\kappa^* v)^* z\), \(\kappa = (\lambda^* z)^* v = (\lambda^* y)^* z, \kappa' = \kappa' = \kappa^* z = \kappa^* y, \kappa^* z = (\kappa^* y)^* z = (\lambda^* y)^* z = \lambda^* y = \lambda^* z = \lambda^* y\). In summary:

\[
\begin{align*}
\lambda &= Q^{-z} \hat{Q} Q^{-z}, \\
\lambda' &= Q^{-z} \hat{Q} Q^{-z}, \\
\lambda^* v &= Q^{-z} \hat{Q} Q^{-z}, \\
\kappa &= Q^{-z} \hat{Q} Q^{-z}, \\
\kappa' &= Q^{-z} \hat{Q} Q^{-z}.
\end{align*}
\]

3.31 Remark. The following statements are valid:

(1) The eight arrays of 3.30 \(\subseteq N\).
(2) \(\lambda\) and \(\lambda'\) are separated. \(\kappa\) and \(\kappa'\) are separated. \(\lambda^* v\) and \(\kappa^* z\) are separated. \(\lambda^* z\) and \(\kappa^* y\) are separated.

3.32 Remark. Let \(E = \{(r, s) \mid r \geq 0\}, W = \{(r, s) \mid r \leq 0\}, N = \{(r, s) \mid s \geq 0\}, S = \{(r, s) \mid s \leq 0\}, q_1 = \{(r, s) \mid r \geq 0, s \geq 0\}, q_2 = \{(r, s) \mid r \leq 0, s \geq 0\}, q_3 = \{(r, s) \mid r \leq 0, s \leq 0\}, q_4 = \{(r, s) \mid r \geq 0, s \leq 0\},\) then

(1) \(E, W, N, S, q_1, q_2, q_3, q_4\) are all replete semigroups in \(L\).
(2) \(\lambda \uparrow_{\omega k}, \lambda \uparrow_{\omega k}, \lambda \uparrow_{E\lambda^* v}, \lambda \uparrow_{\omega q k}, \lambda \uparrow_{\omega q k'}, \lambda \uparrow_{\omega k^* x}, \lambda \uparrow_{E k^* v}\).
(3) \(\lambda' \uparrow_{\omega k}, \lambda' \uparrow_{\omega k}, \lambda' \uparrow_{w \lambda^* x}, \lambda' \uparrow_{\omega q k}, \lambda' \uparrow_{\omega k^* x}, \lambda' \uparrow_{\omega q k^* x}, \lambda' \uparrow_{E k^* v}\).
(4) \(\lambda^* z \uparrow_{\omega a \lambda^* v}, \lambda^* z \uparrow_{\omega q a \lambda^* v}, \lambda^* z \uparrow_{E \lambda^* v}, \lambda^* z \uparrow_{\omega a k^* z}, \lambda^* z \uparrow_{\omega q a k^* z}, \lambda^* z \uparrow_{\omega q a k^* z}\).
(5) \(\lambda^* v \uparrow_{E k^* v}, \lambda^* v \uparrow_{E k^* v}, \lambda^* v \uparrow_{\omega q a k^* v}, \lambda^* v \uparrow_{\omega q a k^* v}\).
(6) \(k \uparrow_{E k^* v}, k \uparrow_{E k^* v}\).
(7) \(k' \uparrow_{E k^* v}, k' \uparrow_{E k^* v}\).
(8) \(k^* z \uparrow_{\omega a k^* v}, k^* z \uparrow_{\omega q a k^* v}\).
(9) All pairs of arrays in (2)–(8) above are separated on the complement of the set on which they are asymptotic.

3.33 Definition. Let $M$ be the orbit closure of the Morse sequence. Let $Y$ be the bisequence space containing $M$, and let $x, y \in Y$, such that $x(0) = y(0)$. Construct $z$, an $L$-array, as follows:

$$z(r, s) = \begin{cases} x(r) & \text{if } y(s) = y(0), \\ x'(r) & \text{if } y(s) \neq y(0). \end{cases}$$

Our notation will be $z = [x, y]$. Let $\mathfrak{R}$ be the collection of all such $z = [x, y]$ as $x$ and $y$ range over $M$.

3.34 Remark. The following are valid statements:

1. $X = k < u]$, 2. $X' = [k, n']$, 3. $X^* = [v, v']$, 4. $X^* = [n, v']$, 5. $k = [v, v']$, 6. $k' = [v', v']$, 7. $k^*x = [y, y']$, 8. $k^*v = [x', x']$, where $v$ is defined as in [3, sec. 12.35].

3.35 Theorem. $\mathfrak{N} = N$.

Proof. Let $z$ be an $L$-array and for $k$ integral let $z|[(r, s), s = k] = x_k$, and $z|[(r, s), r = k] = y_k$. It is readily verified that $z \in \mathfrak{R}$ if and only if there exists $x, y \in M$ such that for all $k$, $x_k = x$ or $x'$ and $y_k = y$ or $y'$. Since $M$ is closed and invariant under $L$, it follows that $\mathfrak{R}$ is closed and invariant under $L$. Since $\lambda = [\mu, \mu] \in N \cap \mathfrak{N}$, we infer that $N \subset \mathfrak{R}$.

Let $z \in \mathfrak{N}$ and let $m$ be any positive integer. There exists a pair $(r, s)$ of integers such that $\lambda = [\mu, \mu]$ has the property that $\lambda(r + i, s) = z(i, 0)$ and $\lambda(r, s + j) = z(0, i)$ for $|i| \leq m$. It follows that $\lambda(r + i, s + j) = z(i, j)$ for $|i| \leq m$ and $|j| \leq m$. Thus the orbit of $\lambda$ under $L$ is dense in $\mathfrak{R}$ and we infer that $\mathfrak{N} \subset N$. This completes the proof.

3.36 Remark. If $z = [x_0, y_0]$, then $z' = [x'_0, y'_0]$.

3.37 Definition. Let $Y$ be the bisequence space containing $M$, the orbit closure of the Morse sequence. Let $\pi: Y \rightarrow Y$ be defined as follows:

$$(x\pi)(i) = \begin{cases} 0 & \text{if } x(i - 1) \neq x(i), \\ 1 & \text{if } x(i - 1) = x(i) \text{ for all } x \in Y \text{ and all } i \in I. \end{cases}$$

Define $\eta = \mu \pi$, $\zeta = \nu \pi$, $H = M \pi$. Now define the mapping $\rho: N \rightarrow X$ as follows: let $z \in N = \mathfrak{N}$, $z = [x_0, y_0]$, where $x_0$ and $y_0 \in M$. $zp = [x_0\pi, y_0\pi]$. Let $Np = G$.

3.38 Remark. The following are valid statements:

1. $\rho$ is an exactly two-to-one continuous mapping of $N$ onto $G$.
2. $zp = z'p$ and $zpp^{-1} = \{z, z'\}$.
3. $ztp = zpt$.
4. If $z$ is recursive then $zp$ is recursive.
(5) If $z \uparrow \rho w$, then $zp \uparrow \rho wp$.

(6) $G$ is a minimal orbit closure under $L$.

3.39 REMARK. Let $M = \{z_0L \mid z_0 \in N = \mathfrak{N}, z_0 = [x_0, y_0] \text{ and } x_0 = \mu, \mu', \nu, \hbox{ or } \nu' \text{ or } y_0 = \mu, \mu', \nu, \text{ or } \nu', \text{ or both}\}$. Then

1. $M \subseteq \mathfrak{N}$.

2. $(\mathfrak{N} - M)\rho = \mathfrak{N}p - M\rho$.

3. If $zp \in (\mathfrak{N} - M)\rho$ then $zp$ is regularly almost periodic.

Proof. (3) Let $z = [x_0, y_0]$, $x_0$ and $y_0 \neq \mu, \mu', \nu, \text{ or } \nu'$. $zp = [x_0\pi, y_0\pi]$. Now both $x_0\pi$ and $y_0\pi$ belong to the complement of the union of the orbits of $\eta$ and $\xi$ in $H$ and by [3, sec. 12.53] are regularly almost periodic.

Let $n > 0$, then there exist integers $p > 0$ and $q > 0$ such that $x_0\pi(i + pj) = x_0\pi(i)$ for $|i| \leq n$ and all $j \in I$ and $y_0\pi(i + qj) = y_0\pi(i)$ for $|i| \leq n$ and all $j \in I$. It follows that $zp(r + pj + pk, s + qj + 2kq) = zp(r, s)$ for all $|r| \leq n$, $|s| \leq n$ and all $(j, k) \in L$. By 3.16, $zp$ is regularly almost periodic. This completes the proof.

3.40 REMARK. If $z_1, z_2 \in \mathfrak{N} - M$, then $z_1$ and $z_2$ are separated.

Proof. Suppose the contrary, i.e. $z_1$ and $z_2$ are nonseparated. But $z_1p$ and $z_2p$ are in $(\mathfrak{N} - M)\rho = \mathfrak{N}p - M\rho$, and by 3.39(3), $z_1p$ and $z_2p$ are regularly almost periodic. Thus by [3, sec. 10.43] we have a contradiction. Therefore $z_1$ and $z_2$ are separated. This completes the proof.

3.41 REMARK. Let $N, E, W$, and $S$ be the subsets of $L$ defined in 3.32 and let $z \in M$. Then there exists $z_0 \in M$ such that $z \uparrow rz_0$, $P = N, E, W$, or $S$.

Proof. Let $z = [x, y]$. Now either $x$ or $y = \mu, \mu', \nu, \text{ or } \nu'$ or possibly both. We suppose that $x = \mu$, the proofs being similar for the other cases. Let $x_0 = \nu$ and let $y_0 = y$. Let $z_0 = [x_0, y_0]$. We remark that $z \neq z_0$, since $\mu \neq \nu$ and also by the construction of $z_0$, and due to the fact that $\mu(r) = \nu(r)$ for $r \geq 0$, we have that $z(r, s) = z_0(r, s)$ for $r \geq 0$ and all $s \in I$. By 3.18 this implies that $z \uparrow rz_0$. This completes the proof.
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