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1. Introduction. The purpose of this paper is to point out some new connections between the sample function behavior and the analytical properties of the transition probability functions of a continuous parameter Markov chain with stationary transition probabilities. The main idea is that of a post-exit process derived from the original process by considering its evolution after the exit from a stable state. This leads to various relations between conditional probabilities all of which are "intuitively obvious" but require sometimes painstaking proofs if probability theory like any other branch of mathematics is to be treated as a discipline in logic. These relations imply certain analytical properties of the transition functions, obtained recently by D. G. Austin by purely analytical means, and exhibit them in connection with other quantities introduced in this paper. They also complete some results due to Doob and Lévy. The well-known differential equations of Kolmogorov are seen to be limiting cases of certain more generally valid differential equations involving a continuous parameter. One of these expresses the fundamental transition property of the post-exit process, and the other a similar property of the renewal density of an imbedded renewal process.

2. A conditional probability. So far as possible we use the terminology and notation of [6]. Let \( \{x(t), t \geq 0\} \) be a Markov chain with initial distribution \( \{p_i\} \) and stationary transition matrix \( \{p_{ij}(t)\}, t \geq 0, i, j = 1, 2, \ldots \), such that \( \lim_{t \to \infty} p_{ij}(t) = \delta_{ij} = p_{ij}(0) \). Then the \( p_{ij}(\cdot) \) are all uniformly continuous in \([0, \infty)\), since \( |p_{ij}(t+h) - p_{ij}(t)| \leq 1 - p_{ii}(h) \). According to Theorem II.2.6 of [6] we may take \( \{x(t)\} \) to be separable relative to the class of closed sets and measurable. Moreover the denumerable set satisfying the conditions of the separability definition will be taken to be the set of rational numbers of the form \( r2^{-m} \) (see [6, pp. 56–60]). Separability requires the adjunction of the value \( \infty \) to the range of \( x(\cdot, w) \). We define this value \( \infty \) as an adjoined state with \( p_\infty = 0 \) and \( p_\infty(t) = p_\infty(0) = \delta_\infty \) for all \( t \geq 0 \). We have then \( P\{x(t) = \infty\} = 0 \) for every \( t \geq 0 \). In the sequel, the term "state," unless specified to the contrary, shall exclude the adjoined state. The limit

\[
q_i = p_i'(0) = \lim_{t \to 0} \frac{1 - p_{ii}(t)}{t}
\]
exists for every \( i \) (Theorem 9 of [3]). Following Lévy the state \( i \) is called *stable* or *instantaneous* according as \( q_i \) as finite or infinite. We refer to [2] for the foundations of the theory of Markov chains under consideration. Although knowledge of these foundations will be necessary for a thorough understanding of what follows, we shall strive to make the present paper readable by itself.

Let \( i \) be a stable state with \( q_i > 0 \); such a state always exists unless \( P\{ x(t) \equiv x(0), 0 \leq t < \infty \} = 1 \) [8, p. 375]. Suppose that \( P\{ x(0) = i \} = 1 \). Let \( \lambda = \lambda_i(w) \) be the "first sojourn time" in the state \( i \), namely the length of the first \( t \)-interval in which \( x(t, w) \equiv i \) (see Theorem 1 of [2]). Then \( P\{ \lambda \leq t \} = 1 - e^{-q_i t}, t \geq 0 \) [3, p. 54]. Let \( j \) be an arbitrary state (not \( \infty \!) \) and define

\[
\alpha = \alpha_{ij}(w) = \inf_{1 \leq t \leq t, x(t, w) = j} t.
\]

If \( j \neq i \), \( \alpha \) is the "first entrance time into \( j \)"; if \( j = i \), \( \alpha \) is the "second entrance time into \( i \" (the first being zero by hypothesis). It is easily shown that \( \alpha \) is a random variable in the broad sense, namely a measurable \( w \)-function defined on a measurable \( w \)-set whose probability may be less than one. We define its distribution function in the broad sense by \( F_{ij}(t) = P\{ \alpha \leq t \} \).

Now it can be proved that the two random variables \( \lambda \) and \( \alpha - \lambda \) (which may be zero with positive probability) are independent\(^{(2)}\). This is a special case of Theorem 5 of [2], but we give a simple proof as follows. Let us first note that the distribution of \( \alpha - \lambda \) may be derived as follows. It can be shown that\(^{(3)}\) \( \alpha(w) \) considered as a point on the \( t \)-axis is the limit from the right of points of \( S_j(w) = \{ t: x(t, w) = j \} \); hence we have

\[
P\{ \alpha - \lambda > u \mid x(0) = i \} = \lim_{h \to 0} \sum_{n=1}^{\infty} P\{ x(\nu h) = i, 0 \leq \nu < n; \ x(n h) \neq i, \neq j; x(\nu h) \neq j, n + 1 \leq \nu \leq n + 1 + [u/h] \mid x(0) = i \}
\]

where \( h = 2^{-m}, m \to \infty \). Now for each \( s > 0 \) define two random variables \( \lambda_s = \lambda_s(w) \) and \( \alpha_s = \alpha_s(w) \) on the set \( \{ w: x(s, w) = i \} \) as follows: \( \lambda_s(w) \) is the supremum of \( t \) such that \( x(t, w) \equiv i, s \leq t < s + T \); \( \alpha_s(w) \) is the infimum of \( t \) such that \( t > \lambda_s(w) \) and \( x(t, w) = j \). Thus \( \lambda_0 \) and \( \alpha_0 \) reduce to the previous \( \lambda \)

\(\text{---}

\(^{(2)}\) The random variables \( z_1(w), \cdots, z_n(w) \), with domains of definition \( A_1, \cdots, A_n \), are said to be independent iff \( P\{ \bigcap_{k=1}^{n} A_k \mid z_k(w) \leq c_k \} = \prod_{k=1}^{n} P\{ A_k \mid z_k(w) \leq c_k \} / P(A_k) \) for every real \( c_1, \cdots, c_k \).

\(^{(3)}\) In fact, the set \( S_j(w) \) is dense in itself (see [2, 4, (ii)])
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and $\alpha$. It is then clear that we have by the preceding derivation and stationarity

$$P\{\alpha - \lambda > u \mid x(0) = i\} = P\{\alpha_s - \lambda_s > u \mid x(s) = i\}. $$

Now by definition we have for every $s > 0$,

$$P\{\lambda \geq s, \alpha - \lambda > u \mid x(0) = i\}$$

$$= P\{x(t) \equiv i, 0 < t < s; \alpha - \lambda > u \mid x(0) = i\}$$

$$= P\{x(t) \equiv i, 0 < t \leq s; x(0) = i\} P\{\alpha_s - \lambda_s > u \mid x(s) = i\}$$

$$= P\{\lambda \geq s \mid x(0) = i\} P\{\alpha - \lambda > u \mid x(0) = i\}$$

where we have used the fact that the distribution of $\lambda$ is continuous. This relation is equivalent to the independence of $\lambda$ and $\alpha - \lambda$ under the hypothesis $x(0) = i$. Hence if $G_\lambda(\cdot)$ denotes the distribution function in the broad sense of $\alpha - \lambda$, then

(1) $$P\{\alpha \leq u \mid \lambda\} = G_{ij}(u - \lambda)$$

for all $u$ with probability one. We now prove that

(2) $$P\{x(t) = j \mid \lambda, \alpha\} = p_{ij}(t - \alpha)$$

for almost all $w$ on the set $\{\alpha \leq \lambda\}$. This is a consequence of Theorem 6 of [2] but can be proved directly as follows. If $i \neq j$, we have, taking both $h$ and $\delta$ below to be negative integral powers of 2,

$$P\{\lambda \leq s_1; \alpha \leq u_1; x(t) = j\}$$

$$= \lim_{h \to 0} \sum_{1 \leq n \leq u_1/h} P\{\lambda \leq s_1; (n - 1)h < \alpha \leq nh; x(t) = j\}$$

(3) $$= \lim_{h \to 0} \sum_{1 \leq n \leq u_1/h} \lim_{\delta \to 0} \sum_{(n-1)h < m \leq nh/2} P\{\lambda \leq s_1; x(r\delta) \neq j\} p_{ij}(t - m\delta)$$

$$= \lim_{h \to 0} \sum_{1 \leq n \leq u_1/h} P\{\alpha \leq u_1; (n - 1)h < \alpha \leq nh\} p_{ij}(t - nh + \theta h)$$

where $0 \leq \theta \leq 1$,

$$= \int_0^{u_1} p_{ij}(t - u) du P\{\lambda \leq s_1; \alpha \leq u\}.$$ 

This is equivalent to equation (2). Now let $i = j$; then $\lambda(w)$ is not the limit from the right of points of $S_i(w)$ since for a stable $i$ the set $S_i(w)$ is the union of disjoint intervals (Theorem 1 of [2]). Hence the first term in (3) can be evaluated as follows:
\[ \lim_{h \to 0} \sum_{2 \leq n \leq [u_1/h] \ 1 \leq m \leq \min \{ (n-1, \lfloor s_1/h \rfloor) \}} P\{(m-1)h \leq \lambda < mh; \]
\[ x(rh) \neq i, \ m \leq r < n, \ x(nh) = i \mid x(0) = i \} p_{ii}(t - nh) \]
\[ = \lim_{h \to 0} \sum_{2 \leq n \leq [u_1/h]} P\{\lambda \leq \min \{ (n-1)h, s_1 \}, \]
\[ (n - 1)h < \alpha \leq nh \mid x(0) = i \} p_{ii}(t - nh) \]
which reduces to the same integral as before. In the above evaluations we have used the approximation of Riemann-Stieltjes sums to the Lebesgue-Stieltjes integral of a continuous function, the fact that the \(w\)-set \(\{\lambda < s\}\) belongs to the Borel field generated by \(\{x(t), t < s\}\), and the fact that both \(\lambda\) and \(\alpha\) have continuous distributions.

By the rules of superposition of conditional probabilities (see [6, p. 36]), we have
\[ P\{x(t) = j \mid \lambda\} = \int_{0^{-}}^{t+0} P\{x(t) = j \mid \lambda, \alpha\} \bigg|_{\alpha=ud\alpha} P\{\alpha \leq u \mid \lambda\} \]
almost everywhere on the set \(\{\lambda \leq t\}\). Evaluated at \(\lambda = s \leq t\), this becomes, by (1) and (2),
\[ P\{x(t) = j \mid \lambda = s\} = \int_{s^{-0}}^{t+0} p_{ij}(t - u)dG_{ij}(u) \]
\[ = \int_{0^{-}}^{t-s+0} p_{ij}(t - s - v)dG_{ij}(v). \]
We have thus proved that there exists a non-negative, Borel measurable (in fact, continuous from the right) function
\[ r_{ij}(t) = \int_{0^{-}}^{t+} p_{ij}(t - v)dG_{ij}(v) \]
such that
\[ P\{x(t) = j \mid \lambda = s\} = r_{ij}(t - s) \]
for each \(t > 0\) and all \(s\) in \((0, t)\) except a set (depending on \(t\)) of measure zero. We remark that the point of the proof above is that the conditional probability in (5) is essentially a function of \(t - s\).

From (5) it follows from the definition of conditional probability that
\[ p_{ij}(t) = \int_{0}^{t} q_i e^{-q_i(t-s)} r_{ij}(s)ds + \delta_{ij} e^{-q_i t}. \]
In the following an unspecified summation shall range over all the positive integers. Summing (6) over \(j\), we have
1 = \int_0^t q_i e^{-q_i(s-t)} \sum_j r_{ij}(s) ds + e^{-q_i t}

or

\int_0^t q_i e^{-q_i(s-t)} ds = \int_0^t q_i e^{-q_i(t-s)} \sum_j r_{ij}(s) ds.

Hence we have

(7) \sum_i r_{ij}(s) = 1

for almost all s > 0. Next, if t' > 0 we have by (6),

p_{ij}(t + t') = \sum_k p_{ik}(t)p_{kj}(t') = \int_0^t q_i e^{-q_i(t-s)} \sum_k r_{ik}(s)p_{kj}(t') ds + e^{-q_i t}p_{ij}(t').

Using (6) in the last term above we have, after a simple transformation,

\begin{align*}
\int_0^t q_i e^{-q_i(t-s)} \sum_k r_{ik}(s)p_{kj}(t') ds \\
+ \int_{-t'}^0 q_i e^{-q_i(t-s)} r_{ij}(s + t') ds + \delta_{ij} e^{-q_i(t+t')}.
\end{align*}

On the other hand, we have directly from (6),

(9) p_{ij}(t + t') = \int_{-t'}^0 q_i e^{-q_i(t-s)} r_{ij}(s + t') ds + \delta_{ij} e^{-q_i(t+t')}.

Equating (8) and (9) we obtain

\int_0^t q_i e^{-q_i(t-s)} r_{ij}(s + t') ds = \int_0^t q_i e^{-q_i(t-s)} \sum_k r_{ik}(s)p_{kj}(t') ds.

Hence for each t' and t, we have

(10) r_{ij}(s + t') = \sum_k r_{ik}(s)p_{kj}(t')

for almost all s in (0, t). Therefore for each t' > 0, (10) holds for almost all s > 0.

The functions on both sides of (10) are measurable functions of the pair (s, t'). Hence the set of (s, t') for which (10) is true is measurable. By Fubini's theorem, there is a set N of measure zero with the following property: if 0 < s \in N, then there exists a set N_s of measure zero such that if t > s and t \in N_s, then

(11) r_{ij}(t) = \sum_k r_{ik}(s)p_{kj}(t - s).

For every a > 0, there exists then an s \in N, 0 < s < a and such that (7) holds.
Now the functions $p_{kj}(-)$, $k=1, 2, \cdots$, are all uniformly continuous in $[a, \infty)$. Hence by (7) and (11) the function $r_{ij}(-)$ is uniformly continuous on $[a, \infty) - \{a\}$. This being true for every $a>0$ it follows that $r_{ij}(-)$ coincides with a continuous function almost everywhere on $(0, \infty)$. But, by (4), $r_{ij}(-)$ is continuous from the right there, therefore $r_{ij}(-)$ is continuous on $(0, \infty)$. Moreover $r_{ij}(0+)$ exists and equals $G_{ij}(0)$ by (4). Let us define $r_{ij}(0) = r_{ij}(0+)$. 

We take this continuous function $r_{ij}(-)$ to be the desired version of the conditional probability in (5); in other words, henceforth we set unequivocally 

(5 bis) $P\{x(t) = j \mid \lambda = s\} = r_{ij}(t - s)$ for all $0<s<t$. 

By Fubini’s theorem, the equations (7) and (10) hold for each positive $s \in M_j$ and positive $t \in M_j(s)$, where $M_j$ and $M_j(s)$ have measure zero for each $j$ and $s$: 

(7 bis) $\sum_{j} r_{ij}(s) = 1;$ 

(10 bis) $r_{ij}(s + t) = \sum_{k} r_{ik}(s)p_{kj}(t).$ 

For $s \in M_j$, let $t_n \in M_j(s)$, $t_n \to t$. We have, by uniform convergence, 

$$r_{ij}(s + t) = \lim_{n \to \infty} r_{ij}(s + t_n) = \sum_{k} r_{ik}(s) \lim_{n \to \infty} p_{kj}(t_n) = \sum_{k} r_{ik}(s)p_{kj}(t).$$ 

Hence each $M_j(s)$ is empty. Let $M = \bigcup_j M_j$ and $s$ be arbitrary. Choose any positive $s' < s$, $s' \in M$. Then by what was just proved, we have for every $k$, 

(12) $r_{ik}(s) = \sum_{t} r_{it}(s')p_{tk}(s - s').$ 

Thus we have, replacing $s$ by $s+t$ in (12), 

$$r_{ij}(s + t) = \sum_{l} r_{il}(s')p_{lj}(s' + t)$$ 

$$= \sum_{k} \sum_{l} r_{il}(s')p_{lk}(s' - s')p_{kj}(t) = \sum_{k} r_{ik}(s)p_{kj}(t).$$ 

Hence $M$ is empty and we have now proved that (10 bis) is true for all positive $s$ and $t$. Summing (10 bis) over $j$, we obtain 

$$\sum_{i} r_{ij}(s + t) = \sum_{k} r_{ik}(s) \sum_{j} p_{kj}(t) = \sum_{k} r_{ik}(s).$$ 

It follows that if (7 bis) is true for a value of $s$ then it is true for all greater values of $s$; hence (7 bis) is true for all positive $s$.

3. Further relations and properties. We now return to (6). The integral in the right member of (6), being that of a continuous function, has a continuous derivative for all $t>0$, hence so does the left member and we obtain
(13) \[ p'_{i,i}(t) = q_i [r_{i,i}(t) - p_{i,i}(t)], \quad t > 0. \]

It follows from (7 bis), now valid for all \( s > 0 \), that:

(14) \[ \sum_j p'_{i,j}(t) = 0, \quad t > 0. \]

Substituting (13) into (10 bis), valid for all \( s > 0 \), \( t > 0 \), we obtain

(15) \[ p'_{i,i}(t + s) = \sum_k p'_{i,k}(t)p_{k,i}(s). \]

The existence and continuity of \( p'_{ij}(t) \), and the results (14) and (15), all proved under the sole assumption that \( q_i < \infty \), were first established by D. G. Austin in a recent paper [1]. His proof is purely analytical and elementary, and is shorter than ours if we take into account all the preliminary measure-theoretic considerations which lead up to (6). However, once this formula is written down, many will probably accept it on faith. In fact, the formulas (5 bis), (7 bis), and (10 bis) all belong to the category of the “intuitively obvious.” A real advantage of our approach is that it ties together probabilistically meaningful quantities in various ways, of which we now proceed to adduce a few more.

From (4) and the continuity of \( r_{ij}(\cdot) \) it follows that \( G_{ij}(t) \) is continuous for \( t > 0 \). Recalling that \( F_{ij}(t) \), \( G_{ij}(t) \), and \( 1 - e^{-\lambda t} \) (\( t \geq 0 \)) are respectively the distribution functions of \( \alpha, \alpha - \lambda \), and \( \lambda \), and that the last two random variables are independent, we have

(16) \[ F_{ij}(t) = \int_0^t \left[ 1 - e^{-q_i(t-s)} \right] dG_{ij}(s) = \int_0^t q_i e^{-q_i(t-s)} G_{ij}(s) ds. \]

Since the last member of (16) has a continuous derivative for \( t > 0 \), so does the first member and we obtain

(17) \[ F'_{ij}(t) = q_i [G_{ij}(t) - F_{ij}(t)]. \]

This sharpens a result due to Lévy [8, Lemma II.8.1] that \( F_{ij}(\cdot) \) is absolutely continuous. Furthermore, it follows from (4) that at a point \( t \) where \( G'_{ij}(t) \) exists, \( r'_{ij}(t) \) also exists and we have

\[ r'_{ij}(t) = G'_{ij}(t) + \int_0^t p'_{ij}(t-s)dG_{ij}(s). \]

Consequently by (13) the second derivative \( p''_{ij}(t) \) exists wherever \( G_{ij}(t) \) exists, that is almost everywhere since \( G_{ij}(\cdot) \) is monotone. To complete the picture we add the following relation, which is implicit in (3):

(18) \[ p_{ij}(t) = \int_0^t p_{ij}(t-s)dF_{ij}(s) + \delta_{ij}e^{-q_it}. \]
Upon differentiation this yields

\begin{equation}
q_{ij}(t) = F_{ij}(t) + \int_{0}^{t} q_{ij}(t-s)ds = \delta_{ij}q_{i}e^{-\alpha_{i}t}.
\end{equation}

Following Doob [3, Theorem 9] we write \( q_{ij} = p_{ij}'(0) = \lim_{t \to 0} \frac{p_{ij}(t)}{t} \), \( i \neq j \); the limit exists and is finite for every \( i \) by a result of Kolmogorov [7].

We have from (13), \( p_{ij}'(0+) = q_{i}r_{ij}(0) - \delta_{ij} \). The continuity of \( p_{ij}(\cdot) \) in \([0, \infty)\), that of \( p_{ij}''(\cdot) \) in \((0, \infty)\), and the fact that \( p_{ij}'(0+) \) exists as a finite number imply by the mean value theorem that \( q_{ij} = p_{ij}'(0+) \); similarly \( q_{i} = -p_{ii}'(0+) \). Thus we have

\begin{equation}
q_{ij}(0) = G_{ij}(0) = \frac{(1 - \delta_{ij})q_{ij}}{q_{i}}.
\end{equation}

This extends a result due to Doob [3, Theorem 10] from a stable to an arbitrary \( j \). Since obviously \( F_{ij}(0) = 0 \) we have by (17) that \( F_{ij}'(0+) = (1 - \delta_{ij})q_{ij} \).

Turning to the limits as \( t \to \infty \), we have by (16)

\begin{equation}
F_{ij}(+\infty) = G_{ij}(+\infty).
\end{equation}

Lévy [7, Theorem II.8.2] has proved that \( \lim_{t \to \infty} p_{ij}(t) = \pi_{ij} \) exists for every \( i \) and \( j \); hence it follows from (4) that \( \lim_{t \to \infty} r_{ij}(t) \) exists and from (6) that \( \lim_{t \to \infty} r_{ij}'(t) = \pi_{ij} \). Consequently we have by (13)

\begin{equation}
\lim_{t \to \infty} p_{ij}'(t) = 0.
\end{equation}

Letting \( t \to \infty \) in (10 bis) we obtain on account of (7 bis)

\[ \pi_{ij} = \sum_{k} r_{ik}(s)\pi_{kj}, \quad s > 0. \]

The last equation is true if \( r_{ik}(\cdot) \) is replaced by \( p_{ik}(\cdot) \), hence it is also true if \( r_{ik}(\cdot) \) is replaced by \( p_{ik}'(\cdot) \), on account of (13).

We summarize some of the results as follows. Under the sole assumption that \( 0 < q_{i} < \infty \):

**Theorem 1.** One version of the conditional probability \( P\{x(t) = j|\lambda = s\} \) is a continuous function \( r_{ij}(t-s) \) for \( 0 < s < t < \infty \) which satisfies the equations (6), (7 bis), and (10 bis) for all \( s > 0 \) and \( t > 0 \).

**Theorem 2.** The distribution function \( G_{ij}(\cdot) \) of \( \alpha_{ij} - \lambda \), is a continuous function in \([0, \infty)\) satisfying (20) and (21). The distribution function \( F_{ij}(\cdot) \) of \( \alpha_{ij} \) has a continuous derivative in \([0, \infty)\) given by (17).

**Theorem 3.** The function \( p_{ij}(\cdot) \) has a continuous derivative in \([0, \infty)\) given by (13) satisfying (14), (15), and (22). The second derivative exists as a finite number almost everywhere.
Theorem 4. The functions $p_{ij}(\cdot)$, $r_{ij}(\cdot)$, $F_{ij}(\cdot)$, and $G_{ij}(\cdot)$ are related by (4), (6), (16), and (18).

4. The post-exit process. We define a new process $\{y(t), t > 0\}$, as follows:

$$y(t) = y(t, w) = x(\lambda_i(w) + t, w), \quad t > 0.$$  

We shall see later that this indeed yields a process which may be taken as separable relative to the closed sets and measurable. This process will be called a post-exit process, derived from the Markov chain $x(t)$ and the stable state $i$. The following theorem shows that as far as its transition is concerned, it is exactly like the original $x(t)$ process. This transparent result proves to be surprisingly elusive of proof; no doubt this is due to the fact the sample function behavior to the immediate right of $\lambda_i(w)$ is not simple, see the Comment to the theorem below.

Theorem 5. Let $\{y(t); t > 0\}$ be the post-exit process defined by (23). Let $0 < t_1 < t_2 < \cdots < t_i$, and $j_1, j_2, \cdots, j_i$ be arbitrary states. Then we have

$$P\{y(t_v) = j_v, 1 \leq v \leq l\} = r_{i_1i_1}(t_1) \prod_{r=1}^{l-1} p_{i_ri_{r+1}}(t_{r+1} - t_r).$$

Proof. We need some general information regarding the sample functions of the $x(t)$ process. Detailed theorems of this kind can be found in [2], but the relevant facts here can be briefly described as follows. Let $S_i(w) = \{t: x(t, w) = j\}$. First, it is true with probability one that every point of $S_i(w)$ is a limit point of $S_i(w)$ (4). Next, by a fundamental theorem of Doob [3, Theorem 12], as $t \to \tau(w)$ (6) from one side there is at most one finite limiting value of $x(t, w)$, with probability one. Moreover, it is possible to make the separable process $x(t)$ so that $x(\tau(w), w) = +\infty$ if and only if $\lim_{t \to \tau(w)} x(t, w) = +\infty$. Consequently if $\tau(w)$ is a limit point of $S_i(w)$ from both sides, then $x(\tau(w), w) = i$. We have thus proved the following inclusions with probability one

\[ \bigcap_{m} \bigcap_{r=1}^{l} \{S_{i_r} \cap (\lambda + t_r - m^{-1}, \lambda + t_r) \neq 0, S_{i_r} \cap (\lambda + t_r, \lambda + t_r + m^{-1}) \neq 0\} \]

\[ \subseteq \bigcap_{r=1}^{l} \{x(\lambda + t_r) = j_r\} \]

\[ \subseteq \bigcap_{m} \bigcap_{r=1}^{l} \{S_{i_r} \cap (\lambda + t_r - m^{-1}, \lambda + t_r + m^{-1}) \neq 0\}. \]

(4) See footnote (3).

(6) For lack of a better notation, we write $\tau(w)$ to denote a generic abscissa in the "graph" $(\tau, x(\tau, w))$ corresponding to the generic $w$. Thus it is neither fixed irrespective of $w$ nor properly speaking a function of $w$.\[\text{License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use}\]
We prove that the last-written \( w \)-set above is measurable as follows. Let \( f(t, w) = 1 \) if \( t \in S_j(w) \) and \( = 0 \) otherwise; let \( g(t, w) = 1 \) if \( \lambda(w) + t_r - m^{-1} < t < \lambda(w) + t_r + m^{-1} \) and \( = 0 \) otherwise. Then both \( f \) and \( g \) are measurable functions of the pair \((t, w)\). Thus the function \( fg \) is measurable in the pair and by Fubini's theorem for almost all \( s, f(s, w)g(s, w) \) is a measurable function of \( w \). Thus there exists a denumerable and everywhere dense \( t \)-set \( \{s_n\} \) such that \( \sum_n f(s_n, w)g(s_n, w) \) is a measurable function of \( w \). This set \( \{s_n\} \) may be taken to be the set satisfying the conditions of the separability definition of the \( x(t) \) process, since \( \lim_{t \to 0} p_{ij}(t) = \delta_{ij} \) [6, Theorem II.2.2]. We have

\[
\{S_{i_r} \cap (\lambda + t_r - m^{-1}, \lambda + t_r + m^{-1}) \neq 0\} = \left\{ \sum_n f(s_n, w)g(s_n, w) > 0 \right\}
\]

which is therefore a measurable \( w \)-set, as was to be proved.

Let \( 0 < s < t_1 \). We have, setting \( h = 2^{-p}, p \to \infty \),

\[
P\left( \bigcap_{m=1}^{\infty} \bigcap_{n=1}^{\infty} \left\{ S_{i_r} \cap (\lambda + t_r - m^{-1}, \lambda + t_r + m^{-1}) \neq 0 \right\} \right) \\
\leq \lim_{m \to \infty} \lim_{h \to 0} \sum_{n=0}^{\infty} \sum_{j} P\left\{ nh \leq \lambda < (n+1)h, x(nh + h + s) = j \right\} \\
\cdot P\left\{ S_{i_r} \cap (t_r + nh - m^{-1}, t_r + nh + h + m^{-1}) \neq 0, 1 \leq \nu \leq l \mid x(nh + h + s) = j \right\}
\]

\[
= \lim_{m \to \infty} \lim_{h \to 0} \sum_{n=0}^{\infty} \sum_{j} P\left\{ nh \leq \lambda < (n+1)h, x(nh + h + s) = j \right\} \\
\cdot P\left\{ S_{i_r} \cap (t_r - s - h - m^{-1}, t_r - s + h + m^{-1}) \neq 0, 1 \leq \nu \leq l \mid x(0) = j \right\}
\]

\[
\leq \lim_{h \to 0} \sum_{n=0}^{\infty} \sum_{j} P\left\{ nh \leq \lambda < (n+1)h, x(nh + h + s) = j \right\} \\
\cdot \lim_{m \to \infty} P\left\{ S_{i_r} \cap (t_r - s - 2m^{-1}, t_r - s + m^{-1}) \neq 0, 1 \leq \nu \leq l \mid x(0) = j \right\}. 
\]

The last step is justified as follows:

\[
\sum_{n=0}^{\infty} \sum_{j} P\left\{ nh \leq \lambda < (n+1)h, x(nh + h + s) = j \right\} \\
= \sum_{n=0}^{\infty} \sum_{j} \int_{nh}^{(n+1)h} q_i e^{-q_i w} r_{ij}(nh + h + s - u) du \\
= \sum_{j} \int_{0}^{\infty} q_i e^{-q_i w} r_{ij}(u^{-1}h + h + s - u) du.
\]

Since \( r_{ij}(\cdot) \) is non-negative and continuous, the convergence in (7bis) is uniform with respect to \( s \) in every \([a, b]\) where \( 0 < a < b < \infty \). Hence the last series above converges uniformly with respect to \( h \) in \((0, 1)\). This is sufficient for the interchange of limits in the last step.
Similarly, we have

\[
P \left\{ \bigcap_{m=1}^{\infty} \bigcap_{n=0}^{\infty} [S_{i_r} \cap (\lambda + t_r - m^{-1}, \lambda + t_r) \neq 0; S_{i_r} \cap (\lambda + t_r, \lambda + t_r + m^{-1}) \neq 0] \right\}
\]

\[
\geq \lim_{m \to \infty} \sum_{n=0}^{\infty} \sum_{j} P \{ nh \leq \lambda < (n + 1) h, x(nh + h + s) = j \}
\]

\[
\cdot \lim_{m \to \infty} P \{ S_{i_r} \cap (t_r - s - m^{-1}, t_r - s - 2^{-1}m^{-1}) \neq 0, S_{j_r} \cap (t_r - s, t_r - s + 2^{-1}m^{-1}) \neq 0, 1 \leq \nu \leq l | x(0) = j \}.
\]

Now for fixed \( t_r \), it follows from a theorem of Doob [4, p. 457] (see Theorem 2 of [2]) that the two limits in \( m \) at the end of the last two sets of inequalities have the same value given by

\[
 p_{i_{i_1}}(l_1 - s) \prod_{r=1}^{l-1} p_{i_r,i_{r+1}}(l_{r+1} - t_r) = p_{i_{i_1}}(l_1 - s)Q
\]

where \( Q \) stands for the product in \( \nu \). Hence we have, since our basic probability is tacitly assumed to be a complete measure:

\[
P \{ y(t_r) = j_r \} = \lim_{h \to 0} \sum_{n=0}^{\infty} \sum_{j} P \{ nh \leq \lambda < (n + 1) h, x(nh + h + s) = j \} p_{i_{i_1}}(l_1 - s)Q.
\]

Using (5) and (10 bis), we have

\[
P \{ y(t_r) = j_r \} = Q \lim_{h \to 0} \sum_{n=0}^{\infty} \sum_{j} \int_{nh}^{(n+1)h} q_{\nu}e^{-\nu u} r_{i_{i_1}}(nh + h + s - u)p_{i_{i_1}}(l_1 - s)du
\]

\[
= Q \lim_{h \to 0} \sum_{j} \int_{0}^{\infty} q_{\nu}e^{-\nu u} r_{i_{i_1}}([uh^{-1}]h + h + s - u)p_{i_{i_1}}(l_1 - s)du
\]

\[
= Q \lim_{h \to 0} \int_{0}^{\infty} q_{\nu}e^{-\nu u} r_{i_{i_1}}([uh^{-1}]h + h + l_1 - u)du
\]

\[
= Q \int_{0}^{\infty} q_{\nu}e^{-\nu u} r_{i_{i_1}}(l_1)du = r_{i_{i_1}}(l_1)Q
\]

since \( 0 \leq r_{i_1}(\cdot) \leq 1 \) and \( r_{i_1}(\cdot) \) is continuous. This proves the theorem.

**Corollary 1.** There is a standard modification of the \( y(t) \) process which is separable relative to the class of closed sets and measurable.

**Proof.** By Theorem II.2.6 of [6], it is sufficient to prove that for every \( t > 0 \) and \( \epsilon > 0 \)

\[
\lim_{s \to t} P \{ | y(t) - y(s) | < \epsilon \} = 1.
\]
Now we have by the theorem, if $0<\epsilon<1$,
\[
\lim_{s \uparrow t} P\{ |y(t) - y(s)| < \epsilon \} = \lim_{s \uparrow t} \sum_j P\{y(s) = y(t) = j\}
\]
\[
= \lim_{s \uparrow t} \sum_j r_{ij}(s) p_{jj}(t - s) \geq \sum_j r_{ij}(t) = 1
\]
by (7 bis); similarly for $s \downarrow t$.

**Corollary 2.** For each $t>0$, $P\{y(t) = +\infty\} = 0$. Thus the $y(t)$ process as well as the $x(t)$ process has no "fixed infinities."

**Complement to Theorem 5.** For every stable $j$, we have
\[
P\left\{ \lim_{t \downarrow 0} y(t) = j \right\} = \frac{(1 - \delta_{ij}) q_{ij}}{q_i};
\]
for every instantaneous $j$, we have
\[
P\left\{ \lim \inf_{t \downarrow 0} y(t) = j < +\infty = \lim \sup_{t \downarrow 0} y(t) \right\} = \frac{q_{ij}}{q_i};
\]
\[
P\left\{ \lim_{t \downarrow 0} y(t) = +\infty \right\} = 1 - \frac{\sum_{i \neq j} q_{ij}}{q_i}.
\]

The Complement follows from (20) and Theorem 4 of [2]. Examples of all three kinds of behavior can be found in Kolmogorov [7] and Lévy [8, pp. 365-367].

5. **A counterpart.** The exact counterpart to a post-exit process would be a pre-entrance process. We shall not introduce this formally but choose the following shorter course.

Let $j$ be a stable state. Whatever the initial distribution of $x(0)$ may be, the $t$-set $S_j(w) = \{t:x(t, w)=j\}$ consists of a sequence of disjoint intervals, called the $j$-intervals, of which there is a finite number in every finite $t$-interval, with probability one. The total number of $j$-intervals may be finite or infinite. The beginning of the $n$th $j$-interval is a random variable (in the broad sense) denoted by $\tau^n_j = \lambda^n_j(w)$ and called the $n$th entrance time into the state $j$; the length of the $n$th $j$-interval is a random variable (in the broad sense) denoted by $\lambda^n_j = \lambda^n_j(w)$ and called the $n$th sojourn time in the state $j$. If $P\{x(0) = i\} = 1$ then we have $P\{\tau^n_j \leq t\} = F_{ij}(t)$; $P\{\tau^n_j + 1 - \tau^n_j \leq t\} = F_{jj}(t)(^*)$, $n = 1, 2, \cdots$; and $P\{\lambda^n_j \leq t\} = 1 - e^{-\lambda^n_j t}$, $t \geq 0$. The random variables $\tau^n_j$ and $\lambda^n_j$ are independent; and the sequence of random variables $\{\tau^n_j - \tau^n_j\}$, $n = 0, 1, 2, \cdots$, where $\tau^n_0 = 0$, are independent. All the preceding statements can be found in Lévy's work [8]; proofs can be found in [2].

We have, clearly, if $t>0$,

(^*) Note that if $q_i = 0$ then $F_{ij}(\cdot) = 0$. 
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\[ P\{x(t) = j\} = \sum_{n=1}^{\infty} P\{\tau_i^n \leq t < \tau_i^{n+1}, x(t) = j\} \]
\[ = \sum_{n=1}^{\infty} P\{\tau_i^n \leq t, \lambda_j^n > t - \tau_i^n\}. \]

Hence we have, by the independence of \( \tau_i^n \) and \( \lambda_j^n \),

\[ P\{x(t) = j\} = \sum_{n=1}^{\infty} \int_0^{t-0} e^{-q_i(t-s)}dP\{\tau_i^n \leq s\}. \]

This formula has been given by Lévy [8, (II.8.1)]. Let \( P\{x(0) = i\} = 1 \), then

\[ \sum_{n=1}^{\infty} P\{\tau_i^n \leq s\} = U_{ii}(s), \]

where

\[ U_{ii}(s) = \delta_{ii} \epsilon(s) + \sum_{n=0}^{\infty} F_{ii}(s) * F_{ii}^n(s) \]

and \( F_{ii}^n \) denotes the \( n \)-fold convolution of \( F \) with itself, \( F_{ii}^0(s) \) being the unitary distribution function \( \epsilon(s) \). The function \( U_{ii}(s) \), which is finite for finite \( s \) and nondecreasing, is well-known in renewal theory and may be interpreted as the expected number of entrances into \( j \) in time \( s \) (see [5]).

So far the initial state \( i \) is arbitrary. We now assume that \( i \) is a stable state. Then by Theorem 2 both \( F_{ii}(\cdot) \) and \( F_{jj}(\cdot) \) have continuous derivatives. It follows easily that the derivative

\[ u_{ii}(s) = \left[U_{ii}(s) - \delta_{ii} \epsilon(s)\right]' = \int_0^s F_{ii}'(s-v)dv \left[\sum_{n=0}^{\infty} F_{ii}^n(v)\right] \]

exists and is non-negative and continuous for all \( s > 0 \). We can now rewrite (24) as

\[ p_{ii}(t) = \int_0^t e^{-q_i(t-s)}u_{ii}(s)ds + \delta_{ii} e^{-q_i t}. \]

Differentiating, we obtain

\[ p_{ii}'(t) = u_{ii}(t) - q_i p_{ii}(t) \]

which is the counterpart to (13). Note however that (27) is proved under the double condition: \( q_i < \infty \) and \( q_j < \infty \).

Henceforth we shall assume the more stringent condition that \( q_k < \infty \) for every \( k \). Writing \( k \) for \( i \) in (26), multiplying by \( p_{ik}(t') \) and summing over \( k \), we obtain, for every \( t' > 0 \):
\[ \sum_k p_{ik}(t') p_{kj}(t) = \int_0^t e^{-q_i(t-s)} \sum_k p_{ik}(t') u_{kj}(s) ds + p_{ij}(t') e^{-q_j t} \]

\[ = \int_0^t e^{-q_i(t-s)} \sum_k p_{ik}(t') u_{kj}(s) ds + \int_{-t'}^0 e^{-q_i(t-s)} u_{ij}(t' + s) ds + \delta_i e^{-q_i(t'+t)}. \]

On the other hand, we have

\[ p_{ij}(t' + t) = \int_{-t'}^t e^{-q_i(t-s)} u_{ij}(t' + s) ds + \delta_i e^{-q_i(t'+t)}. \]

Equating (28) and (29), we have

\[ \sum_k p_{ik}(t) u_{kj}(s) = u_{ij}(t + s) \]

for each \( t > 0 \) and almost all \( s > 0 \). Since both members of (30) are measurable functions of the pair \( t, s \), it follows by Fubini's theorem that there are sets \( N \) and \( N_s \) of measure zero such that if \( 0 < s \in N \) and \( 0 < t \in N_s \) then (30) holds for all \( i \) and \( j \). Furthermore since the functions \( u_{kj}(\cdot) \) are non-negative and continuous, it follows from (30) that

\[ \sum_k p_{ik}(t) u_{kj}(s) \leq u_{ij}(t + s) \]

for all positive \( t \) and \( s \). Suppose that for some \( t \) and \( s \) strict inequality holds in (31), then we have since \( p_{ii}(t') > 0 \) for every \( t' > 0 \),

\[ \sum_k p_{ik}(t' + t) u_{kj}(s) = \sum_i p_{ii}(t') \sum_k p_{ik}(t) u_{kj}(s) < \sum_i p_{ii}(t') u_{ij}(t + s) \leq u_{ij}(t' + t + s). \]

Thus if (30) does not hold for certain \( s \) and \( t \), then it does not hold for the same \( s \) and all greater \( t \). Thus the sets \( N_s \) for \( s \in N \) must be all empty. Let \( s \) and \( t \) be positive but arbitrary. Choose \( s' < s \) such that \( s - s' \in N \). Then we have just proved that

\[ u_{kj}(t + s - s') = \sum_i p_{ki}(t') u_{ij}(s - s') \]

for all \( k \) and \( j \). Hence we have, using (32) with \( s' \) resp. \( t + s' \) for \( t \),

\[ \sum_k p_{ik}(t) u_{kj}(s) = \sum_i \sum_k p_{ik}(t) p_{ki}(s') u_{ij}(s - s') = \sum_i p_{ii}(t + s') u_{ij}(s - s') = u_{ij}(t + s). \]
Therefore (30) holds in fact for all positive \( t \) and \( s \). The relation (30) may be interpreted as a transition property of the "entrance frequency" \( u_{ij}(s) \).

Substituting (27) into (30), we obtain

\[
(33) \quad p'_{ij}(t + s) = \sum \limits_k p_{ik}(t)p'_{kj}(s).
\]

This is the exact counterpart to (15), proved however under the more stringent condition that all \( q_k < \infty \).

We summarize the results as follows.

**Theorem 6.** If \( q_i < \infty \) and \( q_j < \infty \) then the function \( u_{ij}(s) \) given by (25) is continuous for all \( s > 0 \) and satisfies (26) and (27). If \( q_k < \infty \) for every \( k \) then the relations (30) and (33) hold.

6. The generalised Kolmogorov equations. The pair of equations (15) and (33):

\[
\begin{align*}
    p'_{ij}(t + s) &= \sum \limits_k p'_{ik}(s)p_{kj}(t), \\
    p'_{ij}(t + s) &= \sum \limits_k p_{ik}(t)p'_{kj}(s)
\end{align*}
\]

may be called the generalised Kolmogorov equations. The first equation (obtained first by Austin) is proved under the hypothesis that \( q_i < \infty \), the second under the hypothesis that \( q_k < \infty \) for every \( k \); they are both valid for all positive \( t \) and \( s \). Since \( p'_0(\cdot) \) is a continuous function, we have as \( s \downarrow 0 \):

\[
\begin{align*}
    p'_{ij}(t) &= \lim_{s \downarrow 0} \sum \limits_k p'_{ik}(s)p_{kj}(t), & t > 0, \\
    p'_{ij}(t) &= \lim_{s \downarrow 0} \sum \limits_k p_{ik}(t)p'_{kj}(s), & t > 0.
\end{align*}
\]

The historical approach is equivalent to attempts to take the limits above underneath the summation sign, and it is found necessary to impose further conditions to make this legitimate (see [4]). From our point of view the equations (15) and (33) are consequences of (10 bis) and (30), respectively, which are probabilistically more meaningful. They have the further analytical advantage of involving only non-negative quantities. To illustrate this we prove the following theorem which sharpens a result of Doob [4, p. 461].

**Theorem 7.** Suppose that \( q_i = -p'_i(0) < \infty \). If the equation

\[
(34) \quad p'_{ij}(t) = \sum \limits_k p'_{ik}(0)p_{kj}(t)
\]

is true for some \( t > 0 \) and every \( j \), then

\[
(35) \quad \sum \limits_k p'_{ik}(0) = 0;
\]

(7) Although the equation (33) is given in Austin's paper [1], according to an oral communication his proof is incomplete.
conversely if (35) is true, then (34) is true for every $t > 0$ and $j$. Furthermore, either assertion is equivalent to the following assertion regarding the post-exit process (23):

$$P \left\{ \lim_{t \to 0} y(t) = + \infty \right\} = 0.$$  

**Proof.** (34) and (35) are equivalent, by means of (13), to the following limit forms of (10 bis) and (7 bis):

$$(36) \quad r_{ij}(t) = \sum_k r_{ik}(0) p_{kj}(t),$$

$$(37) \quad \sum_k r_{ik}(0) = 1.$$  

If (36) is true for some $t > 0$ and every $j$, then summing over $j$ and using (7 bis) we have $1 = \sum_j r_{ij}(t) = \sum_k r_{ik}(0) \sum_j p_{kj}(t) = \sum_k r_{ik}(0)$. Conversely, suppose (37) is true. By letting $s \to 0$ in (10 bis) we have for every $t > 0$

$$(38) \quad r_{ij}(t) \geq \sum_k r_{ik}(0) p_{kj}(t).$$  

Hence we have as before

$$1 = \sum_j r_{ij}(t) \geq \sum_k r_{ik}(0) = 1.$$  

Thus we must have equality in (38) for every $j$.

The last statement follows from the Complement to Theorem 5, since (35) is the same as $\sum_{j \neq i} q_{ij} = q_i$.
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