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Introduction

Let \( J \) be a constant \( d \times d \) matrix, let \( y_1, \ldots, y_d \) be the components of a column vector \( y \), and let \( y' = dy/dt \), where \( t \) is a real variable. Consider the system of linear differential equations

\[
y' = Jy
\]

(with constant coefficients) and the perturbed system

\[
y' = (J + G(t))y,
\]

where \( G(t) \) is a continuous \( d \times d \) matrix on \( 0 \leq t < \infty \). It has been shown by Perron (cf. [9, 10]) that if

\[
G(t) \rightarrow 0 \quad \text{as} \quad t \rightarrow \infty
\]

and if \( \lambda_1, \ldots, \lambda_d \) are the eigenvalues of \( J \), then (2) has \( d \) linearly independent solutions \( y = y_1(t), \ldots, y_d(t) \) such that \( y = y_j(t) \) satisfies, as \( t \rightarrow \infty \),

\[
\log |y(t)| = (\mu + o(1))t,
\]

where \( \mu = \text{Re} \lambda_j \); for a sharper result, cf. [5]. It is known that if (3) is altered to the condition that each element of \( t^{k-1}G(t) \) is of class \( L(0, \infty) \) for a suitable number \( h \), depending on \( J \), then (4) can be improved to an asymptotic formula for each component of \( y(t) \); cf., e.g., [5]. It is natural to ask for theorems with assertions stronger than (4), but not as strong as an asymptotic formula for the components of \( y(t) \); for example, with an assertion of the type

\[
\log |y(t)| = \mu t + (l + o(1)) \log t,
\]

where \( l \) is an integer, \( 0 \leq l < h^* \), and \( h^* \) is the maximum of the exponents \( h \) in the elementary divisors \( (\lambda - \lambda_k)^h \) for which \( \text{Re} \lambda_k = \mu \).

Part I will deal with such theorems for general linear systems (2), in which there is no restriction on the constant matrix \( J \). Part II is concerned with \( O(1) \)-variants of results of this type for the case when \( J \) has only one elementary divisor (of multiplicity \( d \)). It will be clear that corresponding results can be obtained for the case of an arbitrary \( J \). A specialization (§6) of the results to the case when (2) is equivalent to a scalar differential equation of \( d \)th order,
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\[ x^{(d)} + f_1(t)x^{(d-1)} + \cdots + f_{d-1}(t)x' + f_d(t)x = 0, \]
gives theorems related to results of A. Kneser (for the case \( d = 2, f_1(t) \equiv 0 \) and \( f_2(t) \) is real-valued) and theorems related to a result of de la Vallée Poussin (for the case \( d \) is arbitrary, \( f_1, \cdots, f_d \) are real-valued and \( t \) is restricted to a bounded interval).

Part III deals with analogues of the results of Parts I and II for the case when the linear system (2) is replaced by a nonlinear system
\[ \text{(2 bis)} \]
\[ y' = Jy + F(t, y), \]
in which \( F = (F_1, \cdots, F_d) \) is a continuous vector defined for large \( t \) and all \( y \).

In the Appendix, there will be considered the conditions of Lonn [8] ensuring that all solutions of the real, singular, differential equation
\[ dy/dx = (-y + x + F_2(x, y))/(-x + F_1(x, y)), \]
in a sufficiently small circle \( x^2 + y^2 \leq \varepsilon^2 \), are tangent to the \( y \)-axis or that all solutions are spirals. Lonn's sufficient condition for spirals is considerably improved (and both of Lonn's results are extended so as to apply nonconservative systems
\[ x' = -x + F_1(t, x, y), \quad y' = -y + x + F_2(t, x, y) \]
as well). The final results are deduced from criteria of Kneser assuring that \( x'' + f(t)x = 0 \) is oscillatory or is nonoscillatory.

In what follows, the independent variable \( t \) is real. The given functions and the solutions of the differential equations involved, unless otherwise specified, are complex-valued. It will be clear that analogues of the results can be obtained when all functions are restricted to be real-valued.

**Part I. The general linear case**

1. \( o(1) \)-theorems. Theorem (ii) below dealing with solutions of (2) will have the following corollary involving asymptotic relations of the form (5):

   (i) Let \( J \) be a constant \( d \) by \( d \) matrix and let \( (\lambda - \lambda(1))^{h(1)}, \cdots, (\lambda - \lambda(g))^{h(g)} \)
   \( \text{where } h(1) + \cdots + h(g) = d, \text{ be the elementary divisors of } J. \) Let \( G(t) \) be a continuous \( d \) by \( d \) matrix on \( 0 \leq t < \infty \) satisfying, as \( t \to \infty, \)
\[ t^\kappa G(t) \to 0, \]
where \( \kappa = \max (h(1), \cdots, h(g)). \) Then (2) has \( d \) linearly independent solutions
\[ y = y_j(t), \text{ where } j = 1, \cdots, g \text{ and } l = 0, 1, \cdots, h(g) - 1, \text{ such that } y = y_j(t) \]
satisfies (5) with \( \mu = \mu(j). \)

   If (6) holds with a number \( \kappa > h_*, \) where \( h_* \geq h(j) \) for those \( j \) for which \( \Re \lambda(j) = \mu, \) then \( t^{\kappa-1}G(t) \) is of class \( L(0, \infty) \) and (**) in [5] provides an asymptotic formula for the components of a solution \( y = y(t) \) of (2) satisfying (4).

   In order to obtain finer results, it will be supposed that \( J \) is in a Jordan
normal form. This is no loss of generality since the elements of $J$, $G(t)$ and the components of $y(t)$ are allowed to be complex-valued. Suppose that (1) can be written as

$\begin{align*}
(7_{i1}) & \quad y^{i1'} = \lambda y^{i1}, \\
(7_{ik}) & \quad y^{ik'} = \lambda y^{ik} + y^{i_k} - 1, \quad k = 2, \ldots, h(j),
\end{align*}$

where $\lambda = \lambda(j) = \text{const.}; \quad j = 1, \ldots, g; \quad h(1) + \cdots + h(g) = d$, $y^{mi} = y^{ik}$ if $m = h(1) + \cdots + h(j - 1) + k$ for $k = 1, \ldots, h(j)$. The equations (7_{ik}), $k > 1$, are missing if $h(j) = 1$. Correspondingly, if the element $g_{m\gamma}(t)$ of $G(t)$ is written as $g_{m\gamma} = g_{jk \alpha \beta}$ if

$m = h(1) + \cdots + h(j - 1) + k, \quad \gamma = h(1) + \cdots + h(\alpha - 1) + \beta$

for $k = 1, \ldots, h(j)$ and $\beta = 1, \ldots, h(\alpha)$ and the summation convention is used for indices $\alpha, \beta$, then (2) can be written as

$\begin{align*}
(8_{i1}) & \quad y^{i1'} = \lambda y^{i1} + g_{i1 \alpha \beta} y^{\alpha \beta}, \\
(8_{ik}) & \quad y^{ik'} = \lambda y^{ik} + y^{i_k - 1} + g_{jk \alpha \beta} y^{\alpha \beta}, \quad k = 2, \ldots, h(j).
\end{align*}$

It can be supposed that the $g$ elementary divisors of $J$ are numbered so that

$\begin{align*}
(9) & \quad \pi(1) \leq \cdots \leq \pi(g), \quad \text{where} \quad \mu(j) = \operatorname{Re} \lambda(j).
\end{align*}$

Let the distinct numbers in the set (9) be denoted by $\mu^1 < \mu^2 < \cdots < \mu^f$. For a given integer $m$, where $1 \leq m \leq f$, an integer $j$ on the range $1 \leq j \leq g$ will be denoted by $p, q$ or $r$ according as $\mu(j) < \mu^m$, $\mu(j) = \mu^m$ or $\mu(j) > \mu^m$:

$\begin{align*}
(10) & \quad \mu(j) <, = \text{or} > \mu^m \quad \text{according as} \quad j = p, q \text{or} r.
\end{align*}$

Let $h_*$ be the maximum length of the "blocks" of $J$ for which $\mu(j) = \mu^m$,

$\begin{align*}
(11) & \quad h_* = \max_q h(q).
\end{align*}$

With reference to a particular value $q_0$ of $q$ and an integer $k = k_0$ on the range $1 \leq k \leq h(q)$, define integers $j_0, b$ by

$\begin{align*}
(12_1) & \quad j_0 = h(q_0) - k_0 \quad \text{(so that} \quad 0 \leq j_0 \leq h(q_0) - 1), \\
(12_2) & \quad b = h_* - j_0 \quad \text{(so that} \quad 1 \leq k_0 \leq b \leq h_*),
\end{align*}$

and let the integers $b(q)$ be defined by

$\begin{align*}
(12_3) & \quad b(q) = k_0 \text{ or} b \quad \text{according as} \quad q = q_0 \text{ or} q \neq q_0.
\end{align*}$

For $n = 0, 1, \ldots, j_0$, put

$\begin{align*}
(13_n) & \quad D_n = \left\{ \sum_{(n)} \left| y^q b(q) + n \right|^2 \right\}^{1/2}, \quad \text{where} \quad \sum_{(n)} = \sum_{h(q) \leq b(q) + n}
\end{align*}$
(so that $D_n^2$ is the sum of $|y^{q_0+k+n}|^2$ and of terms $|y^{b+n}|^2$ in which $q \neq q_0$ and $h(q) \geq b+n$).

Using the notation (10)–(13), a refinement of (i) can be stated as follows:

(ii) Let $G(t)$ be a continuous $d$ by $d$ matrix in $0 \leq t < \infty$ and, with reference to a fixed $\mu = \mu^m$ and a fixed $q = q_0$, let every element $g_{jk} \alpha \beta$ of $G(t)$ satisfy, when $UV > U \to \infty$,

\[
(14) \quad (1 + \log V)^{-1} \int_U^{UV} |g_{jk \alpha \beta}|^t^t(a^\beta - \epsilon(jk) + (\epsilon(a) - \epsilon(i))(h_k - h(q_0)) dt \to 0,
\]

where $\epsilon(jk)$ is $k$ or 1 according as $j = q$ or $j \neq q$ and $\epsilon(j)$ is 1 or 0 according as $j = q_0$ or $j \neq q_0$. Then the system (8) has $\sum_p h(p) + \sum_q (h(q) - b(q) + 1)$ linearly independent solutions $y = y(t)$ satisfying, as $t \to \infty$, the asymptotic relations

\[
(15_1) \quad t^{b-1}y^{jk}(t) = o(D_0(t)) \quad \text{if } j = p \text{ and } j = r,
\]

\[
(15_2) \quad t^{b(q)-k}y^{jk}(t) = o(D_0(t)) \quad \text{if } k < b(q),
\]

\[
(15_3) \quad D_n(t) \sim t^nD_0(t)/n! \quad \text{if } n = 1, \ldots, j_0,
\]

\[
(15_4) \quad \log D_0(t) = \mu t + o(\log t).
\]

A condition sufficient for (14) is

\[
(16_1) \quad t^hG(t) \to 0 \quad \text{as } t \to \infty
\]
or, more generally,

\[
(16_2) \quad (1 + \log V)^{-1} \int_U^{UV} t^{h-1} |G(t)| dt \to 0 \quad \text{as } UV > U \to \infty,
\]

where $|G(t)|$ is the norm of $G(t)$ (that is, max $|G(t)y|$ for $|y| = 1$). The asymptotic formulae (15) imply, as $t \to \infty$,

\[
(17_1) \quad |y| = (1 + O(1/t)) \left\{ \sum_q |y^{q}(h(q))|^2 \right\}^{1/2},
\]
in fact,

\[
(17_2) \left\{ \sum_q |y^{q}(h(q)-n)|^2 \right\}^{1/2} = O(1/t) \left\{ \sum_q |y^{q}(h(q)-n+1)|^2 \right\}^{1/2}, n = 1, \ldots, h_* - 1,
\]

where the sum on the left [right] is over the set of $q$ for which $h(q) \geq n$ [$h(q) \geq n - 1$],

\[
(17_3) \quad y^{jk} = o(t^{1-h_*}) \left\{ \sum_q |y^{q}(h(q))|^2 \right\}^{1/2} \quad \text{if } j \neq q,
\]

\[
(17_4) \quad \log |y| = \mu t + (j_0 + o(1)) \log t.
\]
This fact, theorem (*) in [5, pp. 51–52], and the superposition principle lead to the following:

(i bis) If condition (16i) or (16a) is satisfied then any solution \( y = y(t) \) of (8), for which (4) holds, satisfies (17i)–(17a) and the relation (17a), for some integer \( j_0, 0 \leq j_0 \leq h\ast - 1 \).

2. Proof of (ii). It can be supposed that

\( \lambda(q) = 0 \)

for otherwise the change of dependent variables

\[ e^{-\lambda(q)t}y^{qk} \rightarrow y^{qk}, \quad e^{-\lambda(q)t}y^{jk} \rightarrow y^{jk} \quad (j \neq q) \]

transforms (8) into a system of the same type in which \( g_{jk} a^\theta \) is replaced by \( e^{\theta t}g_{jk} a^\theta \), where \( \theta = \theta_{jk} a^\theta \) is a real constant.

Consider the change of independent variables \( t \rightarrow s \) defined by

\( s = \log t \quad (ds = dt/t) \),

and the change of dependent variables

\( y = Qz \)

given by

\( z^{qk} = t^{k-b(q)} \sum_{n=1}^{k} z^{n}/(k - n)! \),

\( z^{jk} = t^{l-b} \)

if \( j \neq q \),

where \( b, b(q) \) are defined by (12). Then (8) is transformed into the system

\( \dot{z}^{qk} = (b(q) - k)z^{qk} + h_{qk} a z^2 a^\theta, \)

and, if \( j \neq q \),

\( \dot{z}^{jk} = (\lambda t - 1 - b)z^{jk} + h_{jk} a z^{2a} a^\theta, \)

where \( H = (h_{jk} a^\theta) \) is given by

\( H(s) = tQ^{-1}GQ \quad (t = e^s) \),

and \( \dot{z} = dz/ds = tz' \); cf. [5, pp. 64–66].

The assumption (14) implies that

\[ (1 + V)^{-1} \int_U^{U+V} |h_{jk} a^\theta| ds \rightarrow 0 \quad \text{when} \quad U + V > U \rightarrow \infty ; \]

cf. [5, pp. 67–68]. Note that the coefficient of \( z^{qk} \) in the principal term of (23i) is 0 if and only if \( k = b(q) \), and that the real part of the coefficient of
$z^{jk}$ in (232) is essentially const. $t$, where const. $\geq 0$ according as $j=r$ or $j=p$; cf. (10) and (18).

Thus (III) in [5, p. 61], implies that the system (231) − (232) has a unique solution $z=z(s)$ satisfying, for a sufficiently large $S$, a set of (partial) initial conditions

$$z^{jk}(S) = z_0^{jk}, \quad j = p \quad \text{and} \quad j = q, k \geq b(q),$$

where $z_0^{jk}$ are arbitrary constants subject to

$$\sum_p \sum_k |z_0^{pk}|^2 + \sum_q \sum_{k > b(q)} |z_0^{qk}|^2 < \epsilon \sum_{(0)} |z_0^{b(q)}|^2$$

for a sufficiently small $\epsilon > 0$, and satisfying, as $s \to \infty$, the asymptotic relations

$$(26_1) \quad \log D(s) = o(s), \quad \text{where} \quad D = \left\{ \sum_{(0)} |z_0^{b(q)}|^2 \right\}^{1/2},$$

$$(26_2) \quad z^{ik} = o(D(s)) \quad \text{if} \quad (j, k) \neq (q, b(q)).$$

By virtue of (21) and (26), it follows that, as $t = e^s \to \infty$,

$$(27_1) \quad D_{0}(t) \sim D(s),$$

$$(27_2) \quad t^{b(q)-k}y^{qk} = o(D(s)) \quad \text{if} \quad k < b(q),$$

$$(27_3) \quad D_{n}(t) \sim t^n D(s)/n!$$

and, by virtue of (22), that

$$(27_4) \quad t^{b-1}y^{jk} = o(D(s)) \quad \text{if} \quad j = p \quad \text{and} \quad j = r.$$  

In view of (19), (26), and (27), the assertion (ii) follows.

**Part II. One elementary divisor**

3. **A lemma.** The proof of (ii) above (or rather the proof of the theorem (III) in [5] on which (ii) depends) suggests that (ii) has $O(1)$-variants. These variants will be examined in Part II in detail when $J$ has only one elementary divisor (of multiplicity $d$) and so, without loss of generality, it can be assumed that the eigenvalues are 0. In this case, (1) has the form

$$(28) \quad y^{1} = 0, \quad y^{2} = y^{1}, \ldots, \quad y^{d} = y^{d-1}.$$  

The $O(1)$-analogue of (III) [5, p. 61], which will be needed below, will first be deduced.

Let $K=K(s)$ be the diagonal (not necessarily constant) matrix of coefficients of the system

$$(29) \quad \dot{z}^{1} = \lambda^{1}(s)z^{1}, \ldots, \quad \dot{z}^{d} = \lambda^{d}(s)z^{d},$$

which will be written as
\( z = K(s)z, \quad \dot{z} = dz/ds \)

and let

\[
\mu_1(s) \leq \cdots \leq \mu_d(s), \quad \text{where} \quad \mu^i = \text{Re} \lambda^i.
\]

Let \( j_1, j_2 \) denote a pair of integers satisfying \( 1 \leq j_1 \leq j_2 \leq d \). An integer \( j = 1, \cdots, d \) will be denoted by \( p, q \) or \( r \) according as \( j < j_1, j_1 \leq j \leq j_2 \) or \( j_2 < j \):

\[
j = p, q \text{ or } r \quad \text{according as} \quad j < j_1, j_1 \leq j \leq j_2 \text{ or } j_2 < j;
\]

so that the set of integers \( p \) and/or \( r \) can be empty, but the set of integers \( q \) is not. Let

\[
\mu = \min \mu^q \quad \text{and} \quad \nu = \max \mu^q,
\]

so that \( \mu = \mu^i \) if \( j = j_1 \) and \( \nu = \mu^i \) if \( j = j_2 \), and let there exist a constant \( c > 0 \) such that

\[
\mu^i \leq \mu - c \quad \text{if} \quad j = p \\
\mu^i \geq \nu + c \quad \text{if} \quad j = r
\]

for large \( s \).

Finally, let

\[
M = \sum_p |z^p|^2, \quad L = \sum_q |z^q|^2, \quad N = \sum_r |z^r|^2,
\]

so that

\[
|z|^2 = M + L + N.
\]

For a given number \( \theta \) on the range

\[
0 < \theta < 1,
\]

let \( \delta = \delta(\theta) \) denote the number

\[
\delta = 1/2 - (1 - \theta)^{1/2}/2; \quad \text{so that} \quad 0 < \delta < 1/2 \quad \text{and} \quad 2\delta(1 - \delta) = \theta/2.
\]

Let \( \eta \) be a number on the range

\[
0 < \eta < 1/2 - \delta
\]

and let

\[
\epsilon = 2(\delta + \eta), \quad \text{so that} \quad 0 < \epsilon < 1.
\]

**Lemma 1.** Let \( K = K(s) \) be a continuous (diagonal) \( d \times d \) matrix on \( 0 \leq s < \infty \) and let (30) reduce to (29). Let there exist integers \( j_1, j_2 \), where \( 1 \leq j_1 \leq j_2 \leq d \), and a constant \( c > 0 \) such that (32)-(34) hold. Let \( H = H(s) \) be a continuous \( d \times d \) matrix on \( 0 \leq s < \infty \) with a norm \( |H(s)| \) satisfying, for some \( \theta \) on the range (37),

\[
|H(s)| \leq \theta c/2 \quad \text{for large} \quad s
\]
or, more generally, for some $\eta$ satisfying (38$_2$), let

\[ (39 \text{ bis}) \quad \int_U^{U+V} |H(s)| \, ds < \theta c V/2 + \eta \text{ for large } U \text{ and } U + V > U. \]

Finally, let $z^q_0$, where $q = j_1, \ldots, j_2$, be a set of $j_2 - j_1 + 1$ numbers, not all 0. Then, if $S$ is sufficiently large, the system

\[ (40) \quad \dot{z} = (K(s) + H(s))z \]

has a solution $z = z(s)$ satisfying the (partial) set of initial conditions

\[ (41) \quad z^p(S) = 0; \quad (42) \quad z^q(S) = z^q_0 \]

and the asymptotic formulae, as $s \to \infty$,

\[ (43) \quad \lim \sup (M(s) + N(s))/L(s) \leq \epsilon/(1 - \epsilon), \]

where $\epsilon$ is given by (38), and

\[ (44_1) \quad \lim \inf s^{-1} \log L^{1/2}(s) \geq \mu - \theta c/2(1 - \epsilon)^{1/2}, \]
\[ (44_2) \quad \lim \sup s^{-1} \log L^{1/2}(s) \leq \nu + \theta c/2(1 - \epsilon)^{1/2}. \]

The number $\epsilon$ in (43) and (44) can be replaced by $\epsilon/2$ if $j_1 = 1$ or $j_2 = d$ (that is, if the set of integers $p$ or $q$ is vacuous).

It will be clear from the proof that (41) can be replaced by $z^p(S) = z^p_0$, where $z^p_0$ are arbitrary numbers such that $\sum_p |z^p_0|^2/\sum_q |z^q_0|^2$ is sufficiently small.

The lemma is a variant of a theorem of Perron ([9, pp. 141–142]; cf. [5]). It is clear from Perron’s result [9] (or from [5]) that Lemma 1 has an analogue for the case when $K(s)$ is not diagonal but is, for example, a triangular matrix. Lemma 1 will be applied to obtain $O(1)$-variants of (1) in the case (28) of (1). It can be used to obtain $O(1)$-variants of (1) in the general case (7) of (1), by first using the change of variables (19) and (21)–(22) in (2) and then employing a device of Perron which, in this case, is another change of dependent variables $z \to w$, defined by $z^{jk} = w^{q_k} z^{ik} = a^k w^{jk}$ if $j \neq q$ and $a > 0$ is a sufficiently small number. The avoidance of the use of successive approximations in the proof of the lemma makes possible the extension of the proof to nonlinear systems (cf. Part III below), without the assumption of Lipschitz conditions as in [9].

It is clear from [11] that Lemma 1 also has an analogue if the constant $c > 0$ in conditions (34) and (39) is replaced by a continuous function $c = c(s) > 0$ satisfying $\int c(s) \, ds = \infty$. But this generalization can be deduced from Lemma 1 by the change of independent variables $s \to t$ defined by $dt = c(s) \, ds$.

Remark 1. The solution $z = z(s)$ of (40) satisfying (43)–(44) can be chosen to be independent of $\theta$, in the sense that if (39 bis) holds for arbitrarily small
\( \theta > 0 \) (so that \( \epsilon > 0 \) be chosen arbitrarily small), then (43)–(44) hold with \( \theta = \epsilon = 0 \); cf. (III), [5, p. 61].

**Remark 2.** It will follow from the proof that the assertion (43) remains valid if (39 bis) is relaxed to

\[
\int_U^{U+V} \max_{z} g_k(s) ds < \theta cV/2 + \eta \text{ for } V > 0 \text{ and large } U, k = 1, 2,
\]

where \( g_k(s) = g_k(s, z) \) are defined by

\[
\begin{align*}
(46a) \quad &g_1(s) = 2 \operatorname{Re} \left\{ (L + N) \sum_{i=p}^{d} \sum_{k=1}^{d} h_{ik}z^k \bar{z}^i - M \sum_{i=q,r}^{d} \sum_{k=1}^{d} h_{ik}z^k \bar{z}^i \right\}, \\
(46b) \quad &g_2(s) = 2 \operatorname{Re} \left\{ N \sum_{i=p,q}^{d} \sum_{k=1}^{d} h_{ik}z^k \bar{z}^i - (L + M) \sum_{i=q,r}^{d} \sum_{k=1}^{d} h_{ik}z^k \bar{z}^i \right\},
\end{align*}
\]

and where the max in (45k) refers to the maximum with respect to \( z \) on the respective sets in the \( z \)-space:

\[
\begin{align*}
(47a) \quad &|z| = 1 \text{ and } 1 - \epsilon/2 \leq L + N \leq 1 - \delta, \\
(47b) \quad &|z| = 1 \text{ and } \delta \leq N \leq \epsilon/2.
\end{align*}
\]

(In particular, the inequalities (45k), where the max refers to \( |z| = 1 \), are sufficient for the assertion (43).)

It may be remarked that if \( |z| = 1 \), then \( |g_k(s)| \leq |H(s)| \) even if the \( \operatorname{Re} \) is omitted in (46b). For, by Schwarz's inequality, the absolute value of the expression \( 2 \{ \cdots \} \) in (46a) is majorized by

\[
2(L + N) \left( \sum_{j=p}^{d} \left| \sum_{k=1}^{d} h_{jk}z^k \right|^2 \right)^{1/2} M^{1/2} + 2M \left( \sum_{j=q,r}^{d} \left| \sum_{k=1}^{d} h_{jk}z^k \right|^2 \right)^{1/2} (L + N)^{1/2}.
\]

Another application of Schwarz's inequality shows that this quantity is, in turn, majorized by

\[
2(L + N)^{1/2} \left( \sum_{j=1}^{d} \left| \sum_{k=1}^{d} h_{jk}z^k \right|^2 \right)^{1/2} (M + L + N)^{1/2}.
\]

Since \( 2(L + N)^{1/2} M^{1/2} \leq M + L + N = |z|^2 \), the last expression does not exceed \( |z|^2 |H(s)|^{1/2} |z| \). Hence \( |g_1(s)| \leq |H(s)| \) if \( |z| = 1 \).

Similarly, it can be shown that \( |g_2(s)| \leq |H(s)| \) if \( |z| = 1 \).

**Remark 3.** It will also be clear from the proof that the assertion (43) and the assumption

\[
\lim_{V \to 1} \sup V^{-1} \int_V^{V} \left\{ \sum_{j=q}^{d} \sum_{k=1}^{d} |h_{jk}|^2 \right\}^{1/2} ds \leq \theta c/2
\]

or
assure (44).

4. Proof of Lemma 1. This will only be indicated. Since

\((|z|^2)' = (z')\bar{z} + z(\bar{z}')' = 2\Re z\bar{z},\)

it follows from (31), (32), and (40) that

\[(49) \quad \dot{L} \geq 2\mu L + 2\Re \sum_{q} \sum_{k=1}^{d} h_{qk}z^{k}\bar{z}^{q},\]

\[(49) \quad \dot{L} \leq 2\nu L + 2\Re \sum_{q} \sum_{k=1}^{d} h_{qk}z^{k}\bar{z}^{q}\]

and

\[(50) \quad \dot{M} \leq 2(\mu - c)M + 2\Re \sum_{p} \sum_{k=1}^{d} h_{pk}z^{k}\bar{z}^{p},\]

\[(50) \quad N \geq 2(\nu + c)N + 2\Re \sum_{r} \sum_{k=1}^{d} h_{rk}z^{k}\bar{z}^{r}.\]

Corresponding to a solution \(z = z(s) \neq 0\) of (40), the function

\[(51) \quad v = v(s) = (L + N)/(M + L + N)\]

satisfies

\[(52) \quad 0 \leq v \leq 1,\]

is identically 1 when there are no integers \(p\), and otherwise satisfies the Riccati differential inequality

\[\dot{v} \geq 2cv(1 - v) - 2\Re \{\cdots\}(M + L + N)^{-2},\]

where \(\{\cdots\}\) is the expression in (46\textsubscript{1}). This last fact follows from

\[\dot{v} = \{(L + N)M - (L + N)\dot{M}\}/(M + L + N)^2\]

and

\[(L + N)M/(M + L + N)^2 = v(1 - v).\]

The definition of \(g_1(s) = g_1(s, z)\) in (46) shows that the differential inequality in the last formula line can be written as

\[(53) \quad \dot{v} \geq 2cv(1 - v) - g_1(s).\]

Similarly, the function

\[(54) \quad w = w(s) = N/(M + L + N)\]

satisfies
0 ≤ w ≤ 1,

is identically 0 when there are no integers r, and otherwise satisfies the Riccati differential inequality

\[ \dot{w} \geq 2cw(1 - w) - g_2(s). \]

In view of the remarks following (47), the assumption (39 bis) implies that

\[ \int_{U}^{U+V} g_2(s, z(s)) ds < \theta cV/2 + \eta, \]

if \( U \) is sufficiently large, \( U + V > U \) and, according as \( k = 1 \) or \( k = 2 \),

\[ \begin{align*}
\delta \leq 1 - \epsilon/2 \leq v \leq 1 - \delta & \quad \text{or} \quad \delta \leq w \leq \epsilon/2(\leq 1 - \delta) \\
\delta \leq s \leq U + V.
\end{align*} \]

holds on \( U \leq s \leq U + V \). Since \( (1 - \delta) - (1 - \epsilon/2) = \eta \) and \( \epsilon/2 - \delta = \eta \) and since (38) and (58) imply that \( 2cv(1 - v) \geq \theta c/2, 2cw(1 - w) \geq \theta c/2 \), it follows that if

\[ \begin{align*}
v(s_0) & \geq 1 - \delta \quad \text{or} \quad w(s_0) \geq \epsilon/2 \\
\delta \leq s \leq s_0,
\end{align*} \]

for some sufficiently large \( s = s_0 \), then

\[ \begin{align*}
v(s) & \geq 1 - \epsilon/2 \quad \text{or} \quad w(s) \geq \delta \\
\delta \leq s \leq s_0.
\end{align*} \]

for \( s \geq s_0 \); cf. the proof of the lemma [6, §3].

An adaptation of the proof of (*) in [5] (in which the assertions involving (59)–(60) play the role of Lemma 2 bis [5, p. 54]) shows that (40) has a solution \( z = z(s) \) satisfying (41)–(42), for a sufficiently large \( S \), and that

\[ \begin{align*}
v(s) & \geq 1 - \epsilon/2, \quad w(s) \leq \epsilon/2 \\
S & \leq s < \infty.
\end{align*} \]

In view of (51) and (54), this implies that \( (L + N) \geq (1 - \epsilon/2)(L + N + M) \) and \( N \leq (\epsilon/2)(L + N + M) \); so that \( L \geq (1 - \epsilon)(L + N + M) \), that is,

\[ \begin{align*}
N + M & \leq \epsilon L/(1 - \epsilon) \\
S & \leq s < \infty.
\end{align*} \]

This proves (43). Note that if \( N \equiv 0 \) or \( M \equiv 0 \), then \( \epsilon \) can be replaced by \( \epsilon/2 \) in (62), hence in (43).

By (49) and Schwarz's inequality,

\[ \dot{L} \geq 2\mu L - 2 \left| H \right| \left| z \right| L^{1/2}. \]

Since, by (62), \( \left| z \right| = (L + N + M)^{1/2} \leq L^{1/2}/(1 - \epsilon)^{1/2}, \)

\[ \dot{L} \geq (2\mu - 2 \left| H \right| / (1 - \epsilon)^{1/2}) L, \]

the relation (44) follows from (39 bis). The relation (44) can be obtained similarly.

5. The system (2), when (1) is (28). Before applying Lemma 1 to the situation at hand, it can be noted that (ii) implies the following:
Let (1) be the system (28). Let \( G = G(t) \) be a continuous \( d \times d \) matrix on \( 0 \leq t < \infty \) satisfying
\[
t^d G(t) \to 0 \quad \text{as} \quad t \to \infty
\]
or, more generally,
\[
(1 + \log V)^{-1} \int_U^{UV} t^{d-1} |G(t)| \, dt \to 0 \quad \text{when} \quad UV > U \to \infty.
\]
Then, for \( m = 1, \ldots, d \), the system (2) has a solution \( y = y(t) \) the components of which satisfy, as \( t \to \infty \),
\[
\begin{align*}
\log |y^m(t)| &= o(\log t), \\
y^j(t) &= o(t^{-m} |y(t)|) \quad \text{if} \quad j < m, \\
y^j(t) &\sim t^{-m} y(t)/(j - m)! \quad \text{if} \quad j > m.
\end{align*}
\]
In order to obtain an \( O(1) \)-variant and refinement of this result, by the use of Lemma 1, introduce the following notations: Let \( Q = Q(t) \) denote the triangular matrix of the affine transformation
\[
y = Qz, \quad \text{where} \quad y^i(t) = t^{i-1} \sum_{k=1}^{j} z^k / (j - k)!
\]
and let
\[
H = tQ^{-1}GQ.
\]
In terms of the matrix \( H = (h_{jk}) \), an integer \( m (1 \leq m \leq d) \), and a number \( \theta (0 < \theta < 1) \), put
\[
\begin{align*}
g_1(t) &= \max \left\{ \sum_{n=1}^{m-1} |z^n|^2 \sum_{j=m}^{d} \sum_{k=1}^{d} h_{jk} z^k z^j - \sum_{n=m}^{d} |z^n|^2 \sum_{j=1}^{d} \sum_{k=1}^{d} h_{jk} z^k z^j \right\}, \\
g_2(t) &= \max \left\{ \sum_{n=1}^{m-1} |z^n|^2 \sum_{j=m+1}^{d} \sum_{k=1}^{d} h_{jk} z^k z^j - \sum_{n=m+1}^{d} |z^n|^2 \sum_{j=1}^{m} \sum_{k=1}^{d} h_{jk} z^k z^j \right\},
\end{align*}
\]
where the max refers to a maximum with respect to \( z \) on the respective domains
\[
\begin{align*}
|z| &= 1 \quad \text{and} \quad 1 - \epsilon/2 \leq \sum_{j=m}^{d} |z^j|^2 \leq 1 - \delta, \\
|z| &= 1 \quad \text{and} \quad \delta \leq \sum_{j=m+1}^{d} |z^j|^2 \leq \epsilon/2,
\end{align*}
\]
and \( \epsilon, \delta \) are defined, in terms of \( \theta \), by (38).

\( \text{(I*) Let (1) be given by (28). Let } m \text{ be an integer on the range } 1 \leq m \leq d. \text{ Let } \theta > 0 \text{ be such that the number } \delta = \delta(\theta) \text{ in (381) satisfies} \)

\[
0 < 2\delta(\theta) < (1 + \alpha_m)^{-1}, \quad \text{where } \alpha_i = \sum_{n=1}^{i-1} (1/n!)^2.
\]

Let \( G = G(t) \) be a continuous \( d \times d \) matrix with the property that the functions \( g_k(t) \), defined by (66)-(68) for the given \( m \) and \( \theta \), satisfy

\[
g_k(t) \leq \theta/2 \text{ for large } t, \quad (k = 1, 2)
\]

or, more generally, let there exist an \( \eta > 0 \) with the properties that (382) holds and that (383) satisfies

\[
0 < \epsilon < (1 + \alpha_m)^{-1}
\]

and

\[
\int_U^V t^{-1} g_k(t) dt < \theta \log V/2 + \eta \text{ for large } U \text{ and } UV > U.
\]

Then (1) has a solution \( y = y(t) \) satisfying, as \( t \to \infty \),

\[
\limsup t^{-m-j} | y^j/y^m | \leq \epsilon^* \alpha_{j+1}, \quad j < m,
\]

\[
\limsup | (j - m)! t^{-m-j} y^j/y^m - 1 | \leq \epsilon^* (\alpha_{j+1}(j - m)! + \alpha_m), \quad i > m,
\]

where

\[
\epsilon^* = \epsilon^{1/2}/((1 - \epsilon)^{1/2} - \epsilon^{1/2} \alpha_m).
\]

If, in addition, it is assumed that, as \( V \to \infty \),

\[
\limsup (\log V)^{-1} \int_V^t t^{-1} | H(t) | dt \leq c/2, \quad 0 \leq c \leq 1,
\]

then

\[
\limsup | \log | y^m(t) | /\log t | \leq c/2(1 - \epsilon)^{1/2}.
\]

Remark. The inequality (711) is equivalent to

\[
0 < \epsilon \alpha_m/(1 - \epsilon) < 1.
\]

If \( m = 1 \), then \( \alpha_m = 0 \) and (69) is equivalent to \( 0 < \theta < 1 \). In the case \( m = d > 1 \), conditions (69), (711) can be replaced by

\[
0 < \delta(\theta) < (1 + \alpha^2_d) - 1, \quad (711 \text{ bis}) \quad 0 < \epsilon/2 < (1 + \alpha^2_d)^{-1},
\]

respectively. In both of these cases \( (m = 1, m = d > 1) \), \( \epsilon \) can be replaced by \( \epsilon/2 \) in (73) and (75). This will be clear from the proof and the last part of Lemma 1.
In view of the remarks following (47), the functions \( g_k(t) \) satisfy \(|g_k(t)| \leq H(t)|\). It is readily verified from (65) that

\[
Q(t) = \begin{bmatrix}
1 & & & \\
& t & & \\
& & \ddots & \\
& & & t^{d-1}
\end{bmatrix} \begin{bmatrix}
1 \\
1/1! \\
\vdots \\
1/(d-1)! \\
1/(d-2)! \ldots 1
\end{bmatrix},
\]

where the first matrix on the right is diagonal and the second is \( e^t \) (cf. [5, pp. 65–66]); so that, if \( G = (g_{jk}) \),

\[
(77) \quad h_{jk} = t^2 \sum_{m=1}^{d} \sum_{n=k}^{d} (-1)^{i-m} n^{n-m} g_{mn}/(j - m)! (n - k)!
\]

Since \( n - m \leq d - 1 \), it follows that, as \( t \to \infty \),

\[
(78) \quad |H(t)| = O(t^d |G(t)|).
\]

This makes it clear that if \( (63 \text{ bis}) \) is satisfied, then \( (71) \) holds for arbitrarily small \( \theta > 0 \). Hence \( (I) \) is contained in \( (I^*) \); cf. Remark 1 following the statement of Lemma 1.

In order to prove \( (I^*) \), make the variation of constants (65) in (2) and the change of independent variables \( t \to s = \log t \). Then, since (1) is given by (28), the system (2) becomes

\[
(79) \quad \dot{z} = (K + H)z, \quad \text{where} \quad \dot{z} = dz/ds \quad \text{and} \quad ds = dt/t,
\]

\( H \) is given by (66) (cf. (77)) and \( K \) is the diagonal matrix with the diagonal elements \( \lambda_1 = 0, \lambda_2 = -1, \ldots, \lambda_d = 1 - d \). (Note that the inequalities corresponding to (31) are reversed, which explains an apparent discrepancy in (67) and (46).)

In order to apply Lemma 1, choose \( j_1 = j_2 = m \); so that \( \mu = \nu = 1 - m \),

\[
M = \sum_{k>m} |z^k|^2, \quad L = |z^m|^2, \quad N = \sum_{k>m} |z^k|^2,
\]

and \( c \) can be chosen to be 1. Since \( ds = dt/t \) (and \( s = \log t \)), it follows from Lemma 1 and the remarks concerning (46), that (71) implies for (79) the existence of a solution \( z = z(s) \) with components satisfying

\[
(80) \quad \sum_{j=m}^d |z^j|^2 \leq \epsilon |z^m|^2/(1 - \epsilon) \quad \text{for large} \quad t
\]

(or large \( s = \log t \)) (cf. (43)) and that (80) and (74) imply that

\[
(81) \quad \limsup_{t \to \infty} |\log |z^m(t)||/|\log t - (1 - m)| \leq c/2(1 - \epsilon)^{1/2}.
\]

By (65), the definition of \( \alpha_j \) in (69), and Schwarz's inequality, the solu-
tation \( y = y(t) \) of (1) corresponding to \( z = z(s) \) satisfies
\[
| t^{1-i} y^j | \leq \left( \sum_{k=1}^{j} | z^k |^2 \right)^{1/2} \alpha_{j+1}.
\]
Hence, by (80),
\[
| t^{1-i} y^j | \leq \varepsilon^{1/2} \alpha_{j+1} | z^m |/(1 - \varepsilon)^{1/2} \text{ if } j < m.
\]
Similarly,
\[
| t^{1-m} y^m - z^m | \leq \varepsilon^{1/2} \alpha_m | z^m |/(1 - \varepsilon)^{1/2}
\]
and
\[
| t^{1-i} y^j - z^m/(j - m)! | \leq \varepsilon^{1/2} \alpha_{j+1} | z^m |/(1 - \varepsilon)^{1/2} \text{ if } j > m.
\]

The inequalities (76) and (82) imply that
\[
| z^m | \leq t^{-m} | y^m | \varepsilon^* (1 - \varepsilon)^{1/2}/\varepsilon^{1/2},
\]
by virtue of (73). The relations (72) follow from (82), (83), and (84). Finally, (75) follows from (81) and (82). This proves \((\text{I}^*)\).

6. An equation of \( d \)th order. Consider a linear differential equation of \( d \)th order,
\[
x^{(d)} + f_1(t)x^{(d-1)} + \cdots + f_{d-1}(t)x' + f_d(t)x = 0, \quad d > 1,
\]
for a scalar function \( x \), where \( f_j(t) \) is continuous for \( 0 \leq t < \infty \) and \( j = 1, \cdots, d \). On defining \( y = (y^1, \cdots, y^d) \) by
\[
y^d = x, \quad y^{d-1} = x', \cdots, y^1 = x^{(d-1)},
\]
the equation (83) becomes a system (2) for \( y = (y^1, \cdots, y^d) \) in which (1) is (28) and \( G(t) \) is the matrix in which the first row is
\[
(-f_1, -f_2, \cdots, -f_d)
\]
and in which the other elements are 0. Correspondingly, the first row of the matrix \( H(t) \) in (66) is
\[
\left( - \sum_{j=1}^{d} f_j \delta_i / (j - 1)!, - \sum_{j=2}^{d} f_j \delta_i / (j - 2)!, \cdots, - t^d f_d \right)
\]
and the \( j \)th row is \((-1)^{i+1}\) times the first row; cf. (77). Hence (67) becomes
\[
(85_1) \quad g_1(t) = \max 2 \Re g(t; z) \left\{ \sum_{n=1}^{m} | z^n |^2 \sum_{j=m}^{d} (-1)^i \delta_{i}^j - \sum_{n=m}^{d} | z^n |^2 \sum_{j=1}^{m-1} (-1)^i \delta_{i}^j \right\},
\]
\[
(85_2) \quad g_2(t) = \max 2 \Re g(t; z) \left\{ \sum_{n=1}^{m} | z^n |^2 \sum_{j=m+1}^{d} (-1)^i \delta_{i}^j - \sum_{n=m+1}^{d} | z^n |^2 \sum_{j=1}^{m} (-1)^i \delta_{i}^j \right\},
\]
where
and the max in (85), (85) refers to the maximum with respect to \( z = (z^1, \ldots, z^d) \) on the respective sets (68), (68).

Thus, (1) has the following corollary:

(II) In (83), let \( f_1(t), \ldots, f_d(t) \) be continuous functions on \( 0 \leq t < \infty \) satisfying

\[
|tf_1| + \cdots + |t^df_d| \to 0 \quad \text{as} \quad t \to \infty
\]

or, more generally,

\[
(1 + \log V)^{-1} \int_U^V \left( |f_1| + |tf_2| + \cdots + |t^df_d| \right) dt \to 0
\]

when \( UV > U \to \infty \).

Then, for \( m = 0, 1, \ldots, d-1 \), the differential equation (83) has a solution \( x = x(t) \) the derivatives of which satisfy

\[
\log |x^{(m)}(t)| = o(\log t),
\]

\[
x^{(j)}(t) = o(t^{m-j} |x^{(m)}(t)|) \quad \text{if} \quad j = m + 1, \ldots, d,
\]

\[
x^{(j)}(t) \sim t^{m-j}x^{(m)}(t) \quad \text{if} \quad j = 0, 1, \ldots, m-1.
\]

It is understood that (87) implies that \( x^{(m)}(t) \) and, therefore, \( x^{(m-1)}, \ldots, x', x \) do not vanish for large \( t \). A similar remark applies to (88) below.

(I*) implies the following \( O(1) \)-variant of (II):

(II*) Let \( f_1(t), \ldots, f_d(t) \) be continuous for \( 0 \leq t < \infty \). Let \( m \) be an integer satisfying \( 0 \leq m \leq d-1 \) and let \( \theta \) be a number satisfying (69) when \( m \) is replaced by \( d-m \). Let the functions (85), in which \( m \) is replaced by \( d-m \), satisfy (71). Then (83) has a solution \( x = x(t) \) the derivatives of which satisfy, as \( t \to \infty \),

\[
\limsup_{t \to \infty} t^{-m} |x^{(i)}/x^{(m)}| \leq c^* \alpha_{d-i-1}, \quad d > j > m
\]

\[
\limsup_{t \to \infty} (m-j)!t^{-m}x^{(j)}/x^{(m)} - 1 \leq c^*(\alpha_{d-j-1}(m-j)! + \alpha_{d-m}),
\]

\( 0 \leq j < m \),

where \( c^* \) is defined by (73) in which \( m \) is replaced by \( d-m \). In addition, if, as \( V \to \infty \),

\[
\limsup_{t \to \infty} (\log V)^{-1} \int_V^V \left\{ \sum_{i=1}^d \sum_{n=j}^d f_i t^{n-1}/(n-j)! \right\}^{1/2} dt \leq c/2, \quad 0 \leq c \leq 1,
\]

then, as \( t \to \infty \),

\[
\limsup_{t \to \infty} |\log |x^{(m)}|/\log t| \leq c/2(1 - \epsilon)^{1/2}.
\]

Cf. the remark following the statement of (I*) which becomes applicable to the cases \( m = 0, d-1 > 0 \) of (II*).
When \( d = 2 \), then \( g_1(t) = 0 \) or \( g_2(t) = 0 \) in (85) according as \( m = 1 \) or \( m = 2 \). If (83) is of the form

\[
x'' + f(t)x = 0
\]

(so that \( f_1(t) = 0 \) and \( f_2(t) = f(t) \)), then, according as \( m = 1 \) or \( m = 2 \), the function \( g_2(t) \) or \( g_1(t) \) is a maximum of the function

\[
2 \Re t^2 f(t)(z_1 + z_2)^2 z_1 z_2^* \text{ over a suitable domain in the } (z_1, z_2)-\text{space.}
\]

Note that \( |(z_1 + z_2)^2 z_1 z_2^*| \leq (|z_1|^2 + |z_2|^2)^2 \). When \( m = 1 \) (and so, \( d - m = 1 \)), the condition (69) is merely to the effect that \( 0 < \theta < 1 \); when \( m = 0 \) (so that \( d - m = 2 \)), the condition (69) is also equivalent to \( 0 < \theta < 1 \). Thus the conditions of (II*) for the case (91) of (83), with \( d = 2 \) and \( m = 0 \) or \( m = 1 \), are satisfied if \( 4t^2 |f(t)| = \theta < 1 \). This makes it clear that (II*) can be considered as a generalization of a theorem of A. Kneser which asserts that if \( f(t) \) is real-valued and satisfies \( 4t^2 |f(t)| < 1 \) for large \( t \), then (91) is nonoscillatory; cf. the Appendix.

Assertion (II*) implies more than the mere fact that (91) is nonoscillatory when \( 4t^2 |f(t)| = \theta < 1 \) for large \( t \). Under this condition, (91) has a pair of linearly independent solutions which vanish for large \( t \) and satisfy, as \( t \to \infty \),

\[
\limsup \left| t x'/x - 1 \right| \leq \gamma(\theta) \quad \text{and} \quad \limsup \left| t x'/x \right| \leq \gamma(\theta),
\]

respectively, where \( \gamma(\theta) \) is a constant (which satisfies \( \gamma(\theta) \to 0 \) as \( \theta \to 0 \)); cf. (88). When \( f(t) \) is real-valued and \( 4t^2 |f(t)| \leq \theta < 1 \), it can be shown that \( \gamma(\theta) \) can be chosen to be the number \( \delta(\theta)(<1) \) in (381); cf. [1, p. 570] and [3, p. 722].

For arbitrary \( d \), the conditions (69)-(70) of (II*) are satisfied for every \( m = 1, 2, \cdots, d \) if (381) satisfies (69) for \( m = d \) (that is, if

\[
\left\{ 1 - (1 - \theta)^{1/2} \right\} \left\{ 1 + \left( \sum_{n=1}^{d-1} (1/n^2) \right) \right\} < 1
\]

holds) and if

\[
\left\{ d \sum_{j=1}^{d} \left( \sum_{n=j}^{d} f_n(t) t^n / (n - j) ! \right)^2 \right\}^{1/2} \leq \theta/2 \text{ for large } t.
\]

In fact, the expression on the left of the last inequality is

\[
\left\{ \sum_{j=1}^{d} \sum_{k=1}^{d} \left| h_{jk} \right|^2 \right\}^{1/2},
\]

which is a majorant for the norm \( |H(t)| \) of the corresponding matrix (66); cf. the remarks following (84). In particular, (92) and (93) assure that no solution \( x = x(t) \neq 0 \) of (83) has infinitely many zeros on \( 0 \leq t < \infty \).

It can be remarked that there seems to be some connection between the criterion (93) and a theorem of de la Vallée Poussin dealing with an equation (83) on a finite interval; [12], cf. [7].


Part III. The nonlinear case

7. o(1)-theorems. The consideration of this part will deal with the transfer of the results of Parts I and II from the linear system (2) to the nonlinear system

\[ y' = Jy + F(t, y), \]

in which \( F(t, y) \) is a continuous \( d \)-dimensional vector function of \((t, y) = (t, y^1, \ldots, y^d)\) for large \( t \) and small \(|y|\). An analogue of the theorems (i) and (ii) on linear systems is the following theorem (in which the notation of (7), (9)–(13) is employed).

(*) Let the principal part \( y' = Jy \) of (94) be the system (7). Let \( \mu = \mu^m \) (in (10)–(13)) be negative. Let \( F(t, y) \) be a continuous vector defined for large \( t \) and small \(|y|\). For some fixed \( \theta > 0 \), let there exist a function \( f(t) = f_0(t) \) satisfying, for large \( t \),

\[ |F(t, y)| \leq f(t) |y| \]
on the \( y \)-set

\[ e^{\mu t - \theta} \leq |y| \leq e^{\mu t h_* - 1 + \theta} \]

and, as \( t \to \infty \),

\[ t^{h_*} f(t) \to 0 \]
or, more generally,

\[ (1 + \log V)^{-1} \int_U t^{h_* - 1} f(t) dt \to 0 \quad \text{when} \quad UV > U \to \infty. \]

Then, if \( T \) is sufficiently large there exists an \( \{ \sum_p h(p) + \sum_{(0)} (h(g)) - b(q) + 1 \} \)-dimensional set \( \Omega = \Omega_T \) in the \( y \)-space such that if \( y_0 \) is a point of \( \Omega \), then (94) has at least one solution \( y = y(t) \) on \( T \leq t < \infty \) satisfying the initial condition \( y(T) = y_0 \) and the asymptotic relations (15_1)–(15_4) as \( t \to \infty \).

A partial converse of (*) is given by:

(*bis) Let \( J, \mu, F(t, y) \) satisfy the conditions of (*), with the strengthened requirement that the inequality (95) holds on the \((t, y)\)-set

\[ e^{(\mu - \theta) t} \leq |y| \leq e^{(\mu + \theta) t} \]

(which contains (96)). Let \( y = y(t) \) be a solution of (94) satisfying (96 bis) for large \( t \) (for example, satisfying (4) as \( t \to \infty \)). Then (17_1)–(17_3) and the relation (17_4) for some integer \( j_0 \) \((0 \leq j_0 \leq h_* - 1)\), hold.

As to the existence of solutions \( y = y(t) \) of (94) satisfying (4), see Part I in [6].

Note that in the conservative case, where \( F(t, y) = F(y) \), the conditions (95)–(96 bis), (97) are satisfied if
(98) \((- \log |y|)^b \frac{F(y)}{|y|} \to 0 \) as \(y \to 0\)
(since \(-\log |y| \geq \text{Const. } t\) as \(t \to \infty\), when (96 bis) holds).

Consider the change (19) of independent variables and change of dependent variables \(y \to z\) given by

\[
y^{qk} = e^{\lambda(q) t^{k-b(q)}} \sum_{n=1}^{k} z^n/(k-n)!,
\]
(99_1)
\[
y^{ik} = e^{\mu t^{i-b} z^k} \text{ if } j \neq q.
\]
(99_2)

Note that (99) is the variation of constants used in the proof of (ii); it combines the change of variables which accomplishes the reduction (18) and the change (20)-(22). Let (99) be denoted by \(y = Qz\). Then (94) becomes

\[
z = K(s)z + tQ^{-1}F(t, Qz),
\]
(100)
\[z = t \in [0, \infty)\]
where the principal part, \(K(s)z\), is the same as in the system (23).

After this change of variables, assertion (*) above can be deduced from (*bis) and the Remark in §10, [6], as (ii) above was deduced from (III), [5, p. 61]. This deduction involves a detour, however, along the lines followed at the beginning of §19, [6]. Note that if \(z = z(s)\) is a solution of (100) satisfying

\[
s - \epsilon \leq |D| \leq s' \tag{101_1}
\]
\[
|z^{ik}| \leq \epsilon D \text{ if } (jk) \neq (q_b(q)) \tag{101_2}
\]
on some \(s\)-interval, where \(D = D(s)\) is defined in (26), then the corresponding solution \(y = y(t)\) satisfies inequalities of the type (96) if \(\epsilon = \epsilon(\theta) > 0\).

Write (94) as a linear system (2), in which the matrix \(G(t) = G(t, y)\) depends on \(y\) and is defined by

\[
G = (g_{ik}) = (F^{i}(t, y)\bar{y}^{k}/|y|^2),
\]
(102)
y \neq 0,

where \(F^{1}, \cdots, F^{d}\) are the components of \(F\). Thus, if \(z = z(s)\) is a solution of (100) on some \(s\)-interval satisfying (101) and \(y = y(t)\) is the corresponding solution of (94), then (95)-(96) imply \(|g_{ik}(t, y(t))| \leq f(t)\). The change of variables (19) and \(y = Qz\), given by (99), transforms (94) into (100) which can be written as a linear system, say (40), in which the matrix \(H = H(s, z)\) is given by (24) and (102). Correspondingly, it follows that \(|H(s, z)| \leq \text{Const. } t^b f(t)\) when \(t = e^s\) and \(z\) satisfies (101).

A comparison of (40) and (100) shows that \(|Hz| = t|Q^{-1}F(t, Qz)|\). Hence, the perturbation in (100) satisfies

\[
t |Q^{-1}F(t, Qz)| \leq \text{Const. } t^b f(t) |z| \text{ when (101) holds.} \tag{103}
\]

It follows from the deduction of (*), just sketched, that solutions \(z = z(s)\) of (100) leading to solutions \(y = y(t)\) of (94) satisfying (15) can result by an
assignment of the initial values $z^k(S), 1 \leq k \leq h(p)$, and $z^q(S), b(q) \leq k \leq h(q)$, for sufficiently large $S$, where the $(\sum_p h(p) + \sum_{(q)} (h(q) - b(q) + 1))$ numbers $z^k(S), z^q(S)$ are subject to certain inequalities, but are otherwise arbitrary.

(*bis) above is a consequence of assertion (i bis) in §1, since (94) can be written as a linear system (2) in which $G(t) = G(t, y)$ is given by (102).

8. $O(1)$-variants. It is possible to obtain an analogue of (I*) for the nonlinear system (94) when the principal part (1) of (94) reduces to (28). To this end, the analogue of Lemma 1 will be indicated for the case where (40) is replaced by a nonlinear system

(104) \[ \dot{z} = K(s)z + B(s, z). \]

**Lemma 2.** Let $K = K(s)$ be a continuous (diagonal) $d$ by $d$ matrix on $0 \leq s < \infty$ satisfying the conditions of Lemma 1. Let $\mu$ and $\nu$, defined in (33), be constants. Let $B(s, z)$ be a continuous vector function of $(s, z)$ for large $s$ and $z$ satisfying

\[ \exp (\mu - \theta c/(1 - \epsilon)^{1/2}) s \leq |z| \leq \exp (\nu + \theta c/(1 - \epsilon)^{1/2}) s, \]

\[ (M + N) \leq \epsilon L/(1 - \epsilon), \]

and let

(106) \[ |B(s, z)| \leq \theta c |z|/2 \]

hold. Let $z_0^j$, where $j = p$ or $j = q$, be numbers satisfying

(107) \[ \sum_p |z_0^p|^2 \leq \xi \sum_q |z_0^q|^2, \]

(107) \[ \exp (2\mu - \theta c/(1 - \epsilon)^{1/2}) S < \sum_q |z_0^q|^2 \]

\[ < (1 - \epsilon) \exp (2\nu + \theta c/(1 - \epsilon)^{1/2}) S. \]

Then, if $S > 0$ is sufficiently large and $\xi > 0$ is sufficiently small, there exists at least one solution $z = z(s)$ of (104) on $s \leq s < \infty$ satisfying the (partial) set of initial conditions (41)-(42) and the asymptotic formulae (43), (44) as $s \to \infty$.

The proof of Lemma 2 will be omitted. It involves a careful rewriting of the proof of (*), [6, §2-8]. This procedure shows that condition (106) can be replaced by the inequalities

(108) \[ g_k(s) \leq \theta c/2, \]

$k = 1, 2, 3,$

where

(109) \[ g_1(s) = \max_p \Re \left( (L + N) \sum_p B_{p\bar{p}} - M \sum_{j=p,r} B_{ij\bar{i}} \right) / |z|^4, \]

(109) \[ g_2(s) = \max r \Re \left( N \sum_{i=p,q} B_{i\bar{i}r} - (L + M) \sum_{r} B_{r\bar{r}} \right) / |z|^4, \]
\[ g_3(s) = \max \Re \left\{ \sum q B_q^2 \right\} / |z|^2, \]

where \( B^i = B^i(s, z) \) is the \( j \)th component of \( B = B(s, z) \), the max in (109) refers to the maximum with respect to \( z \) on the set (105) and, in (109), (109), to the common part of the set (105) and the respective sets

\[ \begin{align*}
1 - \epsilon/2 & \leq (L + N)/(M + L + N) \leq 1 - \delta, \\
\delta & \leq N/(M + L + N) \leq \epsilon/2.
\end{align*} \]

If the principal part (1) of (94) reduces to (28), the change of variables \( t = \log t \) and (65) transform (94) into (104), where

\[ B(s, z) = tQ^{-1}(t)F(t, Qz), \quad t = e^s, \]

and \( K = K(s) \) is the constant diagonal matrix with diagonal elements \( \lambda_1 = 0, \lambda_1 = -1, \cdots, \lambda^d = 1 - d \). Hence, \( K \) satisfies the conditions of Lemma 1 if \( j_1 = j_2 = m, \mu = \nu = 1 - m \) and \( \epsilon = 1 \). Thus, if (111) satisfies the corresponding conditions of Lemma 2, an analogue of (1*) results.

**Appendix. On a theorem of Lönö**

Consider the real, binary case of (94) and suppose that \( J \) has a double elementary divisor, say, that (94) is of the type

\[ \begin{align*}
x' & = -x + F_1(t, x, y), \\
y' & = -y + x + F_2(t, x, y),
\end{align*} \]

where \( x, y \) are real scalars and \( F = (F_1, F_2) \) is a continuous binary vector satisfying

\[ |F|/(x^2 + y^2)^{1/2} \to 0 \quad \text{as} \quad (t, x, y) \to (\infty, 0, 0). \]

Let \( (x, y) = (x(t), y(t)) \neq 0 \) be a solution of (112) which is defined for large \( t \) and satisfies \( (x(t), y(t)) \to (0, 0) \) as \( t \to \infty \). Then, as pointed out in [4, p. 501], \( (x(t), y(t)) \) has the properties that, as \( t \to \infty \),

\[ 2^{-1} \log (x^2 + y^2) \sim -t \]

and that either

\[ x(t)/y(t) \to 0 \quad \text{or} \quad \text{arc tan } x(t)/y(t) \to -\infty. \]

In (115), it is understood that \( \text{arc tan } x(t)/y(t) \) is chosen as a continuous function. In the general case (or even in the conservative cases) of (112), the alternative in (115) can depend on the particular solution \( (x(t), y(t)) \) [2, p. 123], but is independent of the choice of the solution in the linear cases of (112) [4, p. 499]. It is clear that if

\[ y(t) \neq 0 \quad \text{for large } t, \]

then the first alternative in (115) must hold for the given solution.
In view of Kneser's theorem mentioned after (91), it is natural to ask whether, when \( x, y, F_1, F_2 \) are real, there is a unilateral inequality (involving \( F_1, F_2 \)) which assures that (116) (hence, the first alternative in (115)) holds for every solution of (112) satisfying (114). In this direction, the following will be proved:

(†) Let \( F_1, F_2 \) be real-valued continuous functions defined for large \( t \) and real small \( x \) and \( y \). In addition to (113), assume that

\[
4t^2(xF_2 - yF_1)/(x^2 + y^2) \leq \theta < 1
\]

holds for large \( t \) on a \((t, x, y)\)-set

\[
| x | < \xi | y |, \quad e^{-(1+\xi)t} < | y | < e^{-(1-\xi)t} \quad (\xi = \text{const.} > 0).
\]

Then every nontrivial \((\not=0)\) solution \((x, y) = (x(t), y(t))\) of (112), defined for large \( t \) and tending to \((0, 0)\), as \( t \to \infty \), satisfies (114) and the first alternative in (115).

In the conservative case, (117)—(118) can be replaced by the requirement that

\[
(xF_2 - yF_1) \log^2 (x^2 + y^2)/(x^2 + y^2) \leq \theta < 1
\]

on an \((x, y)\)-set

\[
| x | < \xi | y |, \quad x^2 + y^2 < \xi^2 \quad (\xi = \text{const.} > 0),
\]

since (118) implies that the ratio \( 4t^2/\log^2 (x^2 + y^2) \) is between \((1-\xi)^{-2} + o(1)\) and \((1+\xi)^{-2}\) as \( t \to \infty \).

If (112) is conservative and (117)—(118) is replaced by (119)—(120), then (†) reduces to a theorem of Lonn [8, p. 234]. Lonn also showed (loc. cit., p. 235) that if (119) is replaced by

\[
(xF_1 - yF_2) \log^2 (x^2 + y^2)/(x^2 + y^2) \geq C > 4,
\]

then every solution tending to the origin satisfies the second alternative in (115). This statement of Lonn will be improved by relaxing the condition \( C > 4 \) to \( C > 1 \) (and will be made applicable to non-conservative cases).

(††) Let the assumptions of (†) hold except that (117)—(118) is replaced by the requirement that

\[
4t^2(xF_2 - yF_1)/(x^2 + y^2) \geq C > 1
\]

holds in (118). Then every solution \((x, y) = (x(t), y(t))\) of (112) defined for large \( t \) and tending to the origin as \( t \to \infty \) satisfies (114) and the second alternative in (115).

The proof of (†) which is similar to the procedure of Lonn will be given only for the sake of completeness. Actually, (†) and (††) depend essentially on the criteria, \( 4t^2f(t) \leq 1 \) or \( 4t^2\bar{f}(t) \geq C > 1 \), of Kneser for (91) to be non-oscillatory or oscillatory, respectively.
Proof of (†). For large $t$, let $(x, y) = (x(t), y(t)) \to 0$ be a solution of (112) satisfying $(x, y) \to (0, 0)$ as $t \to \infty$. Then (113) implies (114) and (115). If $y(t) \neq 0$ on some $t$-interval, then (112) shows that, on this $t$-interval, the function

\begin{equation}
  r = x/y
\end{equation}

satisfies the Riccati equation

\begin{equation}
  r' + r^2 + f(t) = 0,
\end{equation}

where

\begin{equation}
  f(t) = (x F^2 - y F')/y^2 \quad (x = x(t), y = y(t)).
\end{equation}

Clearly, $1 \leq (x^2 + y^2)/y^2 \leq 1 + \xi^2$ on the set (118). In what follows, it will be supposed that $\xi$ is a fixed positive number satisfying

\begin{equation}
  0 < (1 + \xi^2) \theta < 1.
\end{equation}

Hence, if $(t, x, y) = (t, x(t), y(t))$ is on the set (118), then (117) and (125) show that

\begin{equation}
  4t^2 f(t) \leq (1 + \xi^2) \theta < 1.
\end{equation}

The Riccati equation

\begin{equation}
  r' + r^2 + (1 + \xi^2) \theta/4t^2 = 0
\end{equation}

has solutions of the form $r = \alpha/t$, where $\alpha$ satisfies the quadratic equation

\[-\alpha + \alpha^2 + (1 + \xi^2) \theta/4 = 0\]

In view of (125), the latter has (real) positive roots. If (116) does not hold, then the second alternative in (115) holds. Hence (114) implies that, for some arbitrarily large $t$-values, $(t, x, y) = (t, x(t), y(t))$ satisfies (118). In fact, there exist arbitrarily large values, $t = t_0$ for which $x(t_0) = \xi y(t_0)/2 > 0$ holds and $(t, x, y) = (t_0, x(t_0), y(t_0))$ satisfies (118). Then, if $t_0$ is sufficiently large, the function (122) satisfies $r(t_0) = \xi/2 > \alpha/t_0$. In view of (123) and (126), $r(t) \geq \alpha/t > 0$ on any interval $(t_0, t_1)$ on which (118), hence (126), holds. Since the second alternative in (115) holds there is a value (hence, a least value) of $t_1 > t_0$, where $(t, x(t), y(t))$ is on the boundary of the set (118). If $t_0$ is sufficiently large, (114) and $r(t) \geq \alpha/t > 0$ imply that $x(t_1) = \xi y(t_1) > 0$. Hence

\begin{equation}
  r(t_1) = \xi \quad \text{and} \quad 0 < r(t) < \xi \quad \text{if} \quad t_0 \leq t < t_1.
\end{equation}

Thus (123) becomes $r'(t_1) + \xi^2 + f(t_1) = 0$ at $t = t_1$. In view of (114) and $x(t_1) = \xi y(t_1)$, the assumption (113) implies that $|f(t_1)| < \xi^2$ if $t_0$ (hence $t_1$) is sufficiently large. Consequently, $r'(t_1) < 0$. Since this contradicts (128), the assumption that (116) does not hold is untenable. This proves (†).

Proof of (††). Let $(x, y) = (x(t), y(t))$ be a solution of (112) for large $t$ tending to the origin as $t \to \infty$. Then (114) and (115) hold. Suppose, if possible,
that the first alternative of (115) holds; in particular, that (116) holds. In view of (114) and the first part of (115), the point \((t, x, y) = (t, x(t), y(t))\) is on the set (118) for any fixed \(\xi > 0\) and sufficiently large \(t\).

Since (116) holds, (122) defines a continuously differentiable function for large \(t\) satisfying (123)–(124). The inequality (121) shows that \(4t^2f(t) \geq C(x^2 + y^2)/y^2 \geq C > 1\), and so \(4t^2f(t) \geq C > 1\) for large \(t\). This implies that (91) is oscillatory (Kneser). Hence the Riccati equation (123), belonging to (91), cannot possess a solution \(r = r(t)\) defined for large \(t\). Thus, the assumption (116) leads to a contradiction, and so (††) follows.
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