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Introduction. The purpose of this paper is to classify the compact real four dimensional locally hermitian manifolds. A manifold is called locally hermitian if it is a complex manifold with an hermitian metric with curvature and torsion equal to zero. In §1, we discuss the general theorems which we will use in the rest of the paper. §2 is devoted to proving that there are only five possible holonomy groups $H_1, \ldots, H_5$. These are cyclic groups of orders 1, 2, 3, 4 and 6 respectively. At the beginning of §3 we outline the steps we will follow in computing the allowable group extensions. There then follow five steps in which we give the details of this outline. The number of group extensions for a given holonomy group is given by the following table:

<table>
<thead>
<tr>
<th>Holonomy groups</th>
<th>$H_1$</th>
<th>$H_2$</th>
<th>$H_3$</th>
<th>$H_4$</th>
<th>$H_5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of extensions</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>1</td>
</tr>
</tbody>
</table>

We have added an appendix in which we discuss the topology of compact locally hermitian manifolds. We have shown that there are only two possible Poincaré polynomials for four dimensional compact locally hermitian manifolds $1+2x+2x^2+2x^3+x^4$ and $1+4x+6x^2+4x^3+x^4$. We have further shown that only the torus has Poincaré polynomial $1+4x+6x^2+4x^3+x^4$. It should be remarked that the discussion in this appendix could be used to give an alternative proof for Theorem 5.

1. General considerations. Let $M$ be a complete $n$-dimensional riemann manifold with curvature and torsion equal to zero. We will call such spaces locally euclidean spaces. Then, if $M^*$ denotes the universal covering space of $M$ with its induced riemann metric, it is clear from [2] that $M^*$ is isometric to $n$-dimensional euclidean space $E^n$. We will identify $M^*$ and $E^n$ by means of this isometry. The fundamental group $\pi$ of $M$ acting on $E^n$ preserves the euclidean structure in $E^n$ and may therefore be considered as a subgroup of the group $R(n)$ of all rigid motions of $E^n$. Further, $M$ is homeomorphic to the orbit space of $E^n$ under $\pi$. We will denote this orbit space by $E^n/\pi$. It is also easy to see that if $\pi \subset R(n)$ and $E^n/\pi$ is an $n$-dimensional manifold then it is a locally euclidean space. Hence we see that the study of locally euclidean spaces is equivalent to the study of those discrete subgroups $\pi$ of $R(n)$ such that $E^n/\pi$ is an $n$-dimensional manifold.
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Let $C^n$ be the $n$-dimensional complex vector space with coordinates $(z_1, \ldots, z_n)$. Let $R(n, C)$ be the group of all linear transformations and translations which preserve the quadratic form $\sum_{j=1}^{n} z_j \bar{z}_j$. Then the same discussion as used in the locally euclidean case can be used to show that $M$ is an $n$ complex dimension locally hermitian manifold if and only if there exists an imbedding of the fundamental group $\pi$ of $M$ into $R(n, C)$ such that $M$ is homeomorphic to $C^n/\pi$.

We will for the rest of this paper restrict our attention to compact manifolds. The following is a list of several theorems from the theory of compact locally euclidean spaces which we will need. Proofs of Theorems 1, 2 and 4 are to be found in [3] and [4]. Theorem 3 is proved in [1].

**Theorem 1.** Let $N$ denote the subgroup of $\pi$ consisting of pure translations. Then $N$ is generated by $n$ linearly independent translations and $\pi/N$ is a finite group.

**Definition.** We will denote $\pi/N$ by $h(\pi)$ and call it the holonomy group of $\pi$.

Let the order of $h(\pi)$ be $p$ and let $\xi \in \pi$. Then $\xi \in R(n)$ by $(\eta, T)$, where $\eta$ is an element of the $n$-dimensional orthogonal group $O(n)$ and $T$ is a vector in $E^n$. We will consider $O(n)$ and $E^n$ imbedded in $R(n)$ in the obvious way. It should be noted that we may consider $h(\pi)$ imbedded in $O(n)$. We will make this identification whenever it is convenient. We will often let $T = (e, T)$ and since $T_1T_2 = (e, T_1)(e, T_2) = (e, T_1 + T_2)$, we will use additive notation for the law of composition of translations.

**Theorem 2.** Let $T_1, \ldots, T_n$ be a basis for $N$. Then $h(\pi)$ written in terms of the basis $T_1, \ldots, T_n$ is a matrix group over the ring of integers.

**Theorem 3.** Let $\pi$ be a subgroup of $R(n)$ with the following properties:

1. The subgroup $N$ of $\pi$ consisting of pure translations is generated by $n$ linearly independent translations.
2. $\pi/N$ is finite.
3. $\pi$ contains no finite subgroups.

Then $E^n/\pi$ is a compact locally euclidean space.

Let $A(n)$ denote the group of all affine motions of $E^n$, i.e. all linear transformations and translations.

**Theorem 4.** Let $\pi$ and $\pi'$ be isomorphic subgroups of $R(n)$ such that $E^n/\pi$ and $E^n/\pi'$ are $n$-dimensional compact manifolds. Then there exists a $g \in A(n)$ such that $g^{-1} \pi g = \pi'$.

**Corollary 1.** Let $\pi$ and $\pi'$ be subgroups of $R(n)$ such that $E^n/\pi$ and $E^n/\pi'$ are compact manifolds. Assume $h(\pi)$ and $h(\pi')$ are identical subgroups of $O(n)$. Then if $N$ and $N'$ denote the group of translations in $\pi$ and $\pi'$ respectively, $\pi$ is isomorphic to $\pi'$ only if there is a mapping of $E^n$ onto itself which maps $N$ onto...
N' and the induced mapping on $O(n)$ leaves $h(\pi)$ invariant (not necessarily pointwise).

Let $\pi$ and $\pi'$ be subgroups of $R(n)$ such that $E^n/\pi$ and $E^n/\pi'$ are compact locally euclidean manifolds. Assume further that $N = N'$ and $h(\pi) = h(\pi')$ as subgroups of $O(n)$.

Corollary 2. $\pi$ is isomorphic to $\pi'$ if and only if we may choose two bases $T_1, \ldots, T_n$ and $T'_1, \ldots, T'_n$ of $N$ and preimages of $h(\pi), I(\pi)$ and $I(\pi')$ in $\pi$ and $\pi'$ respectively, such that:

1. If we let $h(\pi)$ act on $N$ by $\eta^{-1} T \eta$ for $\eta \in h(\pi)$ and $T \in N$, then the mapping $A$ of $N$ onto itself determined by $A(T_i) = T'_i$, $i = 1, \ldots, n$ is invariant under the action of $h(\pi)$.

2. If $\eta_1$ and $\eta_2$ have counterimages $\xi_1$ and $\xi_2$ in $I(\pi)$ and $\xi'_1$ and $\xi'_2$ in $I(\pi')$ respectively and $\xi_1, \xi_2 \in N$, then $A(\xi_1 \xi_2) = \xi'_1 \xi'_2$.

Proof. The necessity of these conditions is clear. To prove the conditions are sufficient, we note that every element of $\pi$ and $\pi'$ can be written in one and only one way as $T'_1 \cdots T'_n \xi'$ and $A(T_1^i \cdots T_n^i) \xi'$ for $\xi \in I(\pi)$ and $\xi' \in I(\pi')$. Now map $I(\pi)$ onto $I(\pi')$ by corresponding those elements which map into the same element of $h(\pi)$. Now this mapping of $I(\pi)$ onto $I(\pi')$ and $N$ onto $N'$ gives us a mapping $A^*$ of $\pi$ onto $\pi'$. Conditions 1 and 2 assure us that $A^*$ is a homomorphism from which it is trivial to see that $A^*$ is actually an isomorphism of $\pi$ onto $\pi'$.

2. On $h(\pi)$. We will henceforth restrict our attention to compact two complex dimensional, four real dimensional, hermitian manifolds. We will say that two such manifolds are similar if $\pi$ and $\pi'$ are isomorphic or, what amounts to the same thing, if once we imbed $R(2, C)$ in $R(4)$ there exists a $g \in A(4)$ such that $g^{-1} \pi g = \pi'$. We propose to classify the compact 2 complex dimensional hermitian manifolds up to similarity.

Theorem 5. We may choose a basis for $C^2$ in terms of which every element $\eta$ of $h(\pi)$ has the form

$$\eta = \begin{pmatrix} e^{i\theta} & 0 \\ 0 & 1 \end{pmatrix}.$$ 

Proof(2). Let $(z_1, z_2)$ be a coordinate system for $C^2$ and let $R(2, C)$ be written as

$$z' = a_{\alpha \beta} z_1 + a_{\alpha \beta} z_2 + c_{\alpha}$$

$(\alpha, \beta = 1, 2)$,

where $(a_{\alpha \beta})$ is a unitary matrix and, except for the identity transformation no point in $C^2$ is fixed under any transformation of the group. From this and Cramer's rule it is easy to see that each unitary matrix $(a_{\alpha \beta})$ has at least one
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eigenvalue equal to one. Let $\Theta_i$ ($i=1,2$) be two unitary matrices of the type in question, both different from the identity. Under suitable choice of unitary basis for $C^2$ these matrices have the form

$$
\Theta_1 = \begin{pmatrix}
e^{i\theta_1} & 0 \\
0 & 1
\end{pmatrix} \quad (e^{i\theta} \neq 1),
$$

$$
\Theta_2 = \begin{pmatrix}a & b \\
c & d
\end{pmatrix}.
$$

The condition that both $\Theta_2$ and $\Theta_1\Theta_2$ have an eigenvalue one gives the following equations:

$$(a - 1)(d - 1) - bc = 0,$$

$$(ae^{i\theta_1} - 1)(d - 1) - cbe^{i\theta_1} = 0.$$  

Multiplying the first equation by $e^{i\theta}$ and subtracting it from the second gives

$$(e^{i\theta_1} - 1)(d - 1) = 0.$$  

Since $e^{i\theta_1} \neq 1$, this implies that $d = 1$, and since $\Theta_2$ is unitary, we must have

$$
\Theta_2 = \begin{pmatrix}e^{i\theta_2} & 0 \\
0 & 1
\end{pmatrix}.
$$

**Corollary 3.** $h(\pi)$ is a finite cyclic group.

We will henceforth exclude the case $H_1$, where $h(\pi)$ consists of the identity element only.

**Lemma 1.** Let $\xi = (\eta, R+S)$, where $R$ is contained in the invariant space of $\eta$ and $S$ is in the orthogonal complement. Then $\xi^e = (e, \rho R)$.

**Proof.** By a straightforward calculation, we have $\xi^e = (e, T)$, where

$$T = \rho R + (\Theta^{-1}S + \cdots + \Theta S + S)$$

and

$$
\Theta = \begin{pmatrix}
\cos \theta & \sin \theta \\
-\sin \theta & \cos \theta
\end{pmatrix}.
$$

Now $\Theta^{-1}S + \cdots + S = 0$, since it is the sum of the vectors from the center of a regular plane polygon to the vertices of the polygon.

**Lemma 2.** Let $R^* + S^* \in N$, where $R^*$ is in the invariant space of $\eta$ and $S^*$ is in the orthogonal complement. Then $\rho R^*$ and $\rho S^*$ are elements of $N$.

**Proof.** Let $\xi \in \pi$ such that $\xi = (\eta, R+S)$. Then

$$(R^* + S^*)\xi = (\eta, (R + R^*) + (S + S^*)).$$
Hence by applying Lemma 1 we have \( \rho R^* \subseteq N \) and hence \( \rho S^* \subseteq N \).

Now let \( T_i = R_i + S_i, \ i = 1, \ldots, 4 \) be a basis for \( N \). Then \( \rho S_i \subseteq N, \ i = 1, \ldots, 4 \). Assume \( \rho S_1 \) and \( \rho S_2 \) span the space \( x_1 = x_4 = 0 \). Then by Theorem 1, \( \Theta \) must be a matrix with rational entries relative to the bases \( S_1 \) and \( S_2 \). Hence \( \Theta \) must be similar to a matrix with integer entries. But, since \( \lambda^2 - 2 \cos \theta + 1 \) is the characteristic equation of \( \Theta \), its coefficients must be integers. Hence \( 2 \cos \theta = 0, \pm 1, \pm 2 \). We have therefore proved

**Theorem 6.** \( h(\pi) \) can be cyclic groups of order 1, 2, 3, 4 and 6 only.

3. **On the extension problem.** We will now outline the remaining steps in the classification problem before presenting the details. We have already in §2 determined the possible holonomy groups. The construction of the possible holonomy groups then is reduced to a group extension problem with the added conditions that \( \pi \) must be imbedded in \( R(4) \) and \( E^*/\pi \) must be a compact manifold. We will use the following steps to determine the groups \( \pi \) up to similarity:

**Step 1.** Take a fixed basis in \( E^4 \) as determined in Theorem 5 and a fixed representation for \( h(\pi) \). Let \( N \) be a subgroup of \( R(4) \) generated by 4 linearly independent translations. Then the fact that \( h(\pi) \) must be an integer matrix group over any basis for \( N \) assures us that we may choose a basis for \( N \) satisfying certain conditions. These conditions are given in Lemmas 3 and 4.

**Step 2.** By picking a new basis for \( N \) if necessary we show that we may always assume \( N \) is generated by a basis of one of the following types:

- **type (a)** \( S_1 + (k/\rho)R_3, S_2, R_3, R_4, \quad 0 \leq k < \rho \),
- **type (b)** \( S_1 + \frac{1}{2} R_3, S_2 + \frac{1}{2} R_4, R_3, R_4 \),

where \( R_3 \) and \( R_4 \) lie in the invariant space of \( h(\pi) \), \( S_1 \) and \( S_2 \) in the orthogonal complement to the space spanned by \( R_1 \) and \( R_2 \) and \( \rho \) equals the order of \( h(\pi) \). The only time type (b) occurs is when \( h(\pi) \) is of order 2. These will be called a canonical basis for \( N \) of type a and b respectively. Two canonical forms of type a for a given \( \rho \) will be called the same only if the \( k \) is the same in both of them.

**Step 3.** For each \( h(\pi) \) and \( N \) the group extension \( \pi \) of \( N \) by \( h(\pi) \) is determined by the choice of \( T = (\xi) \), where \( \xi \) is a generator of \( h(\pi) \). The requirement that \( E^4/\pi \) should be a manifold then shows that only canonical basis of type a are possible. Further all \( N \) with canonical basis of type a have an allowable extension given by taking \( T = (1/\rho)R_4 \), where \( \rho \) equals the order of \( h(\pi) \).

**Step 4.** Up to a new choice of canonical basis of type a for \( N \) and a generator for \( h(\pi) \), the above extension is the only possible extension for a given canonical basis of type a.
STEP 5. Let \( \pi \) and \( \pi' \) be extensions of \( N \) and \( N' \) by \( h(\pi) \) where \( N \) and \( N' \) have canonical bases of type \( a \) given by

\[
S_1 + \left( \frac{k}{p} \right) R_3, \quad S_2, \quad R_3, \quad R_4,
\]

\[
S'_1 + \left( \frac{k'}{p} \right) R'_3, \quad S'_2, \quad R'_3, \quad R'_4.
\]

Then \( \pi \) is similar to \( \pi' \) if and only if \( k = \pm k' \mod (p) \).

STEP 1. We may actually assume more about \( S_1 \) and \( S_2 \) than we stated in paragraph 2. We may assume further that \( S_3 \) and \( S_4 \) can be written as an integer linear combination of \( S_1 \) and \( S_2 \). This follows from the fact that \( pS_i, \ i = 1, \cdots, 4 \), lie in a two-dimensional space and since \( \pi \) acts without fixed points or accumulation points, all of them can be written as an integer linear combination of two of them. We may call these two \( S_1 \) and \( S_2 \). Hence we may choose a basis for \( N \) of the form

\[
R_1 + S_1, \quad R_2 + S_2, \quad R_3, \quad R_4.
\]

**Lemma 3.** \( R_3 \) and \( R_4 \) span the invariant space of \( \eta \).

**Proof.** \( \rho S_1 \) and \( \rho S_2 \) are elements of \( N \). Since \( S_1 \) and \( S_2 \) are linearly independent

\[
-\rho S_1 = -\rho R_1 - \rho S_1 + a_{13} R_3 + a_{14} R_4,
\]

\[
-\rho S_2 = -\rho R_2 - \rho S_2 + a_{23} R_3 + a_{24} R_4
\]

or

\[
\rho R_1 = a_{13} R_3 + a_{14} R_4,
\]

\[
\rho R_2 = a_{23} R_3 + a_{24} R_4
\]

where \( a_{13}, a_{14}, a_{23}, a_{24} \) are integers. But \( R_i, \ i = 1, \cdots, 4 \) spans the invariant space of \( \eta \). This proves the lemma.

Now \( R_1 + \Theta S_i \) and \( R_2 + \Theta S_i \) are elements of \( N \). Let \((\eta_{ij}), i, j = 1, 2 \), be the matrix which represents \( \Theta \) in terms of the bases \( S_1 \) and \( S_2 \). Then

\[
R_i + \Theta S_i = \sum \eta_{ij} S_j + \sum \eta_{ij} R_j + \sum b_{ia} R_a,
\]

where \( i, j = 1, 2, \alpha = 3, 4 \) and \( b_{ia} \) are integers. But \( R_i = \sum (a_{ia}/p) R_a \).

**Lemma 4.** \((1/p)(a_{ia} - \sum \eta_{ij} a_{ja}) \) must be integers.

STEP 2. We may clearly always assume that for each case \( 0 \leq a_{ia} < p \).

**Case \( p = 2 \).** For this case

\[
(\eta_{ia}) = \begin{pmatrix} -1 & 0 \\ 0 & -1 \end{pmatrix}
\]

and then the formula of Lemma 4 gives
Hence any values of 0 or 1 are admissible for $a_{13}, a_{14}, a_{23}, a_{24}$. We will discuss completely the case where all $a_{ia} = 1$ and explicitly reduce this to a canonical basis. We will then state the other results without discussion since the technique for carrying these discussions out will have been given once in detail.

We have a basis of $N$ of the form

$$S_1 + \frac{1}{2} R_3 + \frac{1}{2} R_4, \quad S_2 + \frac{1}{2} R_3 + \frac{1}{2} R_4, \quad R_3, \quad R_4.$$ 

Let $R'_3 = R_3 + R_4$, $R'_4 = R_3 - R_4$. Then clearly

$$S_1 + \frac{1}{2} R'_3, \quad S_2 + \frac{1}{2} R'_4, \quad R'_3, \quad R'_4$$

is a basis for $N$. Now consider

$$S_1 - \frac{1}{2} R_3, \quad S_2 - S_2, \quad R_3, \quad R_4.$$ 

This is also a basis for $N$ and of canonical type $a$. The possible canonical bases are

$$S_1 + \frac{k}{\rho} R_3, \quad S_2, \quad R_3, \quad R_4$$

where $k = 0$ or 1 and a canonical basis of type $b$.

**CASE $\rho = 3$.**

$$(\eta_{ia}) = \begin{pmatrix} 0 & 1 \\ -1 & -1 \end{pmatrix}$$

and the formula of Lemma 4 gives

$$\begin{pmatrix} a_{13} - a_{23} & a_{14} - a_{24} \\ 3 & 3 \\ 2a_{23} + a_{13} & 2a_{24} + a_{14} \\ 3 & 3 \end{pmatrix}$$

must be an integer matrix.

From this it can be shown that all canonical bases are of type $a$ with $k = 0, 1$ or 2.

**CASE $\rho = 4$.**

$$(\eta_{ia}) = \begin{pmatrix} 0 & -1 \\ -1 & 0 \end{pmatrix}$$
and we have

\[
\begin{pmatrix}
\frac{a_{13} + a_{23}}{4} & \frac{a_{14} + a_{24}}{4} \\
\frac{-a_{13} + a_{23}}{4} & \frac{-a_{14} + a_{24}}{4}
\end{pmatrix}
\]

must be a matrix over the integers. This gives that all canonical bases are of type a with \( k = 0 \) or 2.

**Case** \( p = 6 \).

\[
(\eta_{ia}) = \begin{pmatrix} 0 & 1 \\ -1 & 1 \end{pmatrix}
\]

and

\[
\begin{pmatrix}
\frac{a_{13} + a_{23}}{6} & \frac{a_{14} + a_{24}}{6} \\
\frac{a_{13}}{6} & \frac{a_{14}}{6}
\end{pmatrix}
\]

must be a matrix over the integers. This gives a canonical basis of type a with \( k = 0 \).

We will summarize these results as a lemma.

**Lemma 5.** *The number of distinct canonical bases of type a are given by the following table*

<table>
<thead>
<tr>
<th>( p )</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Canonical basis</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>1</td>
</tr>
</tbody>
</table>

**STEP 3.** Now for each \( h(\pi) \) and associated \( N \), the group extension \( \pi \), is determined by the choice of \( T \) in \( \xi = (\eta, T) \subseteq \pi \), where \( \eta \) is a generator of \( h(\pi) \).

**Theorem 7.** *For a given \( h(\pi) \) and associated \( N \) a necessary and sufficient condition for a group extension \( \pi \) to exist such that \( E^n/\pi \) is a manifold is that we may choose \( T \) such that:*

1. \( T = (1/\rho)(aR_3 + bR_4) \), where \( a \) and \( b \) are integers and \( 0 \leq a \leq b < \rho \).
2. \( kT \) can be written as an integer linear combination of \( R_i \), \( i = 1, \cdots, 4 \), only if \( k \) is divisible by \( \rho \).

**Proof.** Assume a \( T \) exists which satisfies the above conditions. We will then show that \( \pi \) satisfies the hypothesis of Theorem 3. Now \( \xi^p = aR_3 + bR_4 \in N \). Hence hypotheses 1 and 2 are verified. To verify that there are no finite subgroups we note that
\[(T_0 \xi)^k = (\eta^k, \eta^{k-1}(T + T_0) + \cdots + \eta(T + T_0) + T + T_0)\]

for \(T_0 \in N\) and some \(k\). Hence for this to be the identity element we must have that \(\eta^k\) is the identity matrix or

\[\eta^{k-1}(T + T_0) + \cdots + (T + T_0) = k(R + R_0),\]

where \(R + R_0\) is the perpendicular projection of \(T + T_0\) into the invariant space of \(\eta\). Hence this is zero only if \(R + R_0 = 0\). But this is not possible by 2. We must further verify that \((T_0 \xi^*)^k\) does not equal the identity unless \(T_0 \xi^*\) is the identity. But this follows exactly as for \(s = 1\).

Now assume that the group \(\pi\) with the desired properties exists. Then let \(\eta\) be a generator of \(h(\pi)\) and let \(\xi = (\eta, R + S)\) be an element of \(\pi\), where \(R\) is contained in the covariant space of \(\eta\) and \(S\) is in the orthogonal complement. Then changing the origin of \(E^4\) gives

\[(e, -B)(\eta, R + S)(e, B) = (\eta, \eta B - B + S + R).\]

Hence we may choose \(B\) in the orthogonal complement of the invariant space of \(\eta\) and satisfying the equation \(\eta B - B + S = 0\). Hence in terms of the new origin \(\xi = (\eta, R)\), where by our choice of bases for \(N\)

\[R = (1/\rho)(aR_3 + bR_4).\]

Now since \(\xi^* = (\eta^*, kR)\) we must have that \(kR\) cannot be written as an integer linear combination of \(R_i, i = 1, \cdots, 4\). For otherwise, we would have a finite subgroup of \(\pi\) which is impossible. We may by multiplying by a proper linear combination of \(R_3\) and \(R_4\) further assume that \(0 \leq a, b < \rho\). Further by relabeling, if necessary, we may assume \(a \leq b\). This completes the proof of this theorem.

**Corollary.** A basis of type a gives rise to permissible group extensions. But no basis of type b is allowable.

**STEP 4.**

**Lemma 6.** For a fixed \(h(\pi)\) and \(N\) of type a, with \(k = 0\), the group extension is unique up to similarity.

**Proof.** We first note that \(T = 1/\rho R_4\) satisfies the hypothesis of Theorem 5. Now let \(T = (1/\rho)(aR_3 + bR_4)\) also satisfy hypothesis of Theorem 5. By Corollary 2 we will prove our lemma once we have shown that the mapping \(A^*\) which maps \(aR_3 + bR_4\) onto \(R_4\) can be extended to a mapping \(A\) of \(N\) onto itself which leaves \(h(\pi)\) invariant.

**Case 1.** If \(a\) and \(b\) are relatively prime, then there exist integers \(c\) and \(d\) such that \(ad - cb = 1\). Hence we may define the mapping \(A\) by \(A(S_1) = S_1, A(S_2) = S_2, A(cR_3 + dR_4) = R_4\) and \(A(aR_3 + bR_4) = R_4\). This mapping \(A\) is of the desired type since all its entries are integers relative to \(S_1, S_2, R_3, R_4\) and it has determinant one.
Case 2. Assume \( a \) or \( b = 0 \). Say \( a = 0 \). Then by condition 2 of Theorem 5, \( b \) and \( \rho \) must be relatively prime. Hence there exist \( c \) and \( d \) such that \( cd - dp = 1 \). Hence \( c \) is relatively prime to \( \rho \) or \( \eta^c \) is a generator of \( h(\pi) \). Hence \( \xi \cdot R_4^d \) may be used to replace \( \xi \) and for it we have \( T = (1/\rho)R_4 \).

Case 3. Assume \( a \) and \( b \) are not relatively prime, satisfy the hypothesis of Theorem 5, and \( a \) and \( b \neq 0 \). Then it is easy to see that \( a \) must equal \( b \). Then we may map \( R_3 + R_4 \rightarrow R_4 \) and \( R_3 \) into \( R_3 \) leaving \( S_1 \) and \( S_2 \) invariant. Then Case 3 reduces to Case 2 which has already been treated.

Lemma 7. For a fixed \( h(\pi) \) and \( N \) of type \( a \) with \( k \neq 0 \) exactly one group extension is possible up to similarity.

Proof. Case 1. \( N \) has a basis of the form

\[ S_1 + \frac{1}{\rho}R_3, S_2, R_3, R_4. \]

Let \( T = (1/\rho)(aR_3 + bR_4), a \neq 0 \). For if \( a = 0 \), this reduces to case 2 of previous lemma. Form \( (S_1 + (1/\rho)R_3)^{-\rho} = T' \). We may choose this as a new element of \( \pi \) such that modulo \( N \) it is a generator of \( h(\pi) \). But for \( T' \), \( T = (b/\rho)R_4 \). We may therefore apply case 2 of Lemma 6 if \( b \neq 1 \).

Case 2. \( N \) has a basis of the form

\[ S_1 + \frac{2}{\rho}R_3, S_2, R_3, R_4. \]

Let \( T = (1/\rho)(aR_3 + bR_4) \). If \( a = 2 \), then we may choose \( \xi' = (\eta, T') \) such that \( T' = (b/\rho)R_4 - aS_1 \). But by changing the origin, as we saw in Theorem 7, we may assume \( T' = (b/\rho)R_4 \). We again apply case 2 of Lemma 6.

Since the above basis holds only for \( \rho = 3 \) or \( 4 \), we can always assume that if \( \rho \neq 2 \), then it equals 1. Hence \( b = 1 \) or 2 for \( \rho = 3 \) and \( b = 1 \) or 3 for \( \rho = 4 \). For if \( b = 2 \) for \( \rho = 4 \), we would have \( (S_1 + R_3/2)^{-1}R_4^{-1} = (\xi^2, S_1) \), which is impossible. For \( b = 1 \), we may define the mapping \( A \) by \( A(S_1 + R_3/2) = S_1 + R_3/2, A(S_2) = S_2, A(R_3) = R_3, A(R_3 + R_4) = R_4 \). But for \( b = 2 \) or 3 in case \( \rho = 3 \) or 4 respectively, we may replace \( T \) by \( (1/\rho)(R_3 - R_4) \). We may now define \( A \) by

\[
\begin{align*}
A(S_1 + R_3/2) &= S_1 + R_3/2, \\
A(S_2) &= S_2, \\
A(R_3) &= R_3, \\
A(R_3 - R_4) &= R_4.
\end{align*}
\]

This completes the proof of the lemma.

STEP 5.

We will prove at this step the following lemma.

Lemma 8. If \( \pi \) and \( \pi' \) are extensions of \( N \) and \( N' \) by \( h(\pi) \) where \( N \) and \( N' \) have canonical bases

\[
\begin{align*}
S_1 + (k/\rho)R_3, S_2, R_3, R_4, \\
S_1' + (k'/\rho)R_4', S_2', R_4', R_4'.
\end{align*}
\]
Then \( \pi \) is similar to \( \pi' \) if and only if \( k = \pm k' \mod (\rho) \).

We will first show that if \( k = k' \) then \( \pi \) and \( \pi' \) are isomorphic. Assume \( k = k' = 0 \). Let \( \eta \) be a generator of \( h(\pi) \) and let \( \eta \) written in terms of \( S_1 \) and \( S_2 \) be the matrix \( (\eta_{ij}) \), \( i, j = 1, 2 \). Then choose a new basis for \( N' \) by replacing \( S_1' \) and \( S_2' \) by \( S_1^* \) and \( S_2^* \) where \( \eta \) in terms of the bases \( S_1^* \) and \( S_2^* \) is also the matrix \( (\eta_{ij}) \). Clearly then the mapping which sends \( S_1 \) to \( S_1^* \), \( S_2 \) to \( S_2^* \), \( R_3 \) to \( R_3' \) and \( R_4 \) to \( R_4' \) gives an isomorphism of \( \pi \) onto \( \pi' \).

Now if \( k \neq 0 \) and \( k = k' \), \( \rho S_1 \) and \( S_2 \) generate \( N \) in the space spanned by \( S_1 \) and \( S_2 \). Then choose a new basis for \( N' \) by replacing \( S_1' + (k/\rho)R_3' \), \( S_2' \) by \( S_1^* + (k/\rho)R_3' \), \( S_2^* \) where \( \rho S_1^* \), \( S_2^* \) is also a basis for the space spanned by \( \rho S_1' \) and \( S_2' \) and where \( \rho S_1^*, S_2^* \) has the further property that the matrix which expresses \( \eta \) in terms of \( \rho S_1 \) and \( S_2 \) is the same as that which expresses \( \eta \) in terms of \( \rho S_1^* \) and \( S_2^* \). Then the mapping which sends \( S_1 \) to \( S_1^* \), \( S_2 \) to \( S_2^* \), \( R_3 \) to \( R_3' \) and \( R_4 \) to \( R_4' \) gives an isomorphism of \( \pi \) onto \( \pi' \). If \( k = -k' \), we may set \( S_1' = S_1^* \), \( S_2' = S_2^* \).

Now assume that \( \pi \) and \( \pi' \) are isomorphic for \( k \neq \pm k' \). Then there exists a linear transformation \( \chi \) of \( E^4 \) mapping \( h(\pi) \) onto itself and mapping \( N \) onto \( N' \). But it is straightforward to verify that if \( \chi \) maps \( h(\pi) \) onto itself it must be completely reducible, mapping the invariant space of \( h(\pi) \) and its orthogonal complement onto themselves. This shows that \( N \) must have two distinct canonical bases \( S_1 + (k/\rho)R_3 \), \( S_2 \), \( R_3 \), \( R_4 \) and \( S_1' + (k'/\rho)R_3' \), \( S_2' \), \( R_3' \), \( R_4' \), where \( k \neq \pm k' \). But as we have shown previously these bases must be related by a completely reducible matrix which maps \( S_1 \) and \( S_2 \) onto a linear combination of \( S_1' \) and \( S_2' \) and \( R_3 \), \( R_4 \) into an integer linear combination of \( R_3' \) and \( R_4' \). This is clearly impossible if \( k \neq \pm k' \).

We have now proved the following theorem.

**Theorem 8.** Let \( \pi \) be the fundamental group of a compact real four dimensional locally hermitian manifold. Then \( \pi \) may be considered as a subgroup of \( R(4) \). If \( N \) is the subgroup of pure translations of \( \pi \), then \( \pi/N \) is a cyclic group \( h(\pi) \) of order 1, 2, 3, 4 or 6 and \( N \) has generators of the form

\[
S_1 + (k/\rho)R_3, S_2, R_3, R_4
\]

where \( R_3, R_4 \) span the invariant space of \( h(\pi) \), \( S_1 \) and \( S_2 \) lie in the orthogonal complement, and \( k = 0 \) if \( \rho = 1 \); \( k = 0 \) or 1 if \( \rho = 2 \); \( k = 0 \) or 1, if \( \rho = 3 \); \( k = 0 \), 2 if \( \rho = 4 \); \( k = 0 \) if \( \rho = 6 \); where \( \rho = \text{order of } h(\pi) \). Further \( \pi = \pi' \) if and only if \( h(\pi) = h(\pi') \) and \( k = \pm k' \).

**Appendix**

**Theorem 9.** Every locally hermitian manifold is a Kahler manifold with respect to its hermitian metric.
It is a known theorem that the odd dimensional betti numbers of a Kahler manifold are even (see [5]).

**Theorem 10.** The odd dimensional betti numbers of a locally hermitian manifold are even.

It is also well known that the odd dimensional betti numbers must be greater than or equal to one (see [5]). We will give an independent proof of this theorem for our special case.

It is now our purpose to characterize the harmonic forms on an $n$-dimensional compact locally euclidean manifold $M(\pi)$, where the fundamental group of $M(\pi)$ is $\pi$. Now Bieberbach has proved in [3] that a compact locally euclidean manifold has as covering space the $n$-dimensional torus $T^n$. Let $p_1$ be the covering map of $T^n$ onto $M(\pi)$, and let $\omega$ be a harmonic form on $M(\pi)$. Then $p_1^*(\omega)$ is a harmonic form on $T^n$, relative to the locally euclidean structure of $T^n$. But if $p_2$ denotes the covering map of $E^n$ onto $T^n$ and $\omega'$ denotes a harmonic form on $T^n$ then $p_2^*(\omega') = \sum A_{i_1} \cdots i_r dx_{i_1} \wedge \cdots \wedge dx_{i_r}$, where the $A_{i_1} \cdots i_r$ are constants and $1 \leq i_1, \cdots, i_r \leq n$. Hence we have shown

**Theorem 11.** Let $\omega$ be a harmonic form on a compact locally euclidean space, then $(p_2 \circ p_1)^*\omega = \sum A_{i_1} \cdots i_r dx_{i_1} \wedge \cdots \wedge dx_{i_r}$, where the $A_{i_1} \cdots i_r$ are constants.

**Corollary 4.** Let $M(\pi)$ be a compact locally euclidean manifold. Then the $j$ betti number of $M(\pi)$ is less than or equal to the $j$ betti number of $T^n$, $j = 1, \cdots, n$.

This is a simple consequence of the Hodge Theorem and Theorem 11. We will state and prove a slightly stronger theorem.

**Corollary 5.** Let $M(\pi)$ be an $n$-dimensional compact locally euclidean space whose $j$ betti number equals the $j$ betti number, $n \geq j \geq 0$, of $T^n$. Then $M(\pi)$ is homeomorphic to $T^n$.

**Proof.** There exist $n$ linearly independent harmonic one forms $\omega_i$, $i = 1, \cdots, n$ on $M(\pi)$. Let $(p_2 \circ p_1)^*\omega_i = \sum a_i dx_j$. Hence there exists a coordinate system $(x'_1, \cdots, x'_n)$ on $E^n$ such that $\omega_i = dx'_i$, $i = 1, \cdots, n$ and $dx'_i$ is invariant under $\pi$. Hence $\pi$ is generated by $n$ linearly independent translations. This proves the corollary.

**Corollary 6.** The even dimensional betti numbers of a compact $2n$-dimensional locally hermitian manifold are greater than or equal to one.

**Proof.** $ds^2 = \sum_i dx_i \wedge dx_i + \cdots + dx_{2n-1} \wedge dx_{2n}$. But this is harmonic and $\Omega' \neq 0$ $j = 1, \cdots, n$. This proves the corollary.

**Corollary 7.** Let $M(\pi)$ be a $2n$-dimensional compact locally hermitian manifold. Then $1 + \sum_{j=1}^{n} p_{2j} \equiv 0 \mod (4)$ where $p_{2j}$ denotes the $2j$ betti number, $j = 1, \cdots, n$. 
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Proof. Since the Euler characteristic of $M(\pi)$ is zero and $n$ is even $1 + \sum_{j=1}^{n} p_{2j} = 2 \sum_{j=1}^{n/2} p_{2j-1}$ by the Poincaré Duality Theorem. But $p_{2j-1}$ must be even by Theorem 5. This completes the proof of the corollary.

Theorem 12. A compact four dimensional locally euclidean space is locally hermitian if and only if it is a torus or has Poincaré polynomial $1 + 2x + 2x^2 + 2x^3 + x^4$.

Proof. Assume $M(\pi)$ is locally hermitian and let $1 + a_1 x + a_2 x^2 + a_3 x^3 + x^4$ be its Poincaré polynomial. Then $a_2 + 2 = 0 \mod(4)$. Hence $a_2 = 2$ or 6. Hence the only possible Poincaré polynomials are

$$1 + 2x + 2x^2 + 2x^3 + x^4 \text{ and } 1 + 4x + 6x^2 + 4x^3 + 1.$$ 

But Corollary 4 proves that if $M(\pi)$ has Poincaré polynomial $1 + 4x + 6x^2 + 4x^3 + 1$ it is a torus.

Now let $M(\pi)$ be compact, locally euclidean and have Poincaré polynomial $1 + 2x + 2x^2 + 2x^3 + x^4$. Then there exist two linear independent harmonic one forms $\omega'_1$ and $\omega'_2$ on $M(\pi)$. Hence we may choose new harmonic forms $\omega_1$ and $\omega_2$ which are orthogonal and linearly independent and lie in the space spanned by $\omega'_1$ and $\omega'_2$. We may choose a new coordinate system $x_1, \ldots, x_4$ in $E^4$ such that $dx_1 = \omega_1$ and $dx_2 = \omega_2$. With respect to this new basis each element of $\pi$ has a matrix representation of the form

$$\begin{bmatrix}
1 & 0 & 0 & 0 & a_1 \\
0 & 1 & 0 & 0 & a_2 \\
0 & 0 & a_{33} & a_{34} & a_3 \\
0 & 0 & -a_{34} & a_{33} & a_4 \\
0 & 0 & 0 & 0 & 1
\end{bmatrix}.$$ 

Hence $\pi \subset R(n, C)$. Hence $M(\pi)$ is locally hermitian with respect to this basis.
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