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Let $F$ be a finite normal extension of a field $C$ and let $\mathfrak{G}$ be its Galois group of automorphisms. In the classical theory of simple algebras, it is shown that the Brauer group $\mathfrak{B}(F)$ of all simple algebras over $C$ split by $F$ is isomorphic (canonically) with the second cohomology group $H^2(F^*, \mathfrak{G})$ of $\mathfrak{G}$ with coefficients in the multiplicative group $F^*$ of the nonzero elements of $F$.

If $F$ is a purely inseparable extension of exponent 1 of $C$, then it was shown by N. Jacobson that a Galois theory for such extension is obtained by replacing the Galois group of automorphism of $F$ by the restricted Lie-algebra $\mathfrak{L}$ of all derivations of $F$ over $C$. Recently, Hochschild has shown [7] that this Lie algebra can, in some way, replace the Galois group $\mathfrak{G}$ in the classical result on the Brauer group $\mathfrak{B}(F)$. More precisely: he has shown that $\mathfrak{B}(F)$ is isomorphic with a certain subgroup of $H^2_*(F^+, \mathfrak{L})$ where $H^2_*(F^+, \mathfrak{L})$ denotes the second restricted cohomology group of $\mathfrak{L}$ with coefficients in the additive group $F^+$ of the elements of $F$.

Naturally, the question arises now whether these two results are different results, which are connected by the name “cohomology groups” or whether they are two different aspects of one result which includes them. The main purpose of this paper is to answer this question in favor of the second possibility.

A general Galois theory for arbitrary extensions $F$ of $C$ has been obtained by N. Jacobson [10], following some ideas of Kaloujnine, by considering representations of $F$ over $C$. This idea has been followed, in an abstract form, considering $F$-bimodules and the results were extended to other cases by Hochschild [5], Nakayama [11; 12] and others. The general theory was obtained by considering certain relatively-cyclic sub-bimodules of the tensor product $F \otimes_C F$.

On the other hand, the author has given a method for constructing all simple algebras (in [1]) by dealing with different imbeddings of a field $F$ in a larger field $K$. An extension of this result to arbitrary rings $R$ which is obtained with replacing the field $K$, in particular, by $R = F \otimes_\mathfrak{G} F$, yields a relation between this construction of simple algebras and the general Galois theory. One aspect of this relation will be dealt with elsewhere.

In the present paper we apply the extension of the results of [1] to obtain
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a correspondence between certain algebras over \( C \) and relatively-cyclic \( \mathfrak{R}(V_F) \)-bimodules, where \( \mathfrak{R}(V_F) \) is the ring of all linear transformations of an \( F \)-space \( V \). It happens that the central simple algebras are the algebras which correspond to the \textit{relatively-cyclic closed} bimodules in the sense of Jacobson-Hochschild (see e.g. [12]). These bimodules form a multiplicative semi-group and it is shown that there exists a homomorphism of this semi-group onto the Brauer group \( \mathfrak{B}(F) \).

A certain representation of this semi-group of the relatively-cyclic bimodules leads us to considering a chain-complex \( \mathfrak{C}(F^*) \):

\[
1 \rightarrow F^* \rightarrow (F \otimes_c F)^* \rightarrow \ldots \rightarrow (F \otimes_c \cdots \otimes_c F)^* \rightarrow
\]

with a derivation \( \Delta \), and where \( (\ast) \) denotes the multiplicative group of the respective ring. For the precise definition of \( \Delta \) see §5. This complex yields the cohomology group \( H^n(\mathfrak{C}(F^*)) = \text{Kernel } \Delta/\text{Image } \Delta \), and our main result is that: \( H^2(\mathfrak{C}(F^*)) \cong \mathfrak{B}(F) \).

Furthermore, we prove that this result includes the classical result of Brauer and a parallel result to the recent result of Hochschild quoted above. Actually we prove that if \( F \) is a normal extension of \( C \) with the Galois group \( G \) then \( H^n(\mathfrak{C}(F^*)) \cong H^n(F^*, G) \), and if \( F \) is a pure inseparable extension of \( C \) of exponent 1 with the Lie algebra of derivation \( \mathfrak{L} \) then \( H^n(\mathfrak{C}(F^*)) \) is isomorphic with a certain subgroup of \( H^*_\mathfrak{L}(F^+, \mathfrak{L}) \), which is probably (but has not been shown yet) for \( n = 2 \) identical with the group of Hochschild.

The paper contains two parts: Part I includes §§1–4 deals with the extension of Part I of [1] to rings which satisfy certain conditions. In the second part, which contains §§5–8, we define the general cohomology groups of arbitrary fields \( F \) and prove the results stated above. The last section contains an extension of a result of Hochschild [8] regarding the behavior of the Brauer group over fields of characteristic \( p \) under pure inseparable extensions.

\section{Semi-linear transformations.}

Let \( S \) be a subring of a commutative ring \( R \). Let \( R \) and \( S \) contain the same identity element. We shall consider the ring \( R \) both as a right and as a left \( S \)-module and we assume that \( R \) is an \( S \)-free module.

Let \( V \) be a (left) \( R \)-module and let \( W \) be an \( S \)-admissible subgroup of \( V \) (i.e., \( sW \subseteq W \) for all \( s \in S \)). We shall say that \( W \) is a \textit{regular} \( S \)-submodule of \( V \) is the homomorphic mapping \( \mu: R \otimes_s W \rightarrow V \) defined by \( \mu(r \otimes v) = rv \), \( r \in R \) and \( v \in W \), is an isomorphism.

We note that if \( V \) contains a regular \( S \)-submodule \( W \) which is \( S \)-free, then since \( \mu \) is an isomorphism it follows that \( S \)-independent elements of \( W \) are also \( R \)-independent in \( V \); furthermore, \( V \) itself is a free \( R \)-module.

If \( W \) is a left module over a ring \( K \), we shall denote by \( \mathfrak{R}_K(W) \) the ring of all \( K \)-endomorphisms of \( W \). The notation \( \mathfrak{R}(W) \) will be used instead of \( \mathfrak{R}_K(W) \) when no confusion about the ring \( K \) is involved.
Let $W$ be a free regular $S$-submodule of $V$, then clearly: $R_\mathcal{R}(R \otimes_S W) = R \otimes_S R_\mathcal{R}(W)$ and, thus, $\mu$ induces an isomorphism between the ring $R \otimes_S R_\mathcal{R}(W)$ and $R_\mathcal{R}(V)$ and we shall often identify the two rings.

In this paper we shall be interested in the following situation: Let $S = F$ be a subfield of a commutative ring $R$ and let $C$ be a fixed subfield of $F$. In what follows we assume that: $R$ contains a nilpotent ideal $N$ (which may be zero) such that $R/N$ is a direct sum of a finite number of fields.

In this case every $F$-module is free, and thus the requirements of the preceding remarks hold. Let $V_F$ be an $F$-space of dimension $n$ and let $V = R \otimes_F V_F$. Clearly, $V_F$ is a regular $F$-subspace of $V$ and, therefore, it follows by the preceding remarks that $R_\mathcal{R}(V) = R \otimes_F R_\mathcal{R}(V_F)$. We shall use the notations $R_\mathcal{R}(V)$, $R_\mathcal{R}(V_F)$ instead of $R_\mathcal{R}(V)$ and $R_\mathcal{R}(V_F)$ respectively. Thus, these rings denote the ring of all linear transformations of the spaces $V$ and $V_F$ respectively.

Let $\phi$ be an isomorphism of $F$ into $R$ which leave the elements of the subfield $C$ invariant.

**Definition 1.** A ($\phi$-) semi-linear transformation $T$ of $V_F$ into $V$ is a homomorphism $T$ of $V_F$ into $V$ which satisfies:

$$T(hv) = h^\phi T v$$

$h \in F$ and $v \in V_F$.

Since $F^\phi = \{ h^\phi; h \in F \} \subseteq R$ is a field, the set $TV_F = \{ T v, v \in V_F \}$ is an $F^\phi$-subspace of $V$ and clearly $(TV_F: F^\phi) \leq n$.

**Definition 2.** A $\phi$-semi-linear transformation $T$ of $V_F$ into $V$ is said to be regular if the space $TV_F$ is a regular subspace of $V$. i.e., if the natural mapping $\mu: R \otimes_F TV_F \rightarrow V$, defined by $\mu(r \otimes T v) = r T v$, is an isomorphism.

If $T$ is regular, then clearly $T$ is an isomorphism of $V_F$ onto $TV_F$; furthermore, if the set $(v_i)$ is an $F$-base of $V_F$ then the set $(T v_i)$ will be an $R$-base of $V$ as well as an $F^\phi$-base of $TV_F$. Conversely, the most general regular semi-linear transformation $T$ of $V_F$ into $V$ is obtained by choosing an $F$-base $(v_i)$ of $V_F$ and an $R$-base $(w_i)$ of $V$ and defining: $T(\sum h_i v_i) = \sum h_i^\phi w_i$, for all $h_i \in F$.

In [1, Part I] we have considered only semi-linear transformations in vector spaces over fields, i.e., the case $R = K$ is a field. We now extend the theory of that paper to an arbitrary commutative ring satisfying the requirements mentioned in the beginning of this section. Almost all of the results of [1, Part I] can be carried over to the present case without any additional efforts. We shall quote the results of [1] which will be needed in the context and we include new proofs only in those cases where the fact that $R$ is not a field affects the proof given in [1].

**Lemma 1.1.** If $T$ is a regular semi-linear transformation of $V_F$ into $V$ and $P$, $Q$ are regular linear transformations of $V_F$ and $V$ respectively, then $QTP$ is also a regular semi-linear transformation of $V_F$ into $V$ [1, Lemma 1.1].

($\circ$) Operators of a ring or of a space will be written multiplicatively on the left of the element on which they operate.
Since $T$ is an isomorphism, it follows readily that $T\mathcal{R}(V_F)T^{-1}=\mathcal{R}_F(TV_F)$ and, therefore, for any $P\in\mathcal{R}(V_F)$ the element: $\mu(1 \otimes TPPT^{-1})=PT$ belongs to $\mathcal{R}(V)$. Thus, we have:

$$P^TTv = \mu(1 \otimes TPPT^{-1})(1 \otimes Tv) = \mu(1 \otimes TPv) = TPv, \quad v \in V_F,$$

which follows by the definition of $\mu$ and by the relation between $\mathcal{R}(V)$ and $\mathcal{R}(V_F)$. This proves that $P^TT=TP$ and clearly this relation determines $P^T$ uniquely.

**Lemma 1.2.** If $T$ is a regular semi-linear transformation of $V_F$ into $V$, then for any linear transformation $P\in\mathcal{R}(V_F)$ there exists a unique linear transformation $P^T\in\mathcal{R}(V)$ such that $TP=P^TT$, and the correspondence $P\mapsto P^T$ is a $\phi$-extension isomorphism of $\mathcal{R}(V_F)$ into $\mathcal{R}(V)$, i.e., $h^T=h^\phi$ [1, Lemma 1.2].

**Lemma 1.3.** Let $T$ be a regular s.l.t. of $V_F$ into $V$, then $\mathcal{R}(V)T$ is the set of all semi-linear transformations of $V_F$ into $V$. Furthermore, a semi-linear transformation $S=QTP$, $Q\in\mathcal{R}(V)$, $P\in\mathcal{R}(V_F)$ is regular, if and only if $P$ and $Q$ are regular linear transformations, and then $A^S=Q(PAP^{-1})^TQ^{-1}$.

This lemma is included in [1, Lemma 1.3]. We recall that if $T_1$ and $T$ are semi-linear transformations of $V_F$ into $V$ and $T$ is regular, then $T_1=QT$ where $Q$ is defined by the relation $Q(Tv_i)=Tv_i$, for a given base $\{v_i\}$ of $V_F$.

Let $V$, $V_F$ and $W$, $W_F$ be two spaces over $R$ and $F$ of the type considered above and let $T$, $S$ be regular semi-linear transformations of $V_F$ into $V$ and of $W_F$ into $W$ respectively. Then the definition $(T\otimes S)(v\otimes w)=Tv\otimes Sw$ yields a regular semi-linear transformation of $V_F\otimes_RW_F$ into $V\otimes_RW$.

**Definition 3.** The set of all linear transformations $P$ of $V_F$ which commute with a regular semi-linear transformation $T$ is called the invariant ring of $T$, and will be denoted by $O(T)$.

That is: $O(T)=\{P; P\in\mathcal{R}(V_F), PT=TP\}$. From Lemma 1.3 it follows immediately that:

**Corollary 1.1.** If $S=P^{-1}TP$, $P\in\mathcal{R}(V_F)$ then $O(S)=P^{-1}O(T)P$.

The main result of [1, Part I] which is fundamental also for the present paper is the following:

**Theorem 1.1.** Let $\mathfrak{A}$ be a central simple algebra of order $n^2$ over $C$ which is split by $F$, then there exists a regular semi-linear transformation $T$ of $V_F$ into $V$ such that $\mathfrak{A}$ is isomorphic with a subring of $O(T)$. Furthermore, $O(T)\cong \mathfrak{A} \otimes_C D$, where $D=\{h; h\in F, h^\phi=h\}$.

The proof of this theorem in [1] depends on the fact that $R$ is a field and $V$ is a vector space over a field. Before proceeding with the proof for commutative rings $R$ satisfying the condition stated above, we begin with some lemmas.
Lemma 1.4. Let $R$ be a primary ring\(^{(2)}\) and $\mathfrak{A}$ a central simple algebra of order $n^2$ over $C$. If $\mathfrak{A}$ has a representation in the ring $\mathcal{R}(V)$ of linear transformations of $V$, then $\mathcal{R}(V) \cong \mathfrak{A} \otimes_C R$.

Proof. Let $\mathfrak{A}_1$ be the subring of $\mathcal{R}(V)$ which is isomorphic with $\mathfrak{A}$. Since $\mathfrak{A}_1$ is a simple ring and finite over $C$ it follows that $\mathcal{R}(V) = \mathfrak{A}_1 \otimes_C R_1$, where $R_1$ is the centralizer of $\mathfrak{A}_1$ in $\mathcal{R}(V)$. Let $\{a_i\}$ be a base of $\mathfrak{A}_1$ and $\{e_i\}$ a base of $\mathcal{R}(V)$ over $R$; for both bases we have $i = 1, 2, \ldots, n^2$. Hence,

$$a_i = \sum r_{ik} e_k, \quad r_{ik} \in R.$$

Let $N_*$ be the radical\(^{(3)}\) of $\mathcal{R}(V)$ and let $\overline{\mathfrak{A}_1}$ be the representation of $\mathfrak{A}$ in $\mathcal{R}(V)/N_*=\overline{\mathcal{R}(V)}$. Clearly, $\overline{\mathcal{R}(V)}$ is isomorphic with a complete matrix ring over the field $\overline{R}=R/N$, where $N$ is the radical of $R$. Since $\overline{\mathfrak{A}_1}=(\mathfrak{A}_1, N_*)/N_*$ and $\mathfrak{A}_1 \subseteq N_*$, it follows that $\overline{\mathfrak{A}_1} \neq 0$. Furthermore, $\overline{\mathfrak{A}_1} \otimes \overline{R} \subseteq \overline{\mathcal{R}(V)}$ and $\overline{R} \subseteq (R_1, N_*)/N_*$. Now, since $\overline{\mathfrak{A}_1}: C = (\overline{\mathcal{R}(V)}: \overline{R}) = n^2$ and $\overline{R}$ is a field, we must have $\overline{\mathfrak{A}_1} \otimes \overline{R} = \overline{\mathcal{R}(V)}$. Hence, (1.1) yields that $a_i = \sum r_{ik} \delta_k$ and $(r_{ik})$ is a regular matrix of order $n^2$ over $\overline{R}$. Let $(s_{ik}) = (r_{ik})^{-1}$ and let $(s_{ik})$ be any matrix such that the elements $s_{ik}$ represent the class $\bar{s}_{ik}$ mod $N$. Since $(s_{ik})(\bar{r}_{ik}) = \overline{1}$, it follows that $(s_{ik})(r_{ik}) = 1+n$ and $n$ is a matrix with coefficients in $N$ and, therefore, it is nilpotent, say $n^r = 0$. Then $1+n$ is regular and its inverse is $1-n+\cdots+(-1)^{n-1}$. Consequently, the matrix $(r_{ik})$ is regular in $R$. From this we conclude by (1.1) that the elements of the base $\{e_i\}$ are linear combinations of the elements $\{a_i\}$ with coefficients in $R$. Hence $\mathfrak{A}_1 \otimes_C R = \mathcal{R}(V)$, which proves the lemma.

We shall need also a classical result of Artin \(^{(4)}\).

Lemma 1.5. If $R$ is a primary ring then the automorphisms of $\mathcal{R}(V)$ which leave the elements of $R$ invariant are inner.

For completeness sake we outline a proof of this lemma: Let $\{c_{ik}\}$ be an orthogonal base of $R(V)$, i.e.; $c_{ik}c_{jk} = \delta_{kj}c_{ik}$; and let $\varepsilon_{ik}$ be the elements corresponding to $c_{ik}$ under a given automorphism. Since $R(V)$ is also primary one verifies that $c_{11}R(V)c_{11}, c_{11}R(V)c_{11} = c_{11}R(V)c_{11}$. Hence, $c_{11}R(V)c_{11}$ contains a non-nilpotent element $a$. Since $ac_{11}R(V)c_{11}$ is again a potent two-sided ideal in $c_{11}R(V)c_{11}$ which is a primary ring, it follows that $ac_{11}R(V)c_{11} = c_{11}R(V)c_{11}$. Thus, there exists $b \in c_{11}R(V)c_{11}$ such that $ab = c_{11}$. One then verifies that the required automorphism is the inner automorphism determined by the element $q = \sum \lambda \delta_{1i}b c_{1i}$, $(q^{-1} = \sum \lambda \delta_{1i}a c_{1i})$.

---

\(^{(2)}\) A ring $R$ with a unit is said to be a primary ring, if $R/N$ is a field and $N$ is the maximal nilpotent ideal in $R$.

\(^{(3)}\) By the radical we mean the maximal nilpotent ideal.

Lemma 1.6. If $\mathfrak{A}$ is a central simple algebra of order $n^2$ over $C$, then any two representations of $\mathfrak{A}$ in $R(V)$ are similar.

This result is well known for simple or semi-simple ring $R$. To prove this lemma for arbitrary rings $R$ of the type considered in the present section, we begin with the case where $R$ is a primary ring.

Let $\mathfrak{A}_1$, $\mathfrak{A}_2$ be the two representations of $\mathfrak{A}$. Thus, $\mathfrak{A}_1 \cong \mathfrak{A}_2 \cong \mathfrak{A}$. It follows by the proof of Lemma 1.4 that $\mathfrak{A}_1 \otimes R = \mathfrak{A}_2 \otimes R = R(V)$. Hence, the isomorphism between $\mathfrak{A}_1$ and $\mathfrak{A}_2$ can be extended to an automorphism of $R(V)$ leaving the elements of $R$ invariant. It follows, therefore, by the preceding lemma that this automorphism is an inner automorphism. Consequently, the two representations are similar.

Consider now the general case where $R$ is a commutative ring with an identity and a radical $N$ such that $R/N$ is a direct sum of a finite number of fields. Let $1 = e_1 + \cdots + e_m$ be the decomposition of the unit into a sum of primitive orthogonal idempotents. Then $e_i R e_i$ are primary rings with the radical $e_i N e_i$. By considering $R$ as a subring of $R(V)$, we obtain that the $e_i$ are also central idempotents of $R(V)$ and that the $e_i R(V) e_i$ are isomorphic with complete matrix rings of order $n^2$ over $e_i R e_i$. Let $\mathfrak{A}_1$, $\mathfrak{A}_2$ be two representations of $\mathfrak{A}$ in $R(V)$ then, clearly, $e_i \mathfrak{A}_1 e_i$ and $e_i \mathfrak{A}_2 e_i$ are two representations of $\mathfrak{A}$ in $e_i R(V) e_i$. By the first part of the proof, these two representations are similar in $e_i R(V) e_i$. That is: $e_i \mathfrak{A}_1 e_i = p e_i \mathfrak{A}_2 e_i p^{-1}$ for $p_i \in e_i R(V) e_i$ and $p_i p_i^{-1} = e_i$ which is the unit of $e_i R(V) e_i$. Put $p = p_1 + \cdots + p_m$ then $p_i p_k = 0$ for $i \neq k$ and $p^{-1} = p_1^{-1} + \cdots + p_m^{-1}$, and it follows readily that $p \mathfrak{A}_2 p^{-1} = \mathfrak{A}_1$. q.e.d.

The preceding method of reducing the general case to the primary one yields also the following extension of Lemma 1.4.

Lemma 1.4.* Let $\mathfrak{A}$ satisfy the condition of Lemma 1.4 and let $R$ be an arbitrary ring of the type considered above. If $\mathfrak{A}$ has a representation $\mathfrak{A}_1$ in $R(V)$ then $\mathfrak{A}_1 \otimes_{\sigma} R = R(V)$.

This immediately yields:

Corollary 1.2. If $A_1, \cdots, A_n$ is a $C$-base of $\mathfrak{A}_1$, then it is also an $R$-base of $R(V)$.

We can now turn to the proof of Theorem 1.1. The proof runs similarly to the proof of [1, Theorem 5.3] with Lemma 1.6 replacing [1, Theorem 5.2]. More precisely: since $F$ splits $\mathfrak{A}$, the latter has a representation $\mathfrak{A}_1$ in $R(V_F)$. Now, let $S$ be any regular semi-linear transformation of $V_F$ into $V$, then the mapping $A \mapsto A^S$ for $A \in \mathfrak{A}_1$ determines another representation $\mathfrak{A}_1^S$ of $\mathfrak{A}$ in $R(V)$. It follows, by Lemma 1.6, that $A^S = P^{-1} AP$ for every $A \in \mathfrak{A}_1$ and some regular $P \in R(V)$. Put $T = PS$, then from Lemma 1.3 we have: $A^T = PA^S P^{-1} = A$, for all $A \in \mathfrak{A}_1$. This means that $\mathfrak{A}_1 \subseteq O(T)$.

The invariant field $D$ of the theorem clearly belongs to $O(T)$ and by Corollary 1.2 it follows that $\mathfrak{A}_1$ possesses an $R$-base of $R(V)$, hence $\mathfrak{A}_1 \otimes D$
The rest follows now by [1, Lemma 3.3] and [1, Corollary 3.1] which holds also in our case. We remark that the proof of [1, Lemma 3.3] holds without any change for the general ring \( R \) by noting that if a set of linear equations with coefficients in \( F \) has a unique solution in the ring \( R \) (\( \supseteq F \)) then this solution is necessarily in \( F \).

Following the notations of [1], we shall say that a semi-linear transformation \( T \) represents the central simple algebra \( \mathfrak{A} \) if \( \mathfrak{A} \otimes D = O(T) \).

Further results which will be needed later are:

**Theorem 1.2.** If \( T \) represents \( \mathfrak{A} \) and \( S \) represents \( \mathfrak{B} \) then \( \mathfrak{A} \otimes D \cong \mathfrak{B} \otimes D \) if and only if \( T = tPSP^{-1} \) for some regular element \( t \in R \) and a regular linear transformation \( P \in \mathfrak{R}(V_F) \).

For if \( \mathfrak{A} \otimes D \cong \mathfrak{B} \otimes D \), then \( O(T) \) and \( O(S) \) are two representations of this algebra in \( \mathfrak{R}(V_F) \). Hence, \( P^{-1}O(S)P = O(T) \) for some regular linear transformation \( P \in \mathfrak{R}(V_F) \). Let \( S_1 = P^{-1}SP \), then Corollary 1.1 implies that \( O(S_1) = P^{-1}O(S)P = O(T) \).

A second application of Lemma 1.3 yields that \( T = P_1S_1 \), where \( P_1 \) is a regular linear transformation of \( V \), and \( Q^T = P_1Q^P_1 \). In particular for \( Q \in O(T) = O(S_1) \), we have \( Q = P_1QP_1^{-1} \) which means that \( P_1 \) belongs to the centralizer of \( O(T) \) in \( \mathfrak{R}(V) \). It follows, by Lemma 1.4*, that \( R \) is the centralizer of \( O(T) \). Hence, \( P_1 = t \in R \) and, therefore, \( T = tS_1 = tP^{-1}SP \).

Let \( V_0 \) be a fixed vector space over the field \( C \) such that \( V = R \otimes CV_0 \) and \( V_F = F \otimes CV_0 \). Let \( E \) be the injection of \( V_0 \) into \( V_F \), then \( E \) can be extended uniquely to a \( \phi \)-semi-linear transformation of \( V_F \) into \( V \) by setting: \( E(h \otimes v_0) = h^\phi v_0 \), for every \( h \in F \) and \( v_0 \in V_0 \). Then, clearly, \( O(E) \) is isomorphic with a complete matrix ring over \( C \). Thus, the last theorem yields:

**Corollary 1.3.** \( T \) represents a central simple algebra which is split by \( D \) if and only if \( T = tP^{-1}EP \), \( t \in R \), \( P \in \mathfrak{R}(V_F) \) are regular.

The theory of invariant submodules and homomorphic images of regular semi-linear transformations can be carried over to our case where \( R \) is a general commutative ring, by a slight change in the definition of invariant submodules; and this we intend to carry out now:

Let \( V_F \) be a regular \( F \)-subspace of \( V \). An \( R \)-subspace \( W \) of \( V \) is said to be a regular subspace of \( V \), if \( W \cap V_F \) is a regular \( F \)-subspace of \( W \). This is equivalent to saying that \( W \cap V_F \) contains an \( F \)-base \( v_1, \ldots, v_r \) such that \( W = Rv_1 \oplus \cdots \oplus Rv_r \). In other words: \( W \cong R \otimes_F(W \cap V_F) \).

Let \( T \) be a regular semi-linear transformation of \( V_F \) into \( V \). An \( R \)-subspace \( W \subseteq V \) is said to be a (\( T \)-) invariant subspace if \( W \) is a regular subspace of \( V \) in the preceding sense and \( T(W \cap V_F) \subseteq W \).

With this definition one can carry the proofs of the results of [1, Lemmas 1.4, 1.5 and 1.6] to the general case after noting the following fact:

**Lemma 1.7.** If \( W \) and \( U \) are regular subspaces of \( V \) then so are \( W \cup U \) and
If \( \pi \) is a homomorphism of \( V \) onto \( W \) such that the kernel of \( \pi \) is a regular subspace \( V_0 \) of \( V \) then \( \pi \) induces a lattice isomorphism between the regular subspaces of \( V \) containing \( V_0 \) and the regular subspaces of \( W \).

The proof of this lemma is very similar to the proof [1, Lemma 1.5] but one avoids that part of the proof in [1] which deals with the dimensions of the subspaces of \( R(6) \). This is carried out as follows: \( (W \cap U) \cap V_F \) is a subspace of \( V_F \) so let \( \{v_1, \ldots, v_r\} \) be an \( F \)-basis of this subspace. Complete this base to a base \( \{v_1, \ldots, v_r, v'_1, \ldots, v'_s\} \) of \( U \cap V_F \) and to a base \( \{v_1, \ldots, v_r, v''_1, \ldots, v''_t\} \) of \( W \cap V_F \). Since \( U \) and \( W \) are regular \( \{v_i, v'_i\} \) and \( \{v_i, v''_i\} \) are regular \( F \)-bases of \( U \) and \( W \), respectively. The set \( \{v, v', v''\} \) is \( F \)-independent; for if \( \sum h v + \sum h' v' + \sum h'' v'' = 0 \), \( h, h', h'' \in F \), then \( w = - \sum h'' v'' - \sum h' v' - \sum h v \in (W \cap V_F) \cap (U \cap V_F) = (W \cap U) \cap V_F \), but \( \{v_i\} \) is a basis of the latter; hence \( h'' = 0 \) and, consequently, \( h' = h = 0 \). Now, \( V_F \) is a regular \( F \)-subspace of \( V \), hence \( \{v, v', v''\} \) are also \( F \)-independent. Let \( w \in W \cap U \), then \( w = \sum r_i v_i + \sum r'_i v'_i \) and \( w = \sum s_i v_i + \sum r'_i v'_i \), so \( r, r', r'' \in R \), and, therefore, we have \( r_i = s_i \) and \( r'_i = r'' \). From this it follows readily that \( (W \cap U) \cap V_F \cap R = W \cap U \) which means that \( W \cap U \) is a regular subspace of \( V \). Furthermore, the set \( \{v, v', v''\} \) is an \( F \)-basis of \( W \cap U \) and, clearly, it is also an \( F \)-base of \( (W \cap V_F) \cap (U \cap V_F) \) which is contained in \( W \cap U \cap V_F \). Complete it to an \( F \)-base of \( V_F \) which is necessarily also a base of \( V \). If \( w \in (W \cap U) \cap V_F \), then it follows that \( w = \sum v + \sum v' + \sum v'' \), \( r, r', r'' \in R \) and it can also be expressed as a linear combination of \( \{v, v', v''\} \) and other \( R \)-independent elements with coefficients in \( F \). Hence, necessarily \( r, r', r'' \in F \). This means that \( W \cap U \) is also a regular subspace of \( V \). The rest of the lemma follows similarly.

With these results we can carry over all the rest of part I of [1]. In particular for later references we quote the following theorems which are equivalent to [1, Theorem 5.8] and [1, Theorem 5.6]:

**Theorem 1.3.** Let \( T \) represent a central simple algebra and let \( M : V \to W \) be a homomorphism of \( V \) onto \( W \) such that \( M T = S M \) for some regular semi-linear transformation \( S \) of \( W \), then \( O(T) \) and \( O(S) \) are similar algebras in the sense of Brauer.(6)

**Theorem 1.4.** If \( T \) represents a central simple algebra \( \mathcal{A} \) in \( V \) and \( S \) represents a central simple algebra \( \mathcal{B} \) in \( W \), then \( T \otimes S \) is a regular semi-linear transformation in \( V \otimes_F W \) and it represents \( \mathcal{A} \otimes \mathcal{B} \). Actually, we have \( O(T) \otimes O(S) = O(T \otimes S) \).

We recall that \( T \otimes S \) was defined by the relation \( (T \otimes S)(v \otimes w) = Tv \otimes Sw \) for \( v \in V_F, w \in W_F \).

\( (6) \) \( R = F \) in [1].

(6) Two central simple algebras \( \mathcal{A} \) and \( \mathcal{B} \) over \( C \) are said to be similar if \( \mathcal{A} \cong \mathcal{C}_n, \mathcal{B} \cong \mathcal{C}_m \) for some central simple algebra \( \mathcal{C} \).
2. Double modules and semi-linear transformations. In [1] we gave a characterisation for a semi-linear transformation to represent a central simple algebra. We follow here a different and more applicable approach. This approach utilises the notions of double modules and relatively cyclic double modules as introduced by Hochschild [5] and later developed for a more general case by Nakayama [12]. In the present paper we shall follow the method of Nakayama, and we recall the following notations and definitions of [12] with some slight changes.

Let \( S \) be a ring and let \( M \) be an \( S \)-bimodule; i.e., \( M \) is both a right and left \( S \)-module and \((s,m)s_2 = s_1(ms_2)\) for \( m \in M, s, s_1 \in S \). By a homomorphism of an \( S \)-bimodule \( N \) we shall mean a homomorphism of \( M \) onto an \( S \)-bimodule which preserves the operators of \( S \) both on the right and on the left.

By a relatively cyclic \( S \)-bimodule we mean a pair \((M, A)\) consisting of an \( S \)-bimodule \( M \) and an element \( A \in M \). A relatively cyclic bimodule \((M, A)\) is said to cover \((N, B)\), which is denoted by \((M, A) \geq (N, B)\), if there exists a homomorphism \( \phi: M \to N \) of \( M \) onto \( N \) such that \( \phi(A) = B \).

The sum and the product of two relatively cyclic \( S \)-bimodules \((M, A)\) and \((N, B)\) are defined as follows:

\[
(M, A) + (N, B) = (M \oplus N, A \oplus B),
\]

\[
(M, A)(N, B) = (M \otimes_S N, A \otimes B)
\]

where the product \( M \otimes S N \) is taken relatively to \( S \); i.e., \( m \otimes Pn = mP \otimes n \) for \( m \in M, n \in N \) and \( P \in S \).

A relatively cyclic bimodule \((M, A)\) is said to be regular if:

1. \( As = 0, s \in S \) implies \( s = 0 \)
2. The module \( SAS \) has a left \( S \)-base consisting of elements of the form \( s_iA, s_i \in S \).

That is, \( SAS = \sum s_iAS \), and the sum is direct.

The relatively cyclic bimodule \((M, A)\) is said to be closed if \((M, A) \geq (N, A)(M, A)\).

Let \( \xi \) denote the set of all \( \phi \)-semi-linear transformations of \( V_F \) into \( V \). We shall consider the set \( \xi \) as an \( \mathcal{R}(V_F) \)-bimodule with the multiplication by elements of \( \mathcal{R}(V_F) \) being defined in the usual way of product of transformations. That is: \((TP)v = T(Pv)\) and \((PT)v = P(Tv)\) for all \( v \in V_F \), and \( P \in \mathcal{R}(V_F) \). Clearly, \( PT, TP \in \xi \).

We note also that the fact that \( P \in \mathcal{R}(V_F) \) was used only in the definition of \( TP \), whereas \( PT \) may be defined for all \( P \in \mathcal{R}(V) \). Hence \( \xi \) is also a left \( \mathcal{R}(V) \)-module.

For the rest of this paper we shall denote by \( R \) the ring \( R = F \otimes_S F \). This ring contains two isomorphic images of \( F \); the first, is the set of all elements \( \{h \otimes 1; h \in F\} \) and the second is the set \( \{1 \otimes h; h \in F\} \). We identify, henceforth, the elements \( h \otimes 1 \) with \( F \), and thus \( F \) is assumed to be a subfield of \( R \). We shall put \( h^* = 1 \otimes h \). Clearly, \( \phi \) is an isomorphism of \( F \) into \( R \). Further-
more, \( h^* = h \) if and only if \( 1 \otimes h = h \otimes 1 = h \), which is equivalent to \( h \subseteq C \). In other words, \( C \) is the invariant field of \( \phi \). All semi-linear transformations considered henceforth will be \( \phi \)-semi-linear transformations.

The main object of the present section is to show:

**Theorem 2.1.** A regular semi-linear transformation \( T \in \mathcal{L} \) represents a central simple algebra if and only if the relatively cyclic bimodule \((\mathcal{L}, T)\) is closed.

We begin with some lemmas.

**Lemma 2.1.** Let \( \{h_i\} \) be a base of \( F \) over \( C \), then the set \( \{h_i^*\} \) is both a right and a left base of \( \mathcal{R}(V) \) over \( R(V_F) \).

This lemma is an immediate consequence of the following relation:

\[
\mathcal{R}(V) = \mathcal{R} \otimes_F \mathcal{R}(V_F) = (F \otimes_C F) \otimes_F \mathcal{R}(V_F) = F^* \otimes_C \mathcal{R}(V_F).
\]

**Lemma 2.2.** If \( T \) is a regular semi-linear transformation of \( V_F \) into \( V \) then \((\mathcal{L}, T)\) is a regular relatively cyclic \( \mathcal{R}(V_F) \)-bimodule.

For, let \( P \in \mathcal{R}(V_F) \) such that \( TP = 0 \), then \( TPv = 0 \) for all \( v \in V_F \). Since \( T \) is regular, it follows that \( P = 0 \), i.e., \( P = 0 \), which proves (2.1). To prove (2.2), we observe that Lemma 1.3 implies that any semi-linear transformation \( S \in \mathcal{L} \) has the form \( S = PT \) with \( P \in \mathcal{R}(V) \) uniquely determined. By the previous lemma, we have: \( P = \sum P_j h_j^* \), \( P_j \in \mathcal{R}(V_F) \). Hence, \( S = \sum P_j h_j^* T = \sum P_j T h_j \).

Furthermore, this representation is unique, since if \( \sum P_j T h_j = 0 \), then \( \sum P_j h_j^* T = 0 \); but \( T \) is regular, hence \( \sum P_j h_j^* = 0 \), which yields \( P_j = 0 \). This proves that \( \mathcal{L} = \mathcal{R}(V_F) T \mathcal{R}(V_F) = \mathcal{R}(V_F) TF \) and that \((\mathcal{L}, T)\) satisfies (2.2).

In particular, the preceding proof shows that

**Corollary 2.1.** If \( T \) is regular and the set \( \{h_i\} \) is a base of \( F \) over \( C \) then \( \{Th_i\} \) is a left base of \( \mathcal{L} \) over \( \mathcal{R}(V_F) \).

We are now in a position to prove Theorem 2.1. The proof follows very closely Nakayama's proof of [12, Proposition 10].

For any \( P \in \mathcal{R}(V_F) \), we have by the previous corollary that \( TP = \sum P_j T h_j \), \( P_j \in \mathcal{R}(V_F) \). We set: \( f_j(P) = P_j \). Thus, \( f_j \) is an additive endomorphism of \( \mathcal{R}(V_F) \) into itself.

Let \((\mathcal{L}, T)\) be closed, then there exists a homomorphism \( \rho: (\mathcal{L}, T) \rightarrow (\mathcal{L} \otimes \mathcal{L}, T \otimes T) \) such that \( \rho(T) = T \otimes T \). We recall that the Kronecker product \( \mathcal{L} \otimes \mathcal{L} \) is taken with respect to \( \mathcal{R}(V_F) \) so that \( S_1 P \otimes S_2 = S_1 \otimes PS_2 \) for \( S_1 \in \mathcal{L} \) and \( P \in \mathcal{R}(V_F) \).

Let \( P \in \mathcal{R}(V_F) \) then \( TP = \sum f_j(P) T h_j \) yields:

\[
\rho(TP) = \rho(T)P = (T \otimes T)P = T \otimes TP = T \otimes \sum f_j(P) T h_j = \sum T f_j(P) \otimes T h_j = \sum_{i,j} f_i(f_j(P)) T h_i \otimes T h_j.
\]
On the other hand:

\[ \rho(TP) = \rho(\sum f_j(P) Th_j) = \sum f_j(P) \rho(T)h_j. \]

(2.4)

\[ = \sum f_j(P) T \otimes Th_j = \sum f_j(P) f_i(1) Th_i \otimes Th_j. \]

Clearly, \( Th_i \otimes Th_j \) form a left base of \( \mathcal{L} \otimes \mathcal{L} \) over \( \mathcal{R}(V_F) \); hence it follows from (2.3) and (2.4) that

\[ f_i(f_j(P)) = f_j(P) f_i(1) \text{ for all } i, j. \]

From this we conclude that:

\[ T f_j(P) = \sum f_i(f_j(P)) Th_i = \sum f_j(P) f_i(1) Th_i = f_j(P) T. \]

Thus, we have: \( f_j(P) T = f_j(P) \), i.e., \( f_j(P) \in O(T) \).

Furthermore, for every \( P \in \mathcal{R}(V_F) \): \( TP = \sum f_j(P) Th_j = T \sum f_j(P) h_j \). Hence, the regularity of \( T \) implies that \( P = \sum f_j(P) h_j \). Note also that the set \( \{ h_i \} \) is also independent over \( O(T) \), for if \( \sum A_i h_i = 0 \), \( A_j \in O(T) \) then \( T \sum A_i h_i = 0 \). But \( \{ Th_i \} \) is a base over \( \mathcal{R}(V_F) \), hence \( A_j = 0 \).

From this it follows that \( O(T) F = O(T) \otimes_c F \) and that \( O(T) F = \mathcal{R}(V_F) \). This implies that \( O(T) \) is a central simple algebra of order \( n^2 \) over \( C \) which is split by \( F \); i.e., \( T \) represents the central simple algebra \( O(T) \).

Conversely, let \( T \) represent a central simple algebra \( \mathfrak{A} \) and we may assume that \( \mathfrak{A} = O(T) \subseteq \mathcal{R}(V) \). Since \( F \) belongs to the centralizer of \( \mathfrak{A} \) in \( \mathcal{R}(V) \) and \( F \) splits \( \mathfrak{A} \), it follows that \( \mathfrak{A} \otimes_c F = \mathcal{R}(V_F) \). Hence, \( \mathcal{R}(V) = \mathfrak{A} \otimes F = (\mathfrak{A} \otimes F) \otimes F^e = \mathcal{R}(V_F) \otimes F^e \). This yields readily that \( \mathcal{R}(V) \cong \mathcal{R}(V_F) \otimes_a \mathcal{R}(V_F) \), since \( \mathcal{R}(V_F) \cong \mathcal{R}(V_F^e) = \mathfrak{A} \otimes F^e \) and, therefore, \( \mathcal{R}(V_F) \otimes_a \mathcal{R}(V_F^e) \cong \mathcal{R}(V_F) \otimes F^e = \mathcal{R}(V) \).

We also have: \( (\mathfrak{L}, T) = (\mathcal{R}(V_F) TF, T) \) and this bimodule is isomorphic with \( \mathcal{R}(V_F) \otimes_a \mathcal{R}(V_F) \) by the correspondence generated by mapping: \( T \rightarrow 1 \otimes 1 \). Since \( \mathfrak{A} = O(T) \) is the set of all elements which commute with \( T \), it follows that \( \mathfrak{L} = \mathcal{R}(V_F) T (\mathfrak{L} \otimes F) = \mathcal{R}(V_F) T \mathcal{R}(V_F) \). Clearly, this isomorphism is an \( \mathcal{R}(V_F) - \mathcal{R}(V_F) \) isomorphism. Hence, the relatively cyclic bimodules \( (\mathfrak{L}, T) \) and \( (\mathcal{R}(V_F) \otimes_a \mathcal{R}(V_F), 1 \otimes 1) \) are isomorphic. The latter is known to be closed (e.g., by \([12, Proposition \ 9]\) and \([12, \ Main \ Theorem]\)); hence \( (\mathfrak{L}, T) \) is also closed.

3. Closure of \( (\mathfrak{L}, T) \). We recall that \( (\mathfrak{L}, T) \) is closed if there exists an \( \mathcal{R}(V_F) - \mathcal{R}(V_F) \) homomorphism of \( (\mathfrak{L}, T) \) into \( (\mathfrak{L} \otimes \mathfrak{L}, T \otimes T) \) which maps \( T \) onto \( T \otimes T \). In the present section we provide a necessary and sufficient condition for the closure of \( (\mathfrak{L}, T) \).

To this end we consider the triple product \( F^e = F \otimes_c F \otimes_c F \). As in the preceding section we assume that \( F \subseteq F^2 \subseteq F^3 \) by identifying \( F \) with \( F \otimes 1 = \{ h \otimes 1, h \in F \} \) and by identifying the set \( F^2 \) with \( F^2 \otimes 1 \). We shall deal with the following isomorphisms:
\[
\phi : F \to 1 \otimes F ; \quad h^\phi = 1 \otimes h \text{ for every } h \in F ,
\]
\[
\psi : F \to 1 \otimes 1 \otimes F ; \quad h^\psi = 1 \otimes 1 \otimes h \text{ for } h \in F
\]
and the isomorphisms:
\[
\alpha : F \otimes F \to 1 \otimes F \otimes F \text{ defined by the } (h \otimes k)^\alpha = 1 \otimes h \otimes k = h^\phi k^\phi ,
\]
\[
\beta : F \otimes F \to F \otimes 1 \otimes F \text{ defined by } (h \otimes k)^\beta = h \otimes 1 \otimes k = hk^\psi .
\]
Note that \( \alpha \phi = \beta \phi = \psi \) and that the restriction of \( \alpha \) to \( F \) is \( \phi \).

Let \( V_0 \) be a vector space of dimension \( n \) over the field \( C \). We shall need the following spaces and modules:

(i) \( V_F = F \otimes_C V_0 \),

(ii) \( V_{F^2} = F^2 \otimes_C V_0 = F^2 \otimes_P V_F = F^\phi \otimes_C V_F \),

(iii) \( V_{F^3} = F^3 \otimes_C V_0 = F^3 \otimes_P V_F = F^3 \otimes_P^2 V_{F^2} \).

For \( v \in V_0 \) and \( r \in F^3 \) we shall set \( rv = r \otimes v \). Similarly we put \( h \otimes k \otimes l \otimes v = hk^\phi l^\psi v \) for \( h, k, l \in F \).

Each of the relations of (3.3) yield the following relations between the respective rings of endomorphisms:

(i) \( \mathcal{R}(V_F) = F \otimes_C \mathcal{R}(V_0) \),

(ii) \( \mathcal{R}(V_{F^2}) = F^2 \otimes_C \mathcal{R}(V_0) = F^2 \otimes_P \mathcal{R}(V_F) \),

(iii) \( \mathcal{R}(V_{F^3}) = F^3 \otimes_C \mathcal{R}(V_0) = F^3 \otimes_P \mathcal{R}(V_F) = F^3 \otimes_P^2 \mathcal{R}(V_{F^2}) \).

Since \( F^2 = F F^\phi \) and \( F^3 = F F^\phi F^\psi = F^2 F^\psi \) it follows by (3.4 ii) and (3.4 iii) that

(i) \( \mathcal{R}(V_{F^2}) = F^\phi \otimes_C \mathcal{R}(V_F) \),

(ii) \( \mathcal{R}(V_{F^3}) = F^\phi F^\psi \otimes_C \mathcal{R}(V_F) = F^\phi \otimes_C \mathcal{R}(V_{F^2}) \).

With each of the isomorphisms of (3.1) and (3.2) we associate the following four bimodules of semi-linear transformations:

\( \mathcal{L}_\phi \): the \( \mathcal{R}(V_F) \) bimodule of all \( \phi \)-semi-linear transformations of \( V_F \) into \( V_{F^2} \).

\( \mathcal{L}_\psi \): the \( \mathcal{R}(V_F) \) bimodule of all \( \psi \)-semi-linear transformations of \( V_F \) into \( V_{F^3} \).

\( \mathcal{L}_\alpha \): the \( \mathcal{R}(V_{F^2}) \) bimodule of all \( \alpha \)-semi-linear transformations of \( V_{F^2} \) into \( V_{F^3} \).

\( \mathcal{L}_\beta \): the \( \mathcal{R}(V_{F^3}) \) bimodule of all \( \beta \)-semi-linear transformations of \( V_{F^3} \) into \( V_{F^3} \).

Each of the bimodules \( \mathcal{L}_\gamma, \gamma = \phi, \psi, \alpha, \beta \) contains a regular \( \gamma \)-semi-linear transformation \( E_\gamma \) which is the unique extension of the injection of \( V_0 \) into the respective space \( V_{F^i} \). Namely, if \( v_1, \ldots, v_n \) is a \( C \)-base of \( V_0 \) then

\[
E_\gamma \left( \sum r_i v_i \right) = \sum r_i^\gamma v_i .
\]
For further reference we observe that any $\gamma$-semi-linear transformation is uniquely determined by its effect on $V_0$.

**Lemma 3.1.** Let $T$ be a regular $\gamma$-semi-linear transformation and \( \{h_i\} \) be a $C$-base of $F$, then

1. for $\gamma = \phi$, the set \( \{Th_i\} \) is a left $\mathcal{R}(V_F)$-base of $\mathcal{L}_\phi$;
2. for $\gamma = \psi$, the set \( \{h_i^*Th_j\} \) is a left $\mathcal{R}(V_F)$-base of $\mathcal{L}_\psi$;
3. for $\gamma = \alpha$, the set \( \{Th_i^*h_j^*\} \) is a left $\mathcal{R}(V_F)$-base of $\mathcal{L}_\alpha$.

**Proof.** It follows by Lemma 1.3 that $\mathcal{L}_\phi = \mathcal{R}(V_F)^T = [\mathcal{R}(V_F) \otimes_C F^\phi]^T = \mathcal{R}(V_F)P$ from which one readily derives (1). Similarly (2) and (3) follows from the following relations:

\[
\begin{align*}
\mathcal{L}_\phi &= \mathcal{R}(V_F)^T = [\mathcal{R}(V_F) \otimes_C F^\phi]^T = \mathcal{R}(V_F) \otimes_C F^\phi T_F. \\
\mathcal{L}_\psi &= \mathcal{R}(V_F^2)^T = [\mathcal{R}(V_F) \otimes_C (F^2)^\alpha]^T = \mathcal{R}(V_F) \otimes_T F^2 = \mathcal{R}(V_F)T_F^2.
\end{align*}
\]

We shall need also the following simple properties of the transformations $E_\gamma$:

(i) $E_\phi E_\phi = E_\phi$.
(ii) $\mathcal{R}(V_0) \subseteq O(E_\gamma)$ for $\gamma = \phi, \alpha$; i.e., $PE_\gamma = E_\gamma P$ for $P \in \mathcal{R}(V_0)$.
(iii) $\mathcal{R}(V_F) \subseteq O(E_\gamma)$ for $\gamma = \psi, \beta$.

Let $S \in \mathcal{L}_\phi$, then the mapping $S^\alpha = \alpha \otimes S: V_F^2 \rightarrow V_F^3$ defined by

\[
S^\alpha(r \otimes v) = (\alpha \otimes S)(r \otimes v) = r^\alpha S v, \quad r \in F^2 \text{ and } v \in V_F
\]

is a well defined $\alpha$-semi-linear transformation of $V_F^2$ into $V_F^3$. Actually, $S$ is uniquely determined by the property that its restriction to $V_F$ is $S$. Indeed, if there exists a unique $\alpha$-semi-linear transformation $S'$ which has the same effect on $V_0$ as $S$, then since the restriction of $\alpha$ to $F$ is $\phi$, it follows immediately that $S'$ and $S$ have also the same effect on $V_F$; hence, clearly $S'$ is the $\alpha$-semi-linear transformation $S^\alpha$ which satisfies (3.8).

It follows readily from the last property of $S$ that:

**Lemma 3.2.** The mapping $S \mapsto S^\alpha$ is an $\mathcal{R}(V_F) \rightarrow \mathcal{R}(V_F)$ isomorphism of $\mathcal{L}_\phi$ into $\mathcal{L}_\alpha$.

Consider now the product $\mathcal{L}_\phi \otimes_R \mathcal{L}_\phi$. We show:

**Lemma 3.3.** The mapping $\rho: S \otimes T \rightarrow S^\alpha T$, $S, T \in \mathcal{L}_\phi$ determines an $R(V_F)$ $- R(V_F)$ isomorphism of $\mathcal{L}_\phi$ onto $\mathcal{L}_\phi$.

**Proof.** Since $T: V_F \rightarrow V_F^2$ and $S: V_F^2 \rightarrow V_F^3$, it follows that $S^\alpha T$ is a well defined homomorphism of $V_F$ into $V_F^3$. Furthermore, $S^\alpha T \in \mathcal{L}_\phi$, since

\[
S^\alpha T v = S^\alpha h^\phi T v = h^\phi S^\alpha T v = h^\phi S^\alpha T v \text{ for } h \in F \text{ and } v \in V_F.
\]

The mapping $\rho$ is defined as $\rho(\sum S_i \otimes T_i) = \sum S_i^\alpha T_i$, and to prove that $\rho$
is a well defined additive homomorphism of $\mathfrak{R}_\phi \otimes \mathfrak{R}_\psi$ into $\mathfrak{R}_\psi$, it suffices to show that if a relation $\sum S_i \otimes T_i = 0$ holds in $\mathfrak{R}_\phi \otimes \mathfrak{R}_\phi$ then the $\rho$-image of this element in $\mathfrak{R}_\psi$ is also zero. Indeed, let $\sum S_i \otimes T_i = 0$, then it follows, by Lemma 3.1, that $T_i = \sum_k P_{ik} E_{\phi} h_k$, $P_{ik} \in \mathcal{R}(V_F)$ and where $\{h_k\}$ is a base of $F$ over $C$ and $E_\phi$ is the $\phi$-semi-linear transformation defined in (3.6). Thus:

$$(3.9) \quad \sum_i S_i \otimes T_i = \sum_i S_i \otimes P_{ik} E_{\phi} h_k = \sum_k \left( \sum_i S_i P_{ik} \right) \otimes E_{\phi} h_k = 0$$

since the tensor product is taken with respect to $\mathfrak{R}(V_F)$. Again, by Lemma 3.1 it follows that $\{E_{\phi} h_k\}$ is an $\mathfrak{R}(V_F)$-base of $\mathfrak{R}_\phi$; hence, it follows by (3.9) that $\sum_i S_i P_{ik} = 0$ for all $k$.

Consequently it follows by Lemma 3.2 that:

$$\rho\left( \sum_i S_i \otimes T_i \right) = \sum_i S_i^\alpha T_i = \sum_i S_i^\alpha P_{ik} E_{\psi} h_k = \sum_k \left( \sum_i S_i P_{ik} \right)^\alpha E_{\psi} h_k = 0$$

which proves that $\rho\left( \sum_i S_i \otimes T_i \right) = 0$ if $\sum S_i \otimes T_i = 0$.

The map $\rho$ preserves also right and left multiplications by elements of $\mathfrak{R}(V_F)$. Indeed, for $P \in \mathfrak{R}(V_F)$, $S$ and $T \in \mathfrak{R}_\phi$, we have:

$$\rho[(S \otimes T)P] = \rho(S \otimes TP) = S^\alpha (TP) = [\rho(S \otimes T)]P,$$

$$\rho[P(S \otimes T)] = \rho(PS \otimes T) = (PS)^\alpha T = P[S^\alpha T] = P[\rho(S \otimes T)].$$

To prove that $\rho$ is an isomorphism, it suffices to show that $\rho$ induces a one-to-one correspondence between a left $\mathfrak{R}(V_F)$-base of $\mathfrak{R}_\phi \otimes \mathfrak{R}_\phi$ and a left $\mathfrak{R}(V_F)$-base of $\mathfrak{R}_\psi$.

From Lemma 3.1 we know that $\{E_{\phi} h_i\}$ is a left $\mathfrak{R}(V_F)$-base of $\mathfrak{R}_\phi$; hence, since $\mathfrak{R}(V_F)$ is a finite dimensional simple ring, it follows that the set $\{E_{\phi} h_i \otimes E_{\phi} h_j\}$ is a left $\mathfrak{R}(V_F)$-base of $\mathfrak{R}_\phi \otimes \mathfrak{R}_\phi$.

For every $v \in V_0$, $E_{\phi}^* E_{\phi} v = E_{\psi} v = v$ which implies that both $E_{\phi}^* E_{\phi}$ and $E_{\psi}$ have the same effect on $V_0$. Hence, $E_{\psi} = E_{\phi}^* E_{\phi}$. It follows now that:

$$\rho(E_{\phi} h_i \otimes E_{\phi} h_j) = (E_{\phi} h_i)^\alpha (E_{\phi} h_j) = h_i^* E_{\phi}^* h_j = E_{\psi} h_j,$$

and from Lemma 3.2 it follows that the set $\{h_i^* E_{\psi} h_j\}$ is a left $\mathfrak{R}(V_F)$-base of $\mathfrak{R}_\psi$. This completes the proof of the lemma.

We turn now to a different method of turning $\phi$-semi-linear transformations into $\psi$-semi-linear transformations:

**Lemma 3.4.** If $T \in \mathfrak{R}_\phi$ then $T^\theta = E_{\beta} T$ is a $\psi$-semi-linear transformation of $V_F$ into $V_F^3$; and the mapping $\sigma: T \rightarrow T^\theta$ is an $\mathfrak{R}(V_F) \rightarrow \mathfrak{R}(V_F)$ isomorphism of $\mathfrak{R}_\phi$ into $\mathfrak{R}_\psi$.

**Proof.** Since $T: V_F \rightarrow V_F^3$ and $E_{\beta}: V_F^3 \rightarrow V_F^3$ it follows that $E_{\beta} T$ is a well defined homomorphism of $V_F$ into $V_F^3$. Moreover, for $h \in F$ and $v \in V_F$ we have
\[ T^\phi(hv) = E_\phi T(hv) = E_\phi h^\phi T_v = h^\phi E_\phi T_v = h^\phi T^\phi_v \]

since \( \phi = \beta \psi \). This proves that \( T \in \mathcal{O}_\psi \).

Clearly, \( (T+S)^\phi = T^\phi + S^\phi \) and \( (TP)^\phi = T^\phi P \) for \( P \in \mathcal{R}(V_F) \). To prove that \( (PT)^\phi = P T^\phi \) we apply (3.7 iii) and we obtain that \( (PT)^\phi = E_\phi P T = P E_\phi T = P T^\phi \).

One readily verifies by the regularity of \( E_\phi \) that \( T^\phi = 0 \) if and only if \( T = 0 \), and the proof of the lemma is completed.

We are now in position to give a criterion for the closure of the relatively cyclic bimodule \( (\mathcal{O}, T) \).

The main result of the present section is the following:

**Theorem 3.1.** Let \( T \) be a \( \phi \)-regular semi-linear transformation of \( V_F \) into \( V_F^2 \), then \( (L_\phi, T) \) is closed if and only if \( T \) satisfies the condition:

\[
(3.10) \quad T^\alpha T = t T^\phi \quad \text{for some regular element } t \in F^3.
\]

**Proof.** \( T \) is closed if and only if there exists an \( \mathcal{R}(V_F) - \mathcal{R}(V_F) \) homomorphism \( \delta: (\mathcal{O}_\phi, T) \to (\mathcal{O}_\phi \otimes \mathcal{O}_\phi, T \otimes T) \), \( \delta(T) = T \otimes T \). Now, Lemma 3.4 yields an \( \mathcal{R}(V_F) - \mathcal{R}(V_F) \) isomorphism \( \sigma \) of \( \mathcal{O}_\phi \) into \( \mathcal{O}_\phi \). Put \( \sigma(\mathcal{O}_\phi) = \mathcal{O}_\phi^\phi = \{ T^\phi; \ T \in \mathcal{O}_\phi \} \subseteq \mathcal{O}_\phi \). In Lemma 3.3 we have another \( \mathcal{R}(V_F) - \mathcal{R}(V_F) \) isomorphism \( \rho: (\mathcal{O}_\phi \otimes \mathcal{O}_\phi, T \otimes T) \to (\mathcal{O}_\phi, T^\alpha T) \). Thus, the problem of the closure of \( (\mathcal{O}_\phi, T) \) reduces to the problem of determining an \( \mathcal{R}(V_F) - \mathcal{R}(V_F) \) homomorphism \( \tau: (\mathcal{O}_\phi^\phi, T^\phi) \to (\mathcal{O}_\phi, T^\alpha T) \) such that \( \tau(T^\phi) = T^\alpha T \).

Our theorem will follow by showing that the \( \mathcal{R}(V_F) - \mathcal{R}(V_F) \) homomorphisms of \( \mathcal{O}_\phi^\phi \) into \( \mathcal{O}_\phi \) are left multiplications by elements \( t \in F^3 \).

Indeed, let \( \tau: \mathcal{O}_\phi^\phi \to \mathcal{O}_\phi \) be an \( \mathcal{R}(V_F) - \mathcal{R}(V_F) \) homomorphism. Let \( \{ v_i \} \) be the fixed base of \( V_0 \). Consider the linear transformations \( E_{ik} \in \mathcal{R}(V_F^3) \) defined by: \( E_{ik} v_j = v_i \delta_{kj} \) where \( \delta_{kj} \) is the Kronecker delta. One readily verifies, by standard methods, that the linear transformations of \( V_F^3 \) which commute with all \( E_{ik} \) are the elements \( t \in F^3 \), i.e., the linear transformations: \( v \rightarrow tv \), \( v \in V \). Note also that \( E_{ik} \in \mathcal{R}(V_0) \), hence \( E_{ik} E_\gamma = E_\gamma E_{ik} \) for \( \gamma = \phi, \psi, \alpha \) and \( \beta \).

First we observe that \( \sigma(E_\phi) = E_\beta E_\phi = E_\psi \), since both are \( \psi \)-semi-linear transformations with the same effect on \( V_0 \). From Lemma 1.3 it follows that \( \mathcal{O}_\phi = \mathcal{R}(V_F^3) E_\phi \); hence, since \( \tau(E_\phi) \subseteq \mathcal{O}_\phi \), we have: \( \tau(E_\phi) = PE_\phi \), where \( P \in \mathcal{R}(V_F^3) \). Now \( \tau \) is an \( \mathcal{R}(V_F) - \mathcal{R}(V_F) \) homomorphism; hence:

\[
\tau(E_\phi E_{ik}) = \tau(E_\phi) E_{ik} = PE_\phi E_{ik} = PE_{ik} E_\phi.
\]

On the other hand,

\[
\tau(E_{ik} E_\phi) = E_{ik} \tau(E_\phi) = E_{ik} PE_\phi.
\]

Thus, the relation \( E_{ik} E_\phi = E_\psi E_{ik} \) yields \( (E_{ik} P - PE_{ik}) E_\phi = 0 \). Since \( E_\phi \) is a regular \( \psi \)-linear transformation, it follows that \( E_{ik} P = PE_{ik} \) for all \( i, k \). Hence, \( P = t \in F^3 \).

The general \( \psi \)-semi-linear transformation \( S^\phi \in \mathcal{O}_\phi^\phi \) has, in view of Lemma
3.1, the form $S^\theta = \sum P_i E_\phi h_i \equiv \sum P_i E_\phi^0 h_i = \sum P_i E_\phi h_i$, where $P_i \in \mathfrak{R}(V_\alpha)$ and \{hi\} is a base of F over C. Hence,

$$\tau(S) = \sum P_i \tau(E_\phi) h_i = \sum P_i E_\phi h_i = t \sum P_i E_\phi h_i = tS.$$  

This shows that $\tau$ is obtained by multiplying the elements of $\mathfrak{L}_\phi$ on the left by an element $t \in F^3$.

The converse, namely that the mapping $S^\theta \rightarrow tS^\theta$, for some fixed $t \in F^3$, is an $\mathfrak{R}(V_\alpha) - \mathfrak{R}(V_\alpha)$ homomorphism of $\mathfrak{L}_\phi$ into $\mathfrak{L}_\psi$ is readily verified.

From the result obtained so far, we see that $(\mathfrak{L}_\phi, T)$ is closed if and only if $\tau(T^\theta) = T^\alpha T$ for some homomorphism $\tau: \mathfrak{L}_\phi \rightarrow \mathfrak{L}_\psi$—and this has been shown to be equivalent to the fact that $T^\alpha T = tT^\theta$ for some $t \in F^3$; i.e., condition (3.10).

It remains only to show that $t$ is necessarily a regular element in $F^3$. Indeed, it is not difficult to show that the regularity of $T$ implies that $T^\alpha T$ is also a regular $\psi$-semi-linear transformation, and so is $T^\theta$. It follows now immediately by Lemma 1.3 that $t$ is a regular linear transformation in $\mathfrak{R}(V)$, which is equivalent to the fact that $t$ is regular in $F^3$.

We wish to replace condition (3.10) by a more applicable condition on linear transformation. To this end we observe that (3.4) imply that the isomorphisms $\phi, \alpha$ and $\beta$ can be extended uniquely to isomorphism of $\mathfrak{R}(V_\alpha)$ and $\mathfrak{R}(V_\beta)$, respectively, which will leave the elements of $\mathfrak{R}(V_0)$ invariant. We shall use the same notations $\phi, \alpha$ and $\beta$ for the extended isomorphisms. More precisely, if \{hi\} is a $C$-base of $F$ then every $P \in \mathfrak{R}(V_\alpha)$ can be written uniquely (in view of (3.4i)) in the form $P = \sum h_i P^0_i$, $P^0_i \in \mathfrak{R}(V_0)$, then

\begin{align*}
(i) & \quad P^\phi = \sum h_i^\phi P^0_i, \\
(ii) & \quad P^\alpha = \sum h_i^\alpha h_j^\beta P^0_{ij}, \\
(iii) & \quad P^\beta = \sum h_i^\beta P^0_{ij}.
\end{align*}

Our new criterion for the closure of $(\mathfrak{L}_\phi, T)$ is the following:

**Theorem 3.2.** Let $P$ be a regular linear transformation of $V_{12}$, then the $\phi$-semi-linear transformation $T = PE_\phi$ represents a simple algebra if and only if $P$ satisfies the condition;

\begin{equation}
PP^\alpha = tP^\beta \text{ for some regular } t \in F^3.
\tag{3.12}
\end{equation}

**Proof.** It follows readily by (3.7 ii) and (3.11) that $E_\gamma P = P E_\gamma$ for $\gamma = \phi, \alpha, \beta$. Hence:

$$T^\alpha T = (PE_\phi)^\alpha PE_\phi = PE_\phi^\alpha PE_\phi = PP^\alpha E_\phi E_\phi = PP^\alpha E_\phi.$$
On the other hand, it follows by (3.4) that

\[ T^a = E_{\phi}(P E_{\phi}) = P^a E_{\phi} = P^a E_{\phi}. \]

Since one readily verifies that \( E_{\phi}^a = E_{\alpha} \), as two \( \alpha \)-semi-linear transformations with the same effect on \( V_0 \), and the same reason yields that \( E_{\phi}^a E_{\phi} = E_{\phi} E_{\phi} = E_{\phi} \). The regularity of \( E_{\phi} \) implies now immediately that (3.9) and the condition of our theorem are equivalent.

For further applications we need also a condition for a linear transformation \( P \) satisfying (3.12) to represent the complete matrix ring \( C_n \).

**Theorem 3.3.** For a regular linear transformation \( P \in \mathcal{R}(V_F) \), the \( \phi \)-semi-linear transformation \( P E_{\phi} \) represents the matrix ring, if and only if:

\[ (3.13) \quad P = r Q^{-1} Q^\phi \text{ for some regular } r \in F^2 \text{ and } Q \in \mathcal{R}(V_F). \]

**Proof.** One readily verifies that \( O(E_{\phi}) \cong C_n \); i.e., \( E_{\phi} \) represents \( C_n \). If \( P E_{\phi} \) represents \( C_n \) then \( O(E_{\phi}) \cong O(P E_{\phi}) \cong C_n \); hence, Corollary 1.2 yields that \( P E_{\phi} = r Q^{-1} E_{\phi} Q = r Q^{-1} Q^\phi E_{\phi} \), which is equivalent to \( P = r Q^{-1} Q^\phi \). The converse follows by the same corollary.

More generally, Corollary 1.2 yields in a similar way:

**Theorem 3.4.** Two \( \phi \)-semi-linear transformations \( P_1 E_{\phi} \) and \( P_2 E_{\phi} \) represent isomorphic algebras, if and only if:

\[ (3.14) \quad P_1 = r Q^{-1} P_2 Q^\phi \text{ for some regular } r \in F^2, Q \in \mathcal{R}(V_F). \]

**4. The space** \( F \otimes K \). Let \( K \) be an algebraic extension of \( C \) of degree \( n \). We consider \( K \) as a \( C \)-vector space of dimension \( n \) and we apply the result of the preceding section with the space \( V_0 = K \). Since \( K \) is a ring, the spaces \( K_F = F \otimes K, K_F^2 = F^2 \otimes K \) and \( K_F^3 = F^3 \otimes K \) are also associative rings(?) and we shall use this additional property to obtain a special form of the linear transformations \( P \) which satisfy (3.12). The multiplication in the ring \( K_F \) will then be used to obtain a representation of the Brauer group of algebras which are split both by \( F \) and \( K \). The context of the present section follows closely the result obtained in \([2, \S 3]\), which covers a special case of the results obtained here.

We shall identify the element \( 1 \otimes k, k \in K \), with the element \( k \) and we shall write \( r k = r \otimes k \) for \( r \in F^2 \) and \( k \in K \).

For a fixed \( a \in K_F \) the mapping: \( m \rightarrow am, m \in K_F \), where the multiplication \( am \) is the multiplication of two elements in the ring \( K_F \), determines a linear transformation of the space \( K_F \). In particular, multiplications by elements of the field \( K \) is a field isomorphic with \( K \). We shall denote this field by \( K^m \).

Let \( \mathcal{A} \) be a central simple algebra of order \( n^2 \) over \( C \) which is split by \( F \) and which contains the field \( K \) as a maximal commutative field. Since

(?) All tensor products which will be used henceforth will be relative to \( C \) unless stated otherwise.
(K_F; F) = n, it follows by Theorem 1.1 that \( \mathfrak{A} \) can be represented by a \( \phi \)-semi-linear transformation \( T \) of \( K_F \) into \( K_{F^2} \), i.e., \( \mathfrak{A} = O(T) \). Hence, \( O(T) \) contains a field \( K_0 \) isomorphic with \( K \). Thus, \( K_0 \) and the field \( K^m \), which was defined above, are two isomorphic subfields of \( \mathcal{R}(K_F) \). This isomorphism can be extended to an inner isomorphism of \( \mathcal{R}(K_F) \). That is: \( K^m = P^{-1}K_0P \) for some regular \( P \in \mathcal{R}(K_F) \). By considering the \( \phi \)-semi-linear transformation \( T_0 = P^{-1}TP \), we obtain \( O(T_0) = P^{-1}O(T)P \). Hence \( O(T_0) \supseteq P^{-1}K_0P = K^m \). We shall, henceforth, identify the field \( K^m \) with \( K \).

In view of this result, whenever we shall deal, henceforth, with a central simple algebra \( \mathfrak{A} \) of order \( n^2 \) over \( C \) containing a field isomorphic with \( K \), we may assume that \( \mathfrak{A} \) is a ring of linear transformations of \( K_F \) represented by a \( \phi \)-semi-linear transformation \( T \), and that \( \mathfrak{A} \) contains the field \( K \).

Since the elements of the rings \( K, K_F, K_{F^2} \) appear in the proofs of the present section both as vectors of a space and as linear transformations on the same space, we shall write \( T(k) \) or \( P(k) \) (instead of \( Tk, Pk \)) to mean the image of the vector \( k \) under the transformation \( T \) or \( P \); and we shall leave the notations \( Tk, Pk \) for the product of the linear transformation \( T \) and \( k \), or \( P \) and \( k \).

**Lemma 4.1.** Let \( T \) be a \( \phi \)-semi-linear transformation of \( K_F \) into \( K_{F^2} \). If \( O(T) \supseteq K \), then \( T \) is uniquely determined by the element \( T(1) = T(1 \otimes 1) \subseteq K_F \). Furthermore, \( T \) is regular if and only if \( T(1) \) is a regular element of \( K_F \).

**Proof.** Since \( k \in K \subseteq O(T) \), it follows that \( kT = Tk \). Now \( T(k) = T(k \cdot 1) = Tk(1) = kT(1) \). Now, \( E_\phi \) was a \( \phi \)-semi-linear transformation defined so that \( E_\phi(k) = k \) for all \( k \in V_0 = K \); hence, both \( T(1)E_\phi \) and \( T \) are \( \phi \)-semi-linear transformations with the same effect on \( K \). Consequently, \( T = T(1)E_\phi \).

In view of the last lemma, we associate the element \( a = T(1) \subseteq K_{F^2} \) to any central simple algebra \( \mathfrak{A} \) represented in \( K_F \) by a semi-linear transformation \( T \). Thus, we can restate Theorems 3.2, 3.3 and 3.4 in the following way:

**Theorem 4.1.** The correspondence \( \mathfrak{A} \rightarrow a \) satisfies the following conditions:

(1) \( a \in F^2 \otimes K = K_{F^2} \) represents an algebra \( A \), if and only if \( a \) satisfies:

\[
(4.1) \quad aa^* = ta^* \quad \text{for some regular element} \quad t \in F^3.
\]

(2) The elements \( a, b \) represent isomorphic algebras, if and only if one of them satisfies (4.1) and:

\[
(4.2) \quad a = rq^{-1}q^*b \quad \text{for some regular elements} \quad q \in F \otimes K, \ r \in F^2.
\]

(3) The element \( a \) represents the matrix ring \( C_n \), if and only if:

\[
(4.3) \quad a = rq^{-1}q^*, \ q \in F \otimes K \quad \text{and} \quad r \in F^2.
\]

**Remark 4.1.** For further applications, we obtain by (3.1) the following explicit forms of the isomorphisms \( \phi, \alpha, \beta \) of \( K_F \) and \( K_{F^2} \): The isomorphism \( \phi \) is determined by the relation \( (h \otimes k)^* = 1 \otimes h \otimes k = h^*k, \ h \in F \) and \( k \in K \). Sim-
ilarly $\alpha$ and $\beta$ are determined by the conditions $(h_1 \otimes h_2 \otimes k)^{\alpha} = 1 \otimes h_1 \otimes h_2 \otimes k = h_1^\alpha h_2^\alpha k$ and $(h_1 \otimes h_2 \otimes k)^{\beta} = h_1 \otimes 1 \otimes h_2 \otimes k = h_1 h_2^\beta k$.

Clearly, (4.1) is equivalent to (3.12). To prove that (4.2) is equivalent to (3.14), one has to show that if $T = aE_\phi$ and $S = bE_\phi$ satisfy the relation $T = rQ^{-1}SQ$, $r \in F^2$, $Q \in \mathcal{R}(K_F)$ of Corollary 1.2—then $Q$ can be taken to be an element $q \in K_F$; i.e., the linear transformation $Q$ of $K_F$ is multiplication by an element $q$ of $K_F$.

Indeed, since $T = rQ^{-1}SQ$, it follows by Corollary 1.1 that $O(T) = Q^{-1}O(S)Q$. Both $O(T)$ and $O(S)$ contain $K$; hence, $O(T)$ contains $K$ and the field $Q^{-1}KQ$. The isomorphism between $K$ and $Q^{-1}KQ$ can be extended to an inner automorphism in $O(T)$, since $O(T)$ is a central simple algebra of finite dimension. Thus $Q^{-1}kQ = P^{-1}kP$ for some $P \in O(T)$. Consequently, $(QP^{-1})k = k(QP^{-1})$ for all $k \in K_F$. But $K$ is a maximal field in $\mathcal{R}(K_F)$, hence it is its own centralizer in $\mathcal{R}(K_F)$. Consequently, the last relation yields that $QP^{-1} = q$ for some $q \in K_F$. Hence, $QTQ^{-1} = q(PPT^{-1})q^{-1} = QTq^{-1}$, since $P \in O(T)$. This yields $T = rQ^{-1}SQ = rq^{-1}Sq$, which proves our assertion.

We follow now the proofs of [2, Theorem 3.1] and [2, Theorem 3.2], and we obtain the following representation of the Brauer group of algebras which are split both by $F$ and $K$.

We recall that two central simple algebras $\mathcal{A}$ and $\mathcal{B}$ over $C$ of finite dimension are said to be similar (denoted by $\mathcal{A} \sim \mathcal{B}$) if $\mathcal{A}_m \cong \mathcal{B}_r$ for some integers $m$, $r$, where $\mathcal{A}_m$ denotes the complete matrix ring of order $m^2$ over $\mathcal{A}$ and $\mathcal{B}_r$ has a similar meaning. The set of all central simple algebras of finite dimension form a group with respect to the relation of similarity and the Kronecker product $\otimes$. The subset of all central algebras which are split both by $K$ and $F$ form a subgroup, which we shall denote by $\mathcal{B}(K, F)$. The group of all algebras split by $F$, i.e. the Brauer group of algebras, will be denoted by $\mathcal{B}(F)$.

Now the set $Z$ of all regular elements of $F^2 \otimes K$ which satisfy (4.1) is readily seen to form a multiplicative subgroup of the group of all regular elements of $F^2$. The set $\mathcal{B}$ of all elements of $F^2 \otimes K$ satisfying (4.3) is, clearly, a subgroup of $Z$. The main result of the present section is:

**Theorem 4.2.** The Brauer group $\mathcal{B}(K, F)$ is isomorphic with $Z/\mathcal{B}$.

We begin with the proof of a lemma which is a generalization of [1, Theorem 3.1];

**Lemma 4.2.** Let $M: K_F^p \otimes K_F^p \to K_F^p$ denote the multiplication of $K_F$, i.e., $M(a_1 \otimes a_2) = a_1 a_2$; and let $aE_\phi$, $bE_\phi$ be two $\phi$-semi-linear transformations of $K_F$ into $K_F$. Then $M$ satisfies the relation $M(aE_\phi \otimes bE_\phi) = (ab)E_\phi M$.

Indeed, $aE_\phi \otimes bE_\phi$ is a $\phi$-semi-linear transformation of $K_F \otimes K_F$ and for $k_i, k_j \in K_F$ we have:

$$M(aE_\phi \otimes bE_\phi)(k_i \otimes k_j) = M(aE_\phi(k_i) \otimes bE_\phi(k_j)) = M(ak_i \otimes bk_j),$$

$$= ak_i bk_j = (ab)(k_i k_j) = (ab)E_\phi(k_i k_j) = abE_\phi M(k_i \otimes k_j),$$
which clearly yields the lemma.

We turn now to the proof of Theorem 4.2:

If \( \mathfrak{A} \) is a central simple algebra split by \( K \), then it is well known that \( \mathfrak{A} \) is similar to a central simple algebra \( \mathfrak{A}_0 \) of order \( n^2 \) containing \( K \) as a maximal field; and all algebras similar to \( \mathfrak{A} \) and which are of order \( n^2 \) are isomorphic. Thus, we may assume that the elements of \( \mathfrak{B}(K, F) \) are subalgebras of \( \mathfrak{A}(K_F) \) and by Theorem 4.1 we may associate an element \( a \in F^2 \otimes K \) with such an algebra.

Conditions (4.1) and (4.2) imply that this mapping is a one-to-one correspondence between \( \mathfrak{B}(K, F) \) and \( \mathbb{Z}/\mathfrak{B} \). To prove that this correspondence is an isomorphism, we consider two algebras \( \mathfrak{A}, \mathfrak{B} \subseteq \mathfrak{B}(K, F) \) and the elements \( a, b \in \mathbb{Z} \) corresponding to them. In other words: let \( aE_{\phi} \) and \( bE_{\phi} \) represent \( \mathfrak{A} \) and \( \mathfrak{B} \), respectively, in \( K_F \). It follows, by Theorem 1.4, that \( \mathfrak{A} \otimes \mathfrak{B} \) is represented by \( aE_{\phi} \otimes bE_{\phi} \) in \( K_F \otimes K_F \), and the preceding lemma, in view of Theorem 1.3, implies that \( (ab)E_{\phi} \) represents an algebra \( C \) similar to \( \mathfrak{A} \otimes \mathfrak{B} \). In other words, this means that: \( \mathfrak{A} \otimes \mathfrak{B} \to ab \), which proves the isomorphism.

II

5. Cohomology groups for arbitrary fields. Let \( S, R \) be two commutative algebras over the field \( C \). All tensor products used, henceforth, will be products relative to this field \( C \) unless specified otherwise.

We set \( R^0 = C, R^n = R \otimes R \otimes \cdots \otimes R \) \( (n\text{-terms}) \). Consider the isomorphism \( \epsilon_{S, n} \) of the ring \( R^n \otimes S \) into the ring \( R^{n+1} \otimes S \) defined by

\[
(5.1) \quad \epsilon_{S, 0}(s) = 1 \otimes s, \quad \epsilon_{S, n}(r \otimes s) = r \otimes 1 \otimes s, \quad r \in R^n \text{ and } s \in S.
\]

In the notations of the preceding section, \( \epsilon_{S, n} \) is the injection of \( R^n \otimes S \) into \( R^{n+1} \otimes S \).

We shall denote by \( (R^n \otimes S)^* \) the multiplicative group of all regular elements of the ring \( R^n \otimes S \), and we shall consider this group as a \( J \)-group, where the integers \( J \) act on the group in the ordinary way of taking powers of elements. Note also that since \( \epsilon_{S, n} \) is an isomorphism, it induces an isomorphism of the multiplicative group \( (R^n \otimes S)^* \) into \( (R^{n+1} \otimes S)^* \).

Let \( C_0 \) be the sequence of the groups \( \{S^*, (R \otimes S)^*, \cdots, (R^n \otimes S)^*, \cdots\} \). We shall turn the sequence \( C_0 \) into a \( J \)-cochain complex by introducing in \( C_0 \) a derivation mapping \( \Delta_{S, n} : (R^n \otimes S)^* \to (R^{n+1} \otimes S)^* \) such that \( \Delta_{S, n+1} \Delta_{S, n} = 0 \).

To this end we consider the sequence of sequences of groups \( C_i = \left\{[R^n \otimes (R^i \otimes S)]^*, n = 0, 1, \cdots \right\} \). To each of these sequences \( C_i \) we associate the inclusion mappings \( \epsilon_{R^i \otimes S, n} \), in which \( S \) of definition (5.1) is replaced by \( R^i \otimes S \).

Clearly for every \( i \leq n \), \( \epsilon_{R^i \otimes S, n-i} \) maps \( R^n \otimes S \) into \( R^{n+1} \otimes S \) since \( R^{n-i} \otimes (R^i \otimes S) = R^n \otimes S \), but

\[
\epsilon_{R^i \otimes S, n-i}(r_n \otimes \cdots \otimes r_i \otimes \cdots r_1 \otimes s) = r_n \otimes \cdots \otimes r_{i+1} \otimes 1 \otimes r_i \otimes \cdots \otimes r_1 \otimes s
\]
and we define the derivation \(\Delta_{S,n}\) by induction as follows:\(^{(8)}\):

\[
\Delta_{S,0} = \epsilon_{S,0} \quad \text{and} \quad \Delta_{S,n} = \epsilon_{S,n} - \Delta_{R \otimes S,n-1}.
\]

The induction is based on the fact that \(\Delta_{S,n-1}\) is defined for all rings. A straightforward computation shows that:

\[
\Delta_{S,n} = \epsilon_{S,n} - \epsilon_{R \otimes S,n-1} + \cdots + (-1)^n \epsilon_{R^n \otimes S,0} = \sum_{i=0}^{n} (-1)^i \epsilon_{R^i \otimes S,n-i}.
\]

We now prove

**Theorem 5.1.** The sequence

\[
\epsilon_{S,n} \to (R \otimes S)^n \xrightarrow{\Delta_1} \cdots \to (R^n \otimes S)^n \xrightarrow{\Delta_n} \cdots
\]

where \(\Delta_{n} = \Delta_{S,n}\) is a \(J\)-cochain complex, i.e., \(\Delta_{n+1} \Delta_{n} = 0\).

**Proof.** First we show that

\[
\epsilon_{S,n+1} \Delta_{S,n} + \Delta_{S,n} \epsilon_{S,n} = \epsilon_{S,n+1} \epsilon_{S,n}.
\]

Indeed, it follows by (5.2) that \(\epsilon_{S,n+1} \epsilon_{R^i \otimes S,n-i} = \epsilon_{R^{i+1} \otimes S,(n+1)-(i+1)} \epsilon_{S,n}\) since both yield the isomorphism:

\[
r_n \otimes \cdots \otimes r_i \otimes \cdots \otimes r_1 \otimes s
\]

\[
\rightarrow 1 \otimes r_n \otimes \cdots \otimes r_{i+1} \otimes 1 \otimes r_i \otimes \cdots \otimes r_1 \otimes s.
\]

Hence, we obtain by (5.4) that

\[
\epsilon_{S,n+1} \Delta_{S,n} + \Delta_{S,n} \epsilon_{S,n} = \sum_{i=0}^{n} (-1)^i \epsilon_{S,n+1} \epsilon_{R^i \otimes S,n-i} + \sum_{i=0}^{n+1} (-1)^i \epsilon_{R^i \otimes S,n+1-i} \epsilon_{S,n}
\]

\[
= \sum_{i=0}^{n} \epsilon_{R^{i+1} \otimes S,n-i} \epsilon_{S,n} + \sum_{i=0}^{n+1} (-1)^i \epsilon_{R^i \otimes S,n+1-i} \epsilon_{S,n}
\]

\[
= \epsilon_{S,n+1} \epsilon_{S,n}, \text{ q.e.d.}
\]

Next we show by induction that \(\Delta_{S,n+1} \Delta_{S,n} = 0\) for all \(n \geq 0\) and all rings \(S\). Indeed for \(n = 0\):

\[
\Delta_{S,1} \Delta_{S,0} = (\epsilon_{S,1} - \epsilon_{R \otimes S,0}) \epsilon_{S,0} = 0
\]

since both \(\epsilon_{S,1}\) and \(\epsilon_{R \otimes S,0}\) induce the same mappings on the elements \(\epsilon_{S,0}(s) = 1 \otimes s, s \in S\).

Suppose \(\Delta_{S,n} \Delta_{S,n-1} = 0\) for all rings \(S\), then it follows by (5.4) and (a) that:

\[
0 = \Delta_{R \otimes S,n} \Delta_{R \otimes S,n-1} = (\epsilon_{S,n+1} - \Delta_{S,n+1})(\epsilon_{S,n} - \Delta_{S,n})
\]

\[
= \epsilon_{S,n+1} \epsilon_{S,n} - \Delta_{S,n+1} \epsilon_{S,n} - \epsilon_{S,n+1} \Delta_{S,n} + \Delta_{S,n+1} \Delta_{S,n} = \Delta_{S,n+1} \Delta_{S,n}, \text{ q.e.d.}
\]

\(^{(8)}\) Since the groups of the complex \(C_0\) are multiplicative groups, this definition means that: \(\Delta_{S_n}(a) = \epsilon_{S,n}(a) \Delta_{R \otimes S,n-1}(a)^{-1}\).
We shall denote the complex defined in (5.5) by $\mathcal{C}(S, R)$.

**Remark 5.1.** Clearly the preceding theorem remains true if one replaces the ring $S$ by a multiplicative group $G$ and $(R^* \otimes S)^*$ by the $R^* \times G$ where $\times$ denotes the direct product of groups.

We shall apply the preceding results to the case $S = K$ is a field extension of $C$ of degree $n$, and where $R = F$ is an arbitrary field extension of $C$. In this setting we obtain the complex $\mathcal{C}(K, F)$:

(5.6a) $K^* \to (F \otimes K)^* \to \cdots \to (F^n \otimes K)^* \to \cdots$.

Taking $S = C$, we obtain the complex $\mathcal{C}(C, F)$ which we simply denote by $\mathcal{C}(F)$. In this complex we may set instead of the elements of $C = S$ the unit, since the tensor product is relative to $C$. We thus obtain the following complex:

(5.6b) $C^* \to F^* \to F^2* \to \cdots \to F^n* \to \cdots$.

Actually, the complex $\mathcal{C}(F)$ is a subcomplex of $\mathcal{C}(K, F)$. Indeed, the groups $(F^n \otimes K)^*$ of $\mathcal{C}(K, F)$ contain the respective group $F^n*$ of $\mathcal{C}(F)$; and the restriction of $\Delta_{K,n}$ to $F^n*$ is exactly $\Delta_{C,n}$. Consequently, these two complexes yield the following quotient complex $\mathcal{C}(K, F)/\mathcal{C}(F)$:

(5.6c) $K^*/C^* \to (F \otimes K)^*/F^* \to \cdots \to (F^n \otimes K)^*/F^n* \to \cdots$.

We shall denote the derivation of this complex by $\overline{\Delta}_n$.

To these complexes, there corresponds the sequence of cohomological groups $H^n(\mathcal{C}(K, F)), H^n(\mathcal{C}(F))$ and $H^n(\mathcal{C}(K, F)/\mathcal{C}(F))$. The cohomology groups $H^n(\cdot)$ being defined as:

(5.7) $H^n(\cdot) = \text{Kernel } \Delta_{n+1}/\text{Image } \Delta_n, \quad n = 0, 1, \cdots$.

where $\Delta_n = \Delta_{K,n}, \Delta_{C,n}, \Delta_n$, respectively.

The results of the first part of this paper yield an interpretation of the first cohomology group of the quotient complex $\mathcal{C}(K, F)/\mathcal{C}(F)$. Namely,

**Theorem 5.2.** If $K$ is a finite algebraic extension of the field $C$, then the Brauer group $\mathcal{B}(K, F)$ of all central simple algebras split both by $K$ and by $F$ is isomorphic with $H^1(\mathcal{C}(K, F)/\mathcal{C}(F))$.

**Proof.** To determine the first cohomology group of this complex we begin with comparing the mappings $e$ defined in the beginning of this section with the isomorphisms $\alpha, \beta$ and $\phi$ of Remark 4.1, which were used in the preceding section.

Comparing (5.2) with Remark 4.1 we observe that since $\epsilon_{K,1}(h \otimes k) = h \otimes 1 \otimes k$ and $\epsilon_{F \otimes K,0}(h \otimes k) = 1 \otimes h \otimes k$ for $h \in F$, $k \in K$, we have the following:

(¶) We use this definition for $H^n(\cdot)$ and not the classical definition of $\text{Kernel } \Delta_n/\text{Image } \Delta_{n-1}$ for obvious reasons which will be seen later.
Similarly, one observes that

$$
(5.8b) \; \epsilon_{F \otimes K, 0} = \alpha; \; \epsilon_{F \otimes K, 1} = \beta \; \text{and} \; \epsilon_{F \otimes K, 2} \text{is the injection of } F^2 \otimes K \text{ into } F^3 \otimes K.
$$

We turn now to the proof of the theorem. By definition $H^1(\mathcal{C}(K, F)/\mathcal{C}(F)) = \text{Kernel } \Delta_2/\text{Image } \Delta_1$. It follows by (5.4) that Kernel $\Delta_2$ contains all residue classes $\bar{a} \in (F^2 \otimes K)^*/F^2*$ such that

$$
\Delta_2(\bar{a}) = \epsilon_{K, 2}(\bar{a})\epsilon_{F \otimes K, 1}(\bar{a})^{-1}\epsilon_{F^2 \otimes K, 0}(\bar{a}) = \bar{1},
$$

where the unit $\bar{1}$ is the unit of the quotient group $(F^3 \otimes K)^*/F^3*$. Let $a \in (F^2 \otimes K)^*$ be an element representing the class $\bar{a}$, then the last condition on $a$ is readily seen to be equivalent to the following condition on $a$:

$$
\epsilon_{K, 2}(a)\epsilon_{F \otimes K, 1}(a)^{-1}\epsilon_{F^2 \otimes K, 0}(a) = t \text{ for some } t \in F^*.
$$

This condition is equivalent to (4.1). Indeed, replace in this condition the respective $e$'s by $\alpha$ and $\beta$ in accordance with (5.8b), and one obtains $a(a^\beta)^{-1}a^\alpha = t$ which is condition (4.1).

Thus, it follows that Kernel $\Delta_2 = (Z, F_2^*)/F_2^*$ where $Z$ has the same meaning as in the preceding section: i.e., $Z$ contains all elements of $(F^2 \otimes K)^*$ satisfying (4.1). Since $Z \supseteq F^2*$, it follows that Kernel $\Delta_2 = Z/F^2*$.

Now, Image $\Delta_1$ consists of all classes $\bar{a} \in (F^2 \otimes K)/F^2*$ which are of the form

$$
\bar{a} = \Delta_1(\bar{p}) = \epsilon_{K, 1}(\bar{p})\epsilon_{F \otimes K, 0}(\bar{p})^{-1} \text{ for some } \bar{p} \in (F \otimes K)^*/F^*.
$$

If $a \in (F^2 \otimes K)^*$ represents $\bar{a}$ and $p \in (F \otimes K)^*$ represents $\bar{p}$, then the last condition on $\bar{a}$ is equivalent to

$$
a = \epsilon_{K, 1}(p)\epsilon_{F \otimes K, 0}(p)^{-1}r \text{ for some } r \in F^*.
$$

This is equivalent to the fact that $a$ satisfies (4.3) with $q = p^{-1}$. Indeed, by replacing $\epsilon_{F \otimes K, 0}$ by $\phi$, we obtain by (5.8a) that $a = \epsilon_{F \otimes K, 0}(p^\delta)^{-1}r$ which is condition (4.3). This clearly yields that Image $\Delta_1 = (\mathfrak{B}, F_2^*)/F^2*$ where $\mathfrak{B}$, as in the preceding section, is the group of all elements satisfying (4.3). Since $\mathfrak{B} \supseteq F^2*$, it follows that: Image $\Delta_1 \cong \mathfrak{B}/F^2*$. Consequently,

$$
H^1(\mathcal{C}(K, F)/\mathcal{C}(F)) \cong (Z/F^2*)/(\mathfrak{B}/F^2*) \cong Z/\mathfrak{B} \cong \mathfrak{B}(K, F),
$$

by Theorem 4.2.

The symmetric definition of $\mathfrak{B}(K, F)$ readily yields, by the preceding theorem, that

**Corollary 5.1. If $K$ and $F$ are finite algebraic extensions of $C$ then $H^1(\mathcal{C}(K, F)/\mathcal{C}(F)) \cong H^1(\mathcal{C}(F, K)/\mathcal{C}(K))$.**

We intend now to represent the Brauer group $\mathfrak{B}(F)$ of all algebras split by $F$, by the cohomology groups of the complex $\mathcal{C}(F)$, and first we obtain a
result which is parallel to the triviality of certain known cohomology groups:

**Theorem 5.3.** Let $K$ be an algebraic extension of an infinite field $C$, then $H^1(\mathfrak{C}(K, F)) = 1$.

**Proof.** By definition $H^1(\mathfrak{C}(K, F)) = \ker \Delta_2/\im \Delta_1$ and $\ker \Delta_2$ contains the set of all $r \in (K \otimes F^2)^*$ which satisfy $\Delta_2(r) = e_{K, 2}(r) e_{F \otimes K, 1}(r)^{-1} e_{F^2 \otimes K, 0}(r) = 1$, or equivalently, $e_{F \otimes K, 0}(r) = e_{K, 2}(r) e_{F \otimes K, 1}(r)$. Using (5.8b), this relation obtains the simple relation: $rr^* = r^\beta$.

Let $\{h_i\}$ be a $C$-base of $F$. Since $r \in F^2 \otimes K$, we have the following expression for $r$: $r = \sum h_i h_i^* k_{ij}$. Hence, one readily obtains, by Remark 4.1 that:

$$r^* = \sum h_i^* h_i k_{ij} \quad \text{and} \quad r^\beta = \sum h_i h_i^* k_{ij}.$$ 

Put $u_j = \sum h_i^* k_{ij}$ and $v_j = \sum h_i k_{ij}$. Then the condition that $rr^* = r^\beta$ means that $r(\sum u_j h_i) = \sum v_j h_i$. Now, $r$, $u_j$ and $v_j$ belong to $F^2 \otimes K$ and $\{h_i^*\}$ is an $F^2 \otimes K$-base of $F^3 \otimes K$; hence $ru_j = v_j$ must hold for all $j$. Consequently, $r(\sum u_j x_i) = \sum v_j x_i$ for all $x_i \in C$.

Let $s = \sum v_j x_i = \sum h_i x_i k_{ij} \in F \otimes K$, then the last relation yields that $rs^* = s$ for some $s \in F \otimes K$. Coming back to the notation in the $e$'s we obtain by (5.8a) that $re_{K, 1}(s) = e_{F \otimes K, 0}(s)$, which will show that $r \in \im \Delta_1$ if we can determine $x_i$ so that $s$ is a regular element, i.e. $s \in (F \otimes K)^*$. Consequently we shall obtain that $H^1(\mathfrak{C}(K, F)) = 1$ which we need. Indeed, $\sum v_j c_i$ clearly belongs to some finite algebraic extension $K'$ of $C$. Now, $\text{Norm}(\sum v_j x_i) = f(x_i)$ (where the Norm = Norm $(K' \otimes F/F)$), is a polynomial in the $\{x_i\}$ with coefficients in $F$. The polynomial $f(x_i) \neq 0$, since in the ring $F^2 \otimes K$ we know that $\text{Norm} \ r = \text{Norm}(\sum v_j h_i^*) = f(h_i^*)$ is a regular element. Assuming that $C$ is an infinite field, we are able to find $x_i = c_i \in C$, so that $\sum v_j c_i$ is a regular element in $K \otimes F$, and the proof of the theorem is completed.

We are now in a position to show that the Brauer group $\mathfrak{B}(F)$ of all simple algebras split by $F$ satisfies:

**Theorem 5.4.** If $F$ is a finite extension of $C$ then $\mathfrak{B}(F) \cong H^2(\mathfrak{C}(F))$.

**Proof.** We apply Theorem 5.2 for the case $K = F$. Consider the exact sequence:

$$1 \to \mathfrak{C}(F) \to \mathfrak{C}(F, F) \to \mathfrak{C}(F, F)/\mathfrak{C}(F) \to 1.$$ 

By [4, p. 60], this sequence leads to a cohomology sequence, of which we consider only the first terms:

$$H^1(\mathfrak{C}(F, F)) \xrightarrow{i^*} H^1(\mathfrak{C}(F, F)/\mathfrak{C}(F)) \xrightarrow{\Delta^*} H^2(\mathfrak{C}(F)) \xrightarrow{i^*} H^2(\mathfrak{C}(F), F).$$

The first group $H^1(\mathfrak{C}(F, F)) = 1$ by Theorem 5.3. Next, we prove that $i^*$ maps $H^2(\mathfrak{C}(F))$ onto the identity of $H^2(\mathfrak{C}(F, F))$. Indeed,
\[ H^2(\mathcal{C}(F)) = \text{Kernel } \Delta_3 / \text{Image } \Delta_2; \]
hence, if \( r \in \text{Kernel } \Delta_2, r \in F^{2*}, \) then it follows by definition of \( \Delta_3 = \Delta_{c,3} \) that
\[ \Delta_{c,3}(r) = \epsilon_{c,3}(r)\epsilon_{F \otimes C,2}(r)^{-1}\epsilon_{F^2 \otimes C,1}(r)\epsilon_{F^2 \otimes C,0}(r) = 1 \]
or equivalently
\[ \epsilon_{c,3}(r) = \epsilon_{F \otimes C,2}(r)\epsilon_{F^2 \otimes C,1}(r)^{-1}\epsilon_{F^2 \otimes C,0}(r). \]

Now it was pointed out in the beginning of this section that \( \epsilon_{c,n} \) is the injection of \( F^n \otimes C \) into \( F^{n+1} \otimes C. \) In our case \( \epsilon_{c,3} \) is exactly the injection \( i* \) we are dealing with. On the other hand, one readily verifies that by (5.2) that \( \epsilon_{F^n \otimes C,1} = \epsilon_{F^{n-1} \otimes C,1} \) for all \( l = 0, 1, \ldots, n - 1. \) It follows, therefore, that
\[ i*(r) = \epsilon_{F,2}(r)\epsilon_{F \otimes C,1}(r)^{-1}\epsilon_{F^2 \otimes C,0}(r) = \Delta_{F,2}(r)\epsilon_{\text{Image } \Delta_{F,2}}. \]
Consequently, \( i* \) maps \( H^2(\mathcal{C}(F)) \) onto the identity of \( H^2(\mathcal{C}(F, F)). \)
Thus (5.9) is actually the following exact sequence:
\[ 1 \rightarrow H^1(\mathcal{C}(F, F)/\mathcal{C}(F)) \xrightarrow{\Delta^*} \rightarrow H^2(\mathcal{C}(F)) \rightarrow 1. \]
The exactness of this sequence proves that \( H^2(\mathcal{C}(F)) \cong H^1(\mathcal{C}(F, F)/\mathcal{C}(F)), \)
and the latter is isomorphic with \( \mathfrak{B}(F) \) by Theorem 5.2.

**Remark 5.2.** Theorem 5.4 is valid also for infinite algebraic extensions of \( C. \) Since Theorem 5.3 and the preceding proof hold for infinite extensions, we still obtain that \( H^1(\mathcal{C}(F, F)/\mathcal{C}(F)) \cong H^2(\mathcal{C}(F)). \) The weak point of the preceding proof is the application of Theorem 5.2, which was proved only for finite extensions \( K \) of \( C. \) In order to fill this gap it remains to extend Theorem 5.2 to infinite extensions \( K \) of \( C. \)

Indeed, if \( a \in H^1(\mathcal{C}(K, F)/\mathcal{C}(F)) \) and \( K \) is not necessarily finite over \( C, \) then one readily verifies that \( a \in H^1(\mathcal{C}(K', F)/\mathcal{C}(F)) \) for some *finite* extension \( K' \) of \( C, K' \subseteq K. \) Hence, by Theorem 5.2, it follows that \( a \) corresponds to a central simple algebra \( \mathfrak{A} \subseteq \mathfrak{B}(K', F) \subseteq \mathfrak{B}(K, F). \)

Conversely, if \( \mathfrak{A} \) is a finite central simple algebra \( \subseteq \mathfrak{B}(K, F), \) then \( \mathfrak{A} \) is split also by a field \( K' \subseteq K \) and \( (K': C) < \infty; \) i.e., \( \mathfrak{A} \subseteq \mathfrak{B}(K', F) \) for some finite extension \( K' \) of \( C. \) Hence, by Theorem 5.2, \( \mathfrak{A} \) corresponds to some \( a \in H^1(\mathcal{C}(K', F)/\mathcal{C}(F)). \) Clearly, \( \mathcal{C}(K', F) \) can be considered as a subcomplex of \( \mathcal{C}(K, F) \) and, therefore, \( a \in H^1(\mathcal{C}(K, F)/\mathcal{C}(F)). \) It is not difficult now, in view of Theorem 5.2, to prove that this correspondence between
\[ H^1(\mathcal{C}(K, F)/\mathcal{C}(F)) \]
and \( \mathfrak{B}(K, F) \) is an isomorphism.

The proof of this remark shows in fact that if \( K \) is a union of a linearly ordered set of field \( K_a, \) then both \( H^1(\mathcal{C}(K, F)/\mathcal{C}(F)) \) and \( \mathfrak{B}(K, F) \) are limit groups of \( H^1(\mathcal{C}(K_a, F)/\mathcal{C}(F)) \) and \( \mathfrak{B}(K, F), \) respectively.
Theorem 5.4 is the unifying frame of both the classical results on the representation of the Brauer group of the algebras split by a normal extension and on the Brauer group of the algebras split by a purely inseparable extension of exponent 1. The proof of this fact is the object of the following sections.

We shall deal from now on only with the complex $\mathcal{E}(F)$, and we shall denote its cohomology groups by $H^n(F)$ or by $H^n(F/C)$, and its derivation will be denoted by $\Delta_n$.

We shall treat separately the two cases: (1) $F$ be a normal extension of $C$, (2) $F$ be a purely inseparable extension of $C$ of exponent 1.

6. Normal fields. In this section we assume that $F$ is a finite normal extension of $C$ with a group of automorphisms $G$. Let $\alpha_1, \cdots, \alpha_m$ be the automorphisms of $F$ over $C$. First we determine the structure of the ring $F^n$.

**Lemma 6.1.** $F^2 = Fe_{\alpha_1} \oplus \cdots \oplus Fe_{\alpha_m}$ where $e_{\alpha}$ are primitive idempotents in $F^2$ satisfying: $(1 \otimes h)e_{\alpha} = \alpha(h)e_{\alpha}$.

This result is well known (e.g. [10] and [5]), but we shall produce here a different proof which will yield some additional information on the idempotents $e_{\alpha}$.

**Proof.** We consider $F^2$ both as a ring and as a left $F$-module by setting $hr = (h \otimes 1)r$, for $h \in F$ and $r \in F^2$.

Let $N$ be the ideal in $F^2$ generated by the set \{ $h \otimes 1 - 1 \otimes h; h \in F$ \}. Since $F$ is a separable extension of $C$, the ring $F^2$ is semi-simple. Hence $F^2 = N \oplus N_1$, where $N_1$ is an ideal in $F^2$. It follows now from the definition of $N$ that $N_1 \cong F^2/N \cong F$; hence, $N_1$ is a minimal ideal in $F^2$ which implies that $N_1 = Fe$ where $e$ is a primitive idempotent. Clearly, the definition of $N$ yields that:

$$he = (h \otimes 1)e = (1 \otimes h)e.$$  

For a fixed $\alpha \in G$, the mapping $\alpha \otimes 1$ of $F \otimes F$ is readily seen to be an isomorphism of the latter over $1 \otimes F$. Hence, the element $e_{\alpha} = (\alpha \otimes 1)e$ is also a primitive idempotent of $F^2$. Furthermore, since $(h \otimes 1)e = (1 \otimes h)e$ it follows that

\begin{equation}
\alpha(h)e_{\alpha} = (\alpha \otimes 1)[(h \otimes 1)e] = (\alpha \otimes 1)[(1 \otimes h)e] = (1 \otimes h)e_{\alpha}.
\end{equation}

In particular this relation implies that all idempotents $e_{\alpha}$ are different. The number of these idempotents is equal to the order of $G = (F:C) = (F^2:F)$. Hence, clearly, $F^2 = Fe_{\alpha_1} \oplus \cdots \oplus Fe_{\alpha_m}$; q.e.d.

We shall denote in the following theorem: $h^{(i)} = 1 \otimes \cdots \otimes h \otimes \cdots \otimes 1$, where $h \in F$ stands in $i$th place and 1 elsewhere. $(\alpha) = (\alpha_1, \cdots, \alpha_n)$ will denote an $n$-tuple of elements $\alpha \in G$.

We now extend the result of the previous lemma and we show:

**Lemma 6.2.** $F^{n+1} = \sum Fe_{(\alpha)}$, where the sum is direct and it ranges over all $n$-tuples $(\alpha)$ of elements of $G$. The element $e_{(\alpha)}$ is a primitive idempotent which is uniquely determined by the condition:
and by definition, $h^{(1)}e_{(a)} = he_{(a)}$.

**Proof.** The proof is carried out by induction on $n$. The case $n=1$ has been proved in the preceding lemma. Suppose the lemma is true for $n$, then since $F^{n+1} = \sum Fe_{(a)}$, $\alpha = (\alpha_1, \ldots, \alpha_n)$, it follows that $F^{n+2} = \sum Fe_{(a)} \otimes F$, and we shall show that

$$Fe_{(a)} \otimes F = \sum_{\beta \in \mathcal{G}} Fe_{(\alpha_1, \ldots, \alpha_n, \beta)} \quad \text{where} \quad \gamma = \alpha_n^{-1} \alpha_{n-1}^{-1} \cdots \alpha_1^{-1} \beta.$$

Indeed, let $\rho: F \otimes F \to Fe_{(a)} \otimes F$ be the isomorphism defined by: $\rho(h \otimes k) = he_{(a)} \otimes k$. Note that $\rho$ is also an $F$-isomorphism between the two $F$-modules: $F \otimes F$ and $Fe_{(a)} \otimes F$, namely: $\rho(hx) = hp(x)$ for $h \in F$ and $x \in F^2$. It follows by the preceding lemma that $F \otimes F = \sum Fe_{\beta}$, hence $Fe_{(a)} \otimes F = \sum Fe_{\beta}$, and clearly $\rho(e_{\beta})$ is a primitive idempotent in $F^{n+2}$. Our next aim is to show that:

$$Fe_{(a)} \otimes F = \sum_{\beta \in \mathcal{G}} Fe_{(\alpha_1, \ldots, \alpha_n, \gamma)}, \quad \text{where} \quad \gamma = \alpha_n^{-1} \cdots \alpha_1^{-1} \beta.$$

Now $e_{(a)} \otimes 1$ is the unit of $Fe_{(a)} \otimes F$ and $\rho$ is an $F$-isomorphism, hence it follows by (6.2) that: for $i = 1, 2, \ldots, n+1$

$$h^{(i)}\rho(e_{\beta}) = h^{(i)}(e_{(a)} \otimes 1)\rho(e_{\beta}) = (h^{(i)}e_{(a)} \otimes 1)\rho(e_{\beta}) = (\alpha_1 \cdots \alpha_i-1(h)e_{(a)} \otimes 1)\rho(e_{\beta}) = \alpha_1\alpha_2 \cdots \alpha_{i-1}(h)\rho(e_{\beta}),$$

and for $i = n+2$

$$h^{(n+2)}\rho(e_{\beta}) = \rho[(1 \otimes h)e_{\beta}] = \rho[\beta(h)e_{\beta}] = \beta(h)\rho(e_{\beta}) = \alpha_1\alpha_2 \cdots \alpha_n\gamma(h)\rho(e_{\beta}) \quad \text{where} \quad \gamma = \alpha_n^{-1} \cdots \alpha_1^{-1} \beta,$$

which proves (6.3). The proof of the rest of the lemma is now evident. We only point out that (6.2) implies that all the $e_{(a)}$ are different and that their number is equal to $(F^{n+1}: F)$.

The main object of the present section is the following theorem:

**Theorem 6.1.** Let $F$ be a finite normal extension of $C$ with the Galois group of automorphism $G$, then $H^n(F) = H^n(F^*, G)$.

**Proof.** Let $C_n = \text{Hom}_F(F^*, G^n)$ be the multiplicative group of all functions of $G^n$ into $F^*$. In the present proof we shall use the following definition for $H^n(F^*, G)$:

The sequence

$$0 \to C_0 \to C_1 \to \cdots \to C_n \to 0$$

with the coderivation
\((\delta^n f)(\alpha_1, \cdots, \alpha_{n+1}) = \alpha_1(f(\alpha_2, \cdots, \alpha_{n+1}))\) 

\[
(6.5) \prod_{i=1}^{n} f(\alpha_1, \cdots, \alpha_i\alpha_{i+1}, \cdots, \alpha_{n+1})(-1)^i f(\alpha_1, \cdots, \alpha_n)(-1)^{n-1}
\]
yield the cohomology groups \(H^n(F^*, G) = \text{kernel } \delta^n/\text{Image } \delta^{n-1}\).

We shall exhibit an isomorphism \(\sigma\) between this complex and the complex \(C(F)\) defined in (5.6b) but in which we omit the first member, namely:

\[
(6.6) F^* \xrightarrow{\Delta_1} F^{2*} \xrightarrow{\Delta_2} \cdots \xrightarrow{\Delta_n} F^n^* \rightarrow \cdots
\]

In other words we shall define an isomorphism \(\sigma: F^{n+1*} \rightarrow \text{Hom}_F(F^*, G^n)\) such that \(\sigma \Delta_{n+1} = \delta^n \sigma\) for all \(n \geq 0\).

Since \(F^{n+1} = \sum F e(\alpha)\), it follows that for \(a \in F^{n+1}\),

\[
(6.7) a e(\alpha_1, \cdots, \alpha_n) = f_a(\alpha_1, \cdots, \alpha_n)e(\alpha_1, \cdots, \alpha_n), \text{ for some } f_a((\alpha)) \in F,
\]

and conversely, for any set of elements \(f((\alpha)) \in F\) we define an element \(a_f \in F^{n+1}\) by

\[
(6.8) a_f = \sum_{(\alpha)} f((\alpha)) e(\alpha).
\]

Clearly, \(a \in F^{n+1*}\), i.e., \(a\) is a regular element, if and only if \(f_a((\alpha)) \neq 0\) for all \((\alpha)\). Furthermore, since the idempotents \(e(\alpha)\) are orthogonal, the mappings \(a \rightarrow f_a\) and \(f \rightarrow a_f\) are inverse mappings between \(F^{n+1}\) and the set of all functions of \(G^n\) into \(F\). The isomorphism \(\sigma\) which we need is defined by:

\[
\sigma(a) = f_a \text{ and, therefore, } \sigma^{-1}(f) = a_f.
\]

Thus, \(\sigma\) is a one to one map of \(F^{n+1*}\) onto \(\text{Hom}_F(F^*, G^n)\). To prove that \(\sigma\) is actually an isomorphism between these groups, we observe that:

\[
f_{\alpha b}((\alpha)) e(\alpha) = (ab)e(\alpha) = a f_b((\alpha)) e(\alpha) = f_b((\alpha)) f_a((\alpha)) e(\alpha),
\]

which shows that \(\sigma(ab) = \sigma(a)\sigma(b)\).

We turn now to the last stage in our proof which is to show that \(\sigma \Delta_{n+1} = \delta^n \sigma\). That is, for every \(a \in F^{n+1}\) we must have

\[
(\delta^n f_a)(\alpha_1, \cdots, \alpha_{n+1}) = f_{\Delta_{n+1} a}((\alpha_1, \cdots, \alpha_{n+1}) = f_{\Delta_{n+1} a}((\alpha_1, \cdots, \alpha_{n+1})).
\]

We begin the proof by computing the right side of this equation. It follows by (5.4) and (6.6) that:

\[
f_{\Delta_{n+1} a}((\alpha)) e(\alpha) = (\Delta_{n+1} a) e(\alpha) = \prod_{i=0}^{n+1} e_i(a)(-1)^{n+1-i} e(\alpha)
\]

\[
(6.9) = \prod_{i=0}^{n+1} f_{e_i(a)}((\alpha))(-1)^{n+1-i} e(\alpha),
\]

where \(e_i = e F^{n+1-i}, i\).
First we compute the functions $f_{a,i}$ for elements of the form $a = h_1 \otimes \cdots \otimes h_{n+1} = h_1^{(1)} \cdots h_{n+1}^{(n+1)}$. We recall that $h_i^{(0)} = 1 \otimes \cdots \otimes h_i \otimes \cdots \otimes 1$ with $h_i$ standing in the $i$th place.

Now $e_i(a) = e_{F^{n+i-1}}(a) = h_1 \otimes \cdots \otimes h_i \otimes 1 \otimes h_{i+1} \otimes \cdots \otimes h_{n+1} = h_1^{(i)} \cdots h_{i+1}^{(i+2)} \cdots h_{n+1}^{(n+2)}$. It follows, therefore, by (6.2) that for $i = 1, 2, \cdots, n+1$

$$f_{e_i(a)}((a)) e(a) = e_i(a) e(a) = h_1^{(1)} \cdots h_i^{(i)} h_{i+2}^{(i+2)} \cdots h_{n+1}^{(n+2)} e(a)$$

$$= h_1[\alpha_1(h_2)][\alpha_1\alpha_2(h_3)] \cdots [\alpha_1 \cdots \alpha_{i-1}(h_i)][\alpha_1 \cdots \alpha_{i-1} \alpha_i \alpha_{i+1}(h_{i+1})] \cdots$$

$$\cdot [\alpha_1 \cdots \alpha_{n+1}(h_{n+1})] e(a)$$

(6.10)

$$= f_a(\alpha_1, \alpha_2, \cdots, \alpha_{i+1}, \alpha_{i+2}, \cdots, \alpha_{n+1}) e(a),$$

since, by (6.2),

$$a e(\alpha_1, \cdots, \alpha_{i+1}, \cdots, \alpha_{n+1}) = h_1^{(1)} h_2^{(2)} \cdots h_{n+1}^{(n+1)} e(a_1, \cdots, \alpha_{i+1}, \cdots, \alpha_{n+1})$$

$$= h_1[\alpha_1(h_2)] \cdots [\alpha_1 \cdots \alpha_{i-1}(h_i)][\alpha_1 \cdots \alpha_{i-1} \alpha_i \alpha_{i+1}(h_{i+1})] \cdots$$

$$\cdot [\alpha_1 \cdots \alpha_{n+1}(h_{n+1})].$$

Since $f_0((a)) + f_c((a)) = f_{b+c}((a))$, it follows readily that (6.10) is valid for all $a \in F^{n+1}$.

For $i=0$ and $a$ the element dealt with above, we obtain:

$$f_{e_{\alpha}}((a)) e(a) = e_0(a) e(a) = h_1^{(1)} h_2^{(2)} \cdots h_{n+1}^{(n+2)} e(a_1, \cdots, \alpha_{n+1})$$

(6.10a)

$$= [\alpha_1(h_2)] [\alpha_1\alpha_2(h_3)] \cdots [\alpha_1 \cdots \alpha_n(h_{n+1})] e(a)$$

$$= \alpha_1(f_a(\alpha_2, \cdots, \alpha_{n+1})) e(a),$$

since by (6.2) one obtains in a similar way that $f_a(\alpha_2, \cdots, \alpha_{n+1}) = h_1[\alpha_2(h_2)] \cdots [\alpha_2 \cdots \alpha_{n+1}(h_{n+1})]$. For $i = n+1$,

(6.10b)

$$f_{n+1}(a)((a)) e(a) = e_n+1(a) e(a) = h_1^{(1)} \cdots h_{n+1}^{(n+1)} e(a)$$

$$= h_1[\alpha_1(h_2)] \cdots [\alpha_1 \cdots \alpha_n(h_n)] e(a) = f_a(\alpha_1, \cdots, \alpha_n) e(a),$$

and from the reason stated above it follows that (6.10a) and (6.10b) for all $a \in F^{n+1}$.

The required relation that $\sigma \Delta_{n+1} = \delta \sigma$ follows now, by inserting the three results (6.10), (6.10a) and (6.10b) in (6.9) and by comparing the outcome with (6.5). Consequently, $\sigma$ is a cochain isomorphism between the complexes (6.4) and (6.6) and it induces, therefore, the isomorphism $H^n(F^*, G) \cong H^n(F)$.

In particular, the last theorem together with Theorem 5.1 proves the classical representation of the Brauer group $\mathfrak{B}(F)$ of the central simple algebras split by $F$:

**Theorem 6.2.** $\mathfrak{B}(F) = H^2(F^*, G)$. 
7. The inseparable case of exponent 1. For the purpose of the present section we assume that $C$ is a field of characteristic $p \neq 0$ and that $F$ is a purely inseparable extension of $C$ of exponent 1.

Let $N_n$ be the ideal of the ring $F^n$ generated by the set $\{h - h^{(i)}; h \in F\}$, and as in the preceding section $h^{(i)} = 1 \otimes \cdots \otimes h \otimes \cdots \otimes 1$, where $h$ stands in the $i$th place. As in the normal case one verifies that $F^n/N_n \cong F$, but in the present case $N_n$ is a nilpotent ideal, and for every $n \in N_n$, $n^p = 0$. Indeed, let $n = \sum r_{ij}(h_j - h^{(i)})$, then $n^p = \sum r_{ij}^p(h_j^p - (h_j^{(i)})^p) = 0$; since $F$ is a separable extension of $C$ of exponent 1, which implies that $h_j^p = c_j \in C$ and by the definition of the tensor product with respect to $C$, it follows that $c_j = c_j^0 = 0$.

Thus $N_n$ is the radical of the ring $F_n^0$. Let $N_n = \{1 + n; n \in N_n\}$, then $N_n^0$ is a multiplicative subgroup of $F_n^0$. Moreover, since $F_n = F^+ \oplus N_n^+$ is a sum of the additive groups of the elements of $F$ and of the elements of $N_n^+$, it follows that every $r \in F_n^*$ has the form $r = \alpha + n$, $\alpha \neq 0$, $\alpha \in F$ and $n \in N_n$. Hence, $r = \alpha(1 + \alpha^{-1} n) = \alpha^{-1}(1 + m)$ and $m \in N_n$. This proves that $F_n^* = F^* N_n^0$, and it follows, therefore, that $F_n^*/N_n^0 \cong F^*$.

Returning back to the isomorphisms $\epsilon_i = \epsilon_{p^{i+1}}$, we note that these isomorphisms map also $N_n^0$ into $N_{n+1}^0$. Consequently, the coderivation $\Delta_n$ maps also $N_n^0$ into $N_{n+1}^0$ which means that the following sequence:

$$1 \to N_1^0 \to N_2^0 \to \cdots \to N_n^0 \to \cdots$$

(7.1)

forms a subcomplex of the complex $C(F)$ defined in (5.2). We shall denote this complex by $C(N^0)$.

We thus have obtained an exact sequence:

$$1 \to C(N^0) \to C(F) \to C(F)/C(N^0) \to 1.$$  

It will be shown later that $H^n(C(F)/C(N^0)) = 1$; hence, the cohomology sequence obtained by the preceding exact sequence:

$$1 = H^{n-1}(C(F)/C(N^0)) \to H^n(C(N^0)) \to H^n(C(F)) \to H^n(C(F)/C(N^0)) = 1$$

yield that:

**Theorem 7.1.** $H^n(C(N^0)) \cong H^n(C(F))$.

To complete the proof of this theorem it remains to show that

$$H^n(C(F)/C(N^0)) = 1.$$  

Indeed, the quotient complex $C(F)/C(N^0)$ contains the groups $F^{*n}/N_n^0$ for $n \geq 1$, and 1 for $n = 0$. These groups can be considered in a natural way as the multiplicative groups of the regular elements of $F^*/N_n^*$. The latter are isomorphic with $F$ by mapping: $h \mapsto \tilde{h}$, $h \in F$ and, where $\tilde{h}$ denote the residue class mod $N_n^*$ represented by the element $h$. Now the mappings $\epsilon_i$ clearly induce an isomorphism between $F^n/N_n^*$ and $F^{n+1}/N_{n+1}^*$ which both are rings isomorphic with $F$. Furthermore, clearly the isomorphism, which is
thus induced in $F$, leaves the elements of the field $C$ invariant; hence, since $F$ is purely inseparable extension of $C$, it follows that this isomorphism is the identity. Consequently, we obtain that $\epsilon_i(r) \equiv r \pmod{N_{n+1}}$ for every $r \in F^n$. In particular, one readily verifies that this implies that $\epsilon_i(r) \equiv r \pmod{N_{n+1}^0}$ for $r \in F^n$. It follows, therefore, by (5.4) that $\epsilon_i(r) \equiv r \pmod{N_{n+1}^0}$ if $n$ is even and $\epsilon_i(r) \equiv 1 \pmod{N_{n+1}^0}$ if $n$ is odd. In other words, the quotient complex

$$C(F)/C(N^0)$$

is isomorphic with a complex:

$$1 \to 1 \to F^* \to F^* \to \cdots \to F^* \to \cdots$$

in which the coderivation is alternatively the zero map: $r \to 1$, and the identity map: $r \to r$. Evidently, the cohomology groups of such a complex are trivial, which was required to show.

We can go further in simplifying the complexes in the present case by replacing the multiplicative groups by additive groups:

Let $N_n^+$ denote the additive group of the elements of $N_n$ and we set $N_0^+ = N_1^+ = 0$. Consider the mapping:

$$\eta: n \to 1 + n + \frac{n^2}{2!} + \cdots + \frac{n^{p-1}}{(p-1)!} = \exp(n), \quad n \in N_n.$$ 

Since the elements of $N_n$ are nilpotent elements of index $p$, i.e., $n^p = 0$, one readily verifies that $\eta$ is an isomorphic mapping of the additive group $N_n^+$ onto the multiplicative group $N_n^0$, and its inverse is the mapping:

$$\eta^{-1}: 1 + m \to m - \frac{m^2}{2} + \cdots + \frac{(-1)^{p-1}m^{p-1}}{p-1}, \quad 1 + m \in N_n^0.$$ 

Since the $\epsilon_i$ are isomorphisms of $F^*$ into $F^{n+1}$, it follows readily, by the definition of $\eta$, that

$$(7.2) \quad \epsilon_i \eta = \eta \epsilon_i.$$ 

We now use the definition of $\Delta_n$ of (5.4) also for the additive groups $N_n^+$. Namely, we set:

$$(7.3) \quad \Delta_n^+(r) = \epsilon_n(r) - \epsilon_1(r) + \cdots + (-1)^n \epsilon_0(r), \quad r \in N_n^+,$$

where $\epsilon_i = \epsilon_{p^n-i,i}$. We thus obtain a complex:

$$0 \to N_1^+ \to \Delta_1^+ \to \cdots \to N_n^+ \to \Delta_n^+ \to \cdots,$$

which we shall denote by $\mathcal{C}(N^+)$. Next we show:
Lemma 7.1. The isomorphism $\eta$ is a complex isomorphism of $C(N^+_n)$ onto $C(N^0)$, and hence, $H^n(C(N^+_n)) \cong H^n(C(N^0))$.

Proof. It was pointed out already that $\eta$ is an isomorphism of $N^+_n$ onto $N^0_n$. Hence, to complete the proof of this lemma one has to show that $\eta \Delta^+_n = \Delta_n \eta$. Indeed, first we note that $\eta(x+y) = \eta(x)\eta(y)$, hence it follows by (7.2) that for $r \in N^+_n$,

$$(\eta \Delta^+_n)(r) = \eta\left(\sum_{i=0}^{n} (-1)^{n-i} \epsilon_i(r)\right) = \prod_{i=1}^{n} (\eta \epsilon_i(r))(-1)^{n-i}$$

$$= \prod_{i=1}^{n} (\epsilon_i \eta(r))(-1)^{n-i} = (\Delta_n \eta)(r). \text{ q.e.d.}$$

We note also that the definition $\Delta^+_n$ in (7.3) is good also for all $r \in F^n_+$, where $F^n_+$ denotes the additive group of the elements of $F^n$. Hence, the mapping $\Delta^+_n$ may be considered as a coderivation of the complex:

$$0 \rightarrow F^+ \rightarrow F^2+ \rightarrow \cdots \rightarrow F^n+ \rightarrow \cdots.$$ We shall denote this complex by $C(F^+)$, and its cohomology groups will be denoted by $H^n(F^+)$. The passage from the cohomology groups $H^n(C(N^+_n))$ to the new cohomology groups $H^n(F^+)$ is similar, but in the opposite direction, to the passage from $H^n(F^*)$ to $H^n(C(N^0))$. Namely, the complex $C(N^+_n)$ is readily seen to be a subcomplex of $C(F^+)$. The quotient complex $C(F^+)/C(N^+_n)$ contains the groups $F^n+/N^+_n \cong F^n$, and as in the multiplicative case, this complex is isomorphic with a complex: $0 \rightarrow F^+ \rightarrow F^+ \rightarrow \cdots$ in which the coderivation is alternatively the zero map and the identity map, and, consequently its cohomology groups are all trivial. Hence, as before, the exact sequence:

$$0 = H^{n-1}(C(F^+)/C(N^+_n)) \rightarrow H^n(C(N^+_n)) \rightarrow H^n(F^+) \rightarrow H^n(C(F^+)/C(N^+_n)) = 0$$

yield that

$$0 = H^{n-1}(C(F^+)/C(N^+_n)) \rightarrow H^n(C(N^+_n)) \rightarrow H^n(F^+) \rightarrow H^n(C(F^+)/C(N^+_n)) = 0$$

whence:

Theorem 7.2. $H^n(F^+) \cong H^n(C(N^+_n)) \cong H^n(F)$.

We intend now to show that $H^n(F^+)$ is isomorphic with a subgroup of the restricted cohomology group $H^*_R(F, \mathfrak{L})$ where $\mathfrak{L}$ is the Lie-algebra of derivation of $F$ over $C$, and we begin with introducing some basic notions.

A derivation $D$ of $F$ over $C$ is a $C$-endomorphism of the additive group $F^+$ satisfying: $D(xy) = D(x)y + xD(y)$. The set $\mathfrak{L}$ of all derivations of $F$ over $C$ form a restricted Lie-algebra in the sense of Jacobson [9]. That is: $\mathfrak{L}$ is a $C$-space closed with respect to the Lie-bracket: $[D_1, D_2] = D_1D_2 - D_2D_1$, and
with respect with the $p$-mapping: $D \to D^p$.

The $u$-algebra $\mathcal{U}_L$ of $L$ is defined as follows (see e.g. [6]): Let $T_L$ be the tensor algebra of $L$; namely, $T_L = \bigoplus_{i=0}^{\infty} T_L^i$ where $T_L^0 = C$ and $T_L^i$ is the $i$-fold tensor product $L \otimes L \otimes \cdots \otimes L$, and the multiplication in $T_L$ is defined by the canonical map: $T_L^i \otimes T_L^j \to T_L^{i+j}$. Let $P_L$ be the ideal in $T_L$ generated by the elements $\{ x \otimes y - y \otimes x - [x, y] ; x, y \in L \}$ and by the elements $\{ x^p - x[x^p] ; x \in L \}$, where $x^p$ denotes the $p$th power of the element $x \in T_L$, and $x[x^p] \in L$ is the derivation of $F$ obtained as the $p$th power of $x$ when the latter is considered as a linear operator of $F$. Then, the $u$-algebra $\mathcal{U}_L = T_L/P_L$.

We set, as in [6], $\mathcal{U}_L^+ = T_L^+ / P_L$, where $T_L^+ = \bigoplus_{i=1}^{\infty} T_L^i$. The elements of the field $C$ are identified with $(C, P_L)/P_L$. We shall denote by $\epsilon$ the canonical map of $\mathcal{U}_L \to \mathcal{U}_L/\mathcal{U}_L^+$, and for every $u \in \mathcal{U}_L$ we have: $\epsilon(u) \in C$ and $u - \epsilon(u) \in \mathcal{U}_L^+$. The additive group $F^+$ can be considered in a natural way as a restricted $\mathcal{U}$-module, or equivalently (by [6]) as a $\mathcal{U}_L$-module. This is achieved by setting:

$$c(h) = ch \text{ for } h \in F \text{ and } c \in T_L^0 = C,$$

$$[u_1 \otimes \cdots \otimes u_i](h) = u_1 u_2 \cdots u_i(h), \quad u_i \in \mathcal{U},$$

and by extending it linearly for all elements of $T_L$. Since $P_L(F) = 0$, it follows that the preceding definition turns $F$ into a $\mathcal{U}_L$-module.

In particular, we note for further applications, that since $u(1) = 0$ for $u \in \mathcal{U}_L^+$ it follows that for arbitrary $u \in \mathcal{U}_L$ we have $u(1) = \epsilon(u)$. Indeed, $u(1) = [u - \epsilon(u)](1) + [\epsilon(u)](1) = \epsilon(u)$.

The restricted cohomology groups $H^n_*(F, \mathcal{U})$ were defined by Hochschild in [6], as the cohomology groups $H^n(A \mathcal{U}, F)$. In what follows we shall use the following definition of the cohomology groups $H^n(\mathcal{U}_L, F)$: Let $\text{Hom}_C(\mathcal{U}_L^+, F)$ be the additive group of all $C$-linear functions $f: \mathcal{U}_L^+ \otimes \cdots \otimes \mathcal{U}_L^+ \to F$. The sequence of these groups $\text{Hom}_C(\mathcal{U}_L^+, F)$ is a cochain complex with the code-\n
$$\begin{align*}
(\delta^n f)(u_1, \ldots, u_{n+1}) &= (-1)^{n+1} u_1 f(u_2, \ldots, u_{n+1}) \\
\quad &+ \sum_{i=1}^{n} (-1)^{n+1} f(u_1, \ldots, u_i u_{i+1}, \ldots) + f(u_1, \ldots, u_n) \epsilon(u_{n+1}),
\end{align*}$$

and $H^n_*(F, L) = H^n(\mathcal{U}_L, F) = \text{Kernel } \delta^n / \text{Image } \delta^{n-1}$.

Next we turn the ring $F^{n+1}$ into a $\mathcal{U}_L^+$-module as follows:

For $v = U_1 \otimes \cdots \otimes U_n \in \mathcal{U}_L^+$ and $a = h_0 \otimes \cdots \otimes h_n$, we set:

$$\begin{align*}
(u_1 \otimes \cdots \otimes u_n)(a) &= h_0 [u_1 [h_2 u_2 [\cdots [h_{n-1} u_n(h_n)] \cdots]]],
\end{align*}$$

For example,

$\text{(10)}$ Note the difference in the sign $(-1)^{n+1}$ between this definition of $\delta^n$ and the classical definition of e.g. [6].
$$u_1(h_0 \otimes h_1) = h_0 u_1(h_1), \quad (u_1 \otimes u_2)(h_0 \otimes h_1 \otimes h_2) = h_0[u_1[h_1 u_2(h_2)]]$$

and one extends the definition (7.5) linearly to all $a \in F^{n+1}$ and all $v \in U'_L$. It is now easily verified that $F^{n+1}$ is a well defined $U'_L$-module.

To any $a \in F^{n+1}$ we associate a function $f_a \in \text{Hom}_C(U'_L, F)$ defined as follows:

$$(7.6) \quad f_a(u_1, \cdots, u_n) = (u_1 \otimes \cdots \otimes u_n)(a), \quad u_i \in U_L.$$ 

First we show:

**Lemma 7.2.** The mapping $\rho: a \mapsto f_a$ is a monomorphism of $F^{n+1}$ into $\text{Hom}_C(U'_L, F)$ satisfying $\rho A_{n+1} = \delta^n \rho$.

Since $f_{ca} = cf_a$ for $c \in C$ and $f_{a+b} = f_a + f_b$, it follows that $\rho$ is a homomorphism, and Corollary 7.1 (to be proved later) implies that $\rho$ is actually a monomorphism.

It remains now to prove that $\rho A_{n+1} = \delta^n \rho$. It follows by definition of $\rho$ and of $A_{n+1}$ that

$$(7.7) \quad (\rho A_{n+1})(a) = \rho \left[ \sum_{i=0}^{n+1} (-1)^{n+1-i} \epsilon_i(a) \right] = \sum_{i=0}^{n+1} (-1)^{n+1-i} f_{\epsilon_i(a)},$$

and we first compute the functions $f_{\epsilon_i(a)}$ for elements $a \in F^{n+1}$ of the form $a = h_0 \otimes h_1 \otimes \cdots \otimes h_n = h_0^{(1)} h_1^{(2)} \cdots h_n^{(n+1)}$. We recall that $h^{(i)} = 1 \otimes \cdots \otimes h \otimes \cdots \otimes 1$, with $h$ standing in the $i$th place.

It follows readily by the definition of $\epsilon_i = \epsilon_{P^{n+1-i}, i}$ that:

$$(7.8) \quad \epsilon_i(h^{(j)}) = h^{(j)} \text{ for } j < i, \text{ and } \epsilon_i(h^{(j)}) = h^{(j+1)} \text{ for } j > i.$$ 

Hence, $\epsilon_0(a) = \epsilon_0(h_0^{(1)}) \epsilon_0(h_1^{(2)}) \cdots \epsilon_0(h_n^{(n+1)}) = h_0^{(1)} h_1^{(2)} \cdots h_n^{(n+2)}$, which implies, by (7.5), that:

$$(7.9a) \quad f_{\epsilon_0(a)}(u_1, \cdots, u_{n+1}) = u_1[h_0 u_2[h_1 \cdots h_{n-1} u_n+1(h_n+2)] \cdots] = u_1 f_a(u_2, \cdots, u_{n+1}).$$

If $i = 1, 2, \cdots, n$ then we obtain by (7.8) and (7.5) that:

$$\epsilon_i(a) = \epsilon_i(h_0^{(1)}) \cdots \epsilon_i(h_n^{(n+1)}) = h_0^{(1)} \cdots h_i^{(i)} h_{i+1}^{(i+2)} \cdots h_n^{(n+2)}.$$ 

Hence,

$$(7.9b) \quad f_{\epsilon_i(a)}(u_1, \cdots, u_{n+1}) = (u_1 \otimes \cdots \otimes u_{n+1})(h_0^{(1)} \cdots h_i^{(i)} h_{i+1}^{(i+2)} \cdots h_n^{(n+2)})$$

$$= h_0 u_1[h_1 \cdots u_{i-1}[h_i \cdots u_n+1(h_n+1)] \cdots]$$

$$= f_a(u_1, \cdots, u_i u_{i+1}, \cdots, u_{n+1}).$$

If $i = n+1$ then $\epsilon_{n+1}(a) = h_0^{(1)} h_1^{(2)} \cdots h_n^{(n)}$ and, therefore,
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\[(7.9c) \quad f_{n+1}(a)(u_1, \ldots, u_{n+1}) = (u_1 \otimes \cdots \otimes u_{n+1})(h_0^{(1)} \cdots h_n^{(n+1)}) = h_0[u_1[h_1 \cdots u_n[h_nu_{n+1}(1)] \cdots]] = f_a(u_1, \ldots, u_n)e(u_{n+1}),\]

since it was shown that \(u_{n+1}(1) = e(u_{n+1}) \in C\) and all the operators \(u_i\) commute with the elements of the field \(C\).

The mappings \(e_i\) are isomorphisms and \(f_{a+b} = f_a + f_b\) holds for all \(a, b \in F^{n+1}\); hence, it follows that the three relations (7.9a), (7.9b) and (7.9c) hold for all \(a \in F^{n+1}\).

The requirement that \(\rho \Delta_n + 1 = \delta^n\rho\) is equivalent to the condition that:

\[f_{\Delta_n+1}(a) = (\rho \Delta_n + 1)(a) = (\delta^n\rho)(a) = \delta^n f_a,\]

and this is now readily obtained by inserting the three relations (7.9) into (7.7) and comparing the outcome with (7.4).

We intend now to show that \(\rho\) induces an isomorphism of the cohomology groups \(H^n(F^+)\) into the restricted cohomology groups \(H^n_*(F, \mathcal{L})\). To this end we have to consider a certain base of \(\mathcal{L}\):

Let \((F; C) = \mathcal{P}^k\), then it is known that \(F = C[x_1, \ldots, x_k]\) where \(x_i = e_i \in C\). Every \(h \in F\) can be expressed uniquely in the form \(h = f(x_1, \ldots, x_k)\) where \(f\) is a polynomial in the \(x_i\)s of degree \(< p\) in each \(x_i\). We define a derivation \(D_i \in \mathcal{L}\) of \(F\) over \(C\) by setting \(D_i(h) = \partial f/\partial x_i\), where \(\partial/\partial x_i\) is the formal partial derivation of polynomials \(f\) with respect to the variable \(x_i\). Evidently, \(D_i\) is a well defined derivation and \(D_j(x_i) = \delta_{i,j}\).

The derivations \(D_1, \ldots, D_k\) are an \(F\)-base of \(\mathcal{L}\). Indeed, if \(D \in \mathcal{L}\) then \(D_0 = D - \sum D_i(x_j) D_i\) is also a derivation of \(F\) and \(D_0(x_j) = 0\) for all \(x_j\). This immediately implies that \(D_0 = 0\), whence \(D = \sum D_i(x_j) D_i\), and our assertion follows since the derivations \(D_i\) are \(F\)-independent.

We shall denote by \(\mathcal{U}_0\) the \(C\)-subalgebra of \(\mathcal{U}_L\) generated by the derivations \(D_i\). One readily verifies that \(\mathcal{U}_0\) is a commutative algebra and that \(D_i^p = 0\).

We introduce the following shortenings of notations: \((\nu) = (\nu_1, \ldots, \nu_k)\) be \(k\)-tuples of non-negative integers. We shall adopt the accepted definition of the sum of vectors: \((\nu_i) + (\mu_i) = (\nu_i + \mu_i)\).

If \(a = (a_1, \ldots, a_k)\) is a vector of elements in any commutative ring then we set \(a^{(\nu)} = a_1^{\nu_1}a_2^{\nu_2} \cdots a_k^{\nu_k}\) and \(a^{(0)} = 1\). One readily verifies the following rule:

\[a^{(\nu)} \cdot a^{(\mu)} = a^{(\nu + \mu)}.\]

In particular, for \(D = (D_1, \ldots, D_k)\) we have \(D^{(\nu)} = D_1^{\nu_1} \cdots D_k^{\nu_k} \in \mathcal{U}_0\) and \(D^{(\nu)} = 0\) if some \(\nu_i > p\). It seems to be more convenient to consider the following elements of \(\mathcal{U}_0\):

\[(7.10a) \quad D^{(\nu)} = (\nu_1! \cdots \nu_k!)^{-1} D^{(\nu)},\]

Similarly to the Leibnitz' rule, one shows that:

\[(7.10b) \quad D^{(\nu)}(ab) = \sum_{(\lambda) + (\rho) = (\nu)} D^{(\lambda)}(a) (\rho)(b).\]
For \( h \in F \), we put \( d_j(h) = h^{(j+1)} - h^{(j)} \), \( j = 1, \ldots, n \), and we recall again that \( h^{(j)} = 1 \otimes \cdots \otimes h \otimes \cdots \otimes 1 \) with \( h \) in the \( j \)th place. Let \( x = (x_1, \ldots, x_k) \) be the vector whose coordinates are the generators \( x_i \) which were chosen above, then we set \( d_i = d_j(x) = (d_j(x_1), \ldots, d_j(x_k)) \); and, thus, \( d^q_j = d_j(x_1)^{r_1} \cdots d_j(x_k)^{r_k} \). These elements are of importance as seen in the following lemma:

**Lemma 7.3.** The elements \( \{d_1^{(p_1)}d_2^{(p_2)} \cdots d_n^{(p_n)}; (p_i) = (p_{i_1}, \ldots, p_{i_k}), \ p > p_{ij} \geq 0 \} \) form an \( F \)-base of \( F^{n-1} \), and for every \( a \in F^{n+1} \) the following holds:

\[
(7.11) \quad a = \sum f_a(D_{(r_1)}, \ldots, D_{(r_n)})d_1^{(r_1)} \cdots d_n^{(r_n)}
\]

where \( f_a \) was defined in (7.6).

**Proof.** If \( h \in F \), then \( h = g(x_1, \ldots, x_k) \) is a polynomial of degree \( <p \) in each \( x_i \). Since \( x_i^{(j+1)} = x_i^{(j)} + d_j(x_i) \), it follows by the Taylor expansion for polynomials that:

\[
\begin{align*}
\text{\text{namely,}} \\
\text{(A)} \\
\sum D_{(\nu)}(h) = \sum [D_{(\nu)}(h)]^{(j)} d_j^{(\nu)} \text{ for } h \in F.
\end{align*}
\]

Hence,

\[
[D_{(\nu)}(h)]^{(j)} = \sum [D_{(\mu)}[D_{(\nu)}(h)]]^{(j-1)} d_{j-1}^{(\mu)}, \text{ for } j > 1,
\]

which implies that

\[
\begin{align*}
\text{(B)} \\
h^{(j-1)} &= \sum_{(\nu), (\mu)} [D_{(\nu)}[D_{(\nu)}(h)]]^{(j-1)} d_{j-1}^{(\nu)}.
\end{align*}
\]

By repeating this process we obtain:

\[
\begin{align*}
\text{for } l = 1, 2, \ldots, n + 1.
\end{align*}
\]

It follows now easily from (B) that every \( a \in F^{n+1} \) can be expressed as a linear combination of the elements \( \{d_1^{(r_1)}d_2^{(r_2)} \cdots d_n^{(r_n)} \} \) with coefficients in \( F \).
The number of the latter is exactly \((F_{n+1}: F) = p^{kn}\), since one has only to consider the \(k\)-tuples \((\nu)\) with \(0 \leq \nu < p\); hence, these elements are an \(F\)-base of \(F^{n+1}\), which proves the first part of the lemma.

Formula (B) which we have obtained above is exactly (7.11) for \(a = h^{(1)}\). This is a consequence of (7.6), (7.5) and that:

\[
(D_{(\nu_1)} \otimes \cdots \otimes D_{(\nu_n)})(h^{(1)}) = (D_{(\nu_1)} \cdots D_{(\nu_1)})(h) \text{ if } (\nu_1) = \cdots = (\nu_n) = (0)
\]

and zero otherwise.

Let \(a = h_0^{(1)} \cdots h_n^{(n+1)} \in F^{n+1}\), then it follows by (B) that:

\[
a = h_0^{(1)} \left( \sum D_{(\nu_1)}(h_1)d_1^{(\nu_1)} \right) \cdots \left( \sum D_{(\nu_1)} \cdots D_{(\nu_1)}(h_n)d_n^{(\nu_n)} \right)
\]

\[
= \sum g_a((\rho_1), \ldots, (\rho_n))d_1^{(\rho_1)} \cdots d_n^{(\rho_n)},
\]

and

\[
g_a((\rho_1), \ldots, (\rho_n)) = \sum h_0 D_{(\nu_1)}(h_1) D_{(\nu_2)}(h_2) \cdots [D_{(\nu_1)} \cdots D_{(\nu_1)}(h_n)]
\]

where the sum ranges over all \(k\)-tuples \((\nu)_j\) such that:

\[
(\nu_1) + \cdots + (\nu_n) = (\rho_1), \ldots, (\nu_i) + \cdots + (\nu_n) = (\rho_i), \ldots, (\nu_n) = (\rho_n).
\]

One verifies easily by (7.10b) that:

\[
g_a((\rho_1), \ldots, (\rho_n)) = h_0 D_{(\nu_1)}[h_1 D_{(\nu_2)}[h_2 D_{(\nu_3)}[\cdots [h_n D_{(\rho_1)}(h_1) \cdots ]]]]
\]

\[
= (D_{(\rho_1)} \otimes \cdots \otimes D_{(\rho_n)})(h_0^{(1)} h_1^{(2)} \cdots h_n^{(n+1)}),
\]

which proves the validity of (7.11) for elements \(a = h_0^{(1)} h_1^{(2)} \cdots h_n^{(n+1)}\). The rest follows now from the fact that if (7.11) holds for two elements \(a, b\) then it is valid also for the element \(a + b\).

A simple consequence of (7.11) is the following:

**Corollary 7.1.** \(a = 0\) if and only if \(f_a(D_{(\nu_1)}, \ldots, D_{(\nu_n)}) = 0\) for all \(D_{(\nu_n)} \in U_0\).

We are now in position to deal with an inverse homomorphism of the homomorphism \(\rho\) given in Lemma 7.2:

For any function \(f \in Hom_c(U^*_n, F)\) we shall denote by \(\sigma(f) = a_f\) an element of \(F^{n+1}\) defined as follows:

\[
a_f = \sum f(D_{(\nu_1)}, \ldots, D_{(\nu_n)})d_1^{(\nu_1)} \cdots d_n^{(\nu_n)}.
\]

Then:

**Lemma 7.4.** The mapping \(\sigma: f \mapsto a_f\) is an epimorphism of \(Hom_c(U^*_n, F)\) on \(F^{n+1}\) satisfying: (1) \(\sigma \rho = \text{identity}\), (2) The restrictions of \(\rho \sigma(f)\) and \(f\) on \(U_0^*\) coincide; (3) \(\sigma \delta^*_n = \Delta_{n+1} \sigma\).
Proof. It follows from (7.12) that \( \sigma \) is a homomorphism, and (7.11) implies that it is an epimorphism. Furthermore, the uniqueness of (7.11) implies by comparing it with (7.12) that \( \sigma \rho (a) = a \) for \( a \in F^{n+1} \), which proves (1). Indeed,

\[
\sigma \rho (a) = \sum \rho (a) (D_{(r_1)}, \ldots, D_{(r_n)}) d_1^{(r_1)} \cdots d_n^{(r_n)} = \sum f_a (D_{(r_1)}, \ldots, D_{(r_n)}) d_1^{(r_1)} \cdots d_n^{(r_n)} = a.
\]

The same reason yields that \( f \sigma (\rho) (D_{(r_1)}, \ldots, D_{(r_n)}) = f(D_{(r_1)}, \ldots, D_{(r_n)}) \) for all \( D_{(r)} \subseteq U_0 \), which readily implies that the restrictions of \( \rho \sigma (a) = f \sigma (\rho) \) and \( f \) on \( U_0^\sigma \) coincide.

To prove (3) of Lemma 7.4, we observe that \( \sigma (f) = \sigma (g) \) if and only if \( f_0 = g_0 \), where \( f_0 \) denotes the restriction of \( f \in \text{Hom}_C(U_0^\sigma, F) \) to \( U_0^\sigma \). With this notation, condition (2) of our lemma means that \([\rho \sigma (f)]_0 = f_0\). One also verifies easily that if \( f_0 = g_0 \) then \((\delta^n f)_0 = (\delta^n g)_0\). Hence, it follows from (2) that \([\delta^n \rho \sigma (f)]_0 = [\delta^n f]_0\), which implies by the preceding remarks that \( \delta^n \rho \sigma = \delta^n \). It follows, therefore, by (1) of our lemma and by Lemma 7.2 that:

\[
\delta^n = \delta^n \rho \sigma = \delta^n \rho \Delta_{n+1} = \Delta_{n+1} \sigma, \quad \text{q.e.d.}
\]

Combining now the results of Lemma 7.2 and Lemma 7.4 we obtain the following situation: The homomorphism \( \rho \) of Lemma 7.2 induces a homomorphism \( \rho^* \) of \( H^n(F^+) \) into \( H^n(U_L, F) \); on the other hand, the homomorphism \( \sigma \) of Lemma 7.4 induces a homomorphism \( \sigma^* \) of \( H^n(U_L, F) \) and (1) of Lemma 7.4 implies that \( \sigma^* \rho^* = \text{identity mapping of } H^n(F^+) \). From which one readily verifies:

**Theorem 7.3.** \( \rho^* \) is an isomorphism of \( H^n(F^+) \) into \( H^n\sigma(U_L, F) \), and \( \rho^* [H^n(F^+)] \) is a direct summand of \( H^n\sigma(U_L, F) \), i.e. \( H^n\sigma(U_L, F) = \rho^* [H^n(F^+)] \oplus \sigma^* \sigma^{-1}(0) \).

In particular, it follows by Theorem 7.2 and Theorem 5.4 that:

**Theorem 7.4.** The Brauer group \( \mathcal{B}(F) \) of all central simple algebras over \( C \) which are split by \( F \) is isomorphic with a subgroup of the restricted cohomology group \( H^2_\sigma(U_L, F) \).

A result of this type was obtained by Hochschild in [7] and probably the canonical map of \( \text{Ext}(F, U_L) \) into \( H^2(F, \mathcal{L}) \) maps the "regular extensions" of \( \mathcal{L} \) by \( F \), which were introduced by Hochschild in [7], onto the group \( \rho^*[H^2(F^+)] \), but we were unable to carry out the complicated computations involved in proving this result.

In the proof of Lemma 7.4 we have observed that \( \sigma (f) = \sigma (g) \) if and only if the restriction \( f_0, g_0 \) of \( f \) and \( g \), respectively, on \( U_0^\sigma \) coincide. It follows, therefore, that \( \sigma \) induces an isomorphism of \( \text{Hom}_C(U_0^\sigma, F) \) onto \( F^{n+1} \), and, thus, Lemma 7.4 implies that \( \sigma \) induces also the following isomorphism:
Theorem 7.5. $H^n(F^+) \cong H^n(U_0, F)$.

One still would like to have an invariant characterization of the image $\rho^*(H^n(F^+))$.

8. An application. In the present section we apply the preceding theory of the representation of the Brauer group to prove another result of Hochschild [8] with a slight generality.

Let $F$ be the algebraic closed extension of a field $C$ of characteristic $p \neq 0$. Let $\mathfrak{B}(F/C)$ denote the Brauer group of all finite dimensional central simple algebras over $C$ (and, evidently, split by $F$). Let $\mathcal{C}(F/C)$ be the complex:

$$1 \to F^* \to (F \otimes F)^* \to \cdots \to (F \otimes F \otimes \cdots \otimes F)^* \to \cdots$$

The cohomology groups of this complex will be denoted by $H^n(F/C)$, since we want to emphasize the role of the field $C$.

In view of Remark 5.2 and Theorem 5.4, it follows that $H^2(F/C) \cong \mathfrak{B}(F/C)$.

Consider now the mapping $\pi^{-1}: a \mapsto a^{1/p}$ for $a \in F \otimes F \otimes \cdots \otimes F$. Since $\pi^{-1}$ is an automorphism of $F$ and $\pi^{-1}$ maps $C$ onto $C^{1/p}$ it follows that $\pi^{-1}$ maps $F \otimes F \otimes \cdots \otimes F$ onto $F \otimes C^{1/p} \otimes \cdots \otimes C^{1/p}$. Hence, $\pi^{-1}$ maps isomorphically the groups of the complex $\mathcal{C}(F/C)$ onto $\mathcal{C}(F/C^{1/p})$. Furthermore, it follows immediately from the definition of $\epsilon_i$ in (5.2) and the definition of $\Delta_n$ in (5.3), that $\pi \Delta = \Delta \pi$. Consequently:

**Theorem 8.1.** The automorphism $\pi: a \mapsto a^{1/p}$ induces an isomorphism $H^n(F/C) \cong H^n(F/C^{1/p})$.

In particular, it follows for $n = 2$ that:

**Theorem 8.2.** $\mathfrak{B}(F/C) \cong \mathfrak{B}(F/C^{1/p})$.

A more detailed study of this mapping gives more information on the isomorphism between the Brauer group $\mathfrak{B}(F/C)$ of all central simple algebras over $C$ and the Brauer group $\mathfrak{B}(F/C^{1/p})$ of all algebras over $C^{1/p}$, and first we prove:

**Lemma 8.1.** Every algebra $A$ over $C$ is similar (in the sense of Brauer) to an algebra $\mathfrak{B}^p$.

**Proof.** Let $a \in H^2(F/C)$ which corresponds to $A$. From the definition of the complex $\mathcal{C}(F)$ and the mappings $\epsilon_F^{-i} \otimes i$ and $\Delta_n$ in (5.2), (5.3), it is easily verified that $a^{1/p} \in H^2(F/C)$. Let $\mathfrak{B}$ be the central simple algebra corresponding to $a^{1/p}$, then one concludes from the isomorphism $H^2(F/C) \cong \mathfrak{B}(F/C)$ that $\mathfrak{B}^p$ is similar to $A$.

To determine the isomorphism of Theorem 8.2, we observe that if $a \in H^2(F/C)$ and corresponds to $A$, then one has to consider $a^{1/p}$ in that theorem not as $\in H^2(F/C)$ but as a cocycle of $H^2(F/C^{1/p})$ to which corresponds an algebra $A_{1/p}$ over $C^{1/p}$. It is not difficult to show that the inclusion
mapping of the cocycles of $H^2(F/C)$ into $H^2(F/C^{1/p})$ is equivalent to the correspondence of the algebras $\mathcal{A}$ over $C$ to their field extension $\mathcal{A} \otimes C^{1/p}$ over $C^{1/p}$. Hence, in our case we have that $\mathcal{A}_{1/p}$ is similar to the algebra $\mathcal{B} \otimes C^{1/p}$, where $\mathcal{B}^{p} \cong \mathcal{A}$ and both correspond to the cocycle $a^{1/p}$.

Thus, we have shown that the isomorphism of Theorem 8.2 is the correspondence $\mathcal{A} \rightarrow \mathcal{B} \otimes C^{1/p}$ where $\mathcal{B}^{p} \cong \mathcal{A}$. Since this mapping maps $\mathcal{B}(F/C)$ onto $\mathcal{B}(F/C^{1/p})$ and $\mathcal{B}$ is an algebra over $C$, it follows:

**Theorem 8.3.** Every central simple algebra $D$ over $C^{1/p}$ is similar to an algebra $\mathcal{D}_0 \otimes C^{1/p}$ where $\mathcal{D}_0$ is a central simple algebra over $C$.

This result, in a different version, has been obtained by Hochschild in [8] using a different method.
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