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1. Introduction and summary. If \(w(x) = w(x, a_1, \ldots, a_r)\) is any element of the free group on generators \(x, a_1, \ldots, a_r\), one may ask what elements \(u = u(a_1, \ldots, a_r)\) of the free subgroup on generators \(a_1, \ldots, a_r\) satisfy the equation \(w(u) = 1\). As a trivial example, if \(w(x) = x a_1 a_1^{-1} a_2^{-1}\), the solutions \(u\) are all elements \(a_1^v\) where \(v\) is an integer. This example suggests already that the answer to the general problem should be sought in terms of “parametric words,” that is, of group theoretic expressions in the generators \(a_1, \ldots, a_r\) that contain certain integer-valued parameters \(v_1, \ldots, v_d\) as exponents. In fact, we succeed in giving an effective method of associating with any \(w(x)\), except \(w(x) = 1\) identically, a finite set of such parametric words with the property that the set of group elements represented by them under all substitutions of integers for the parameters is precisely the set of all elements \(u\) such that \(w(u) = 1\).

The establishment of this result falls into two parts. The key to the first part is a familiar cancellation argument that seems to originate with Nielsen \([3]\) (see also, for example, Nielsen \([4]\) and Kurosh \([1, \text{vol. 2, p. 17}]\)) saying, roughly, that if, in a product of words representing elements of a free group, no word cancels entirely into the two adjacent words, then the product can not reduce to the empty word. This, or even a weaker argument, when applied to a given solution \(u\) of the equation \(w(u) = 1\) provides a transformation of \(w(x)\) into \(w'(x)\) with \(u\) going into corresponding \(u'\) that is shorter than \(u\), and hence, after a finite number of iterations, yields \(w''(x)\) with corresponding \(u'' = 1\), from which \(u\) can be recovered. The crucial step is to specify these transformations in such a way that the nature of the transformations, as well as a bound on their number, depends only on \(w(x)\) and not upon \(u\). This proves possible if one admits parametric words, and enables us to associate with \(w(x)\) a finite set of parametric words whose values include all solutions \(u\) of \(w(u) = 1\).

The second part of the argument is devoted to replacing this set of parametric words by a new set whose values are precisely all solutions. For this we require the theory of free \(X\)-groups, where \(X\) is the polynomial ring \(Z[v_1, \ldots, v_d]\), and, although we try to make clear here all the concepts and results required, we must refer to an earlier paper \([2]\) for a basic algorithm.

2. A class representing all solutions. We begin by reviewing some familiar considerations in the theory of free groups. Let \(G\) be the free group on a speci-
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fied set of generators. A letter is a generator or the inverse of a generator. A word is a finite sequence, possibly empty, of letters, and represents that group element which is the product of its letters, in order. A word is reduced if no two successive letters are inverses of each other. Every group element is represented by exactly one reduced word. We write \( w = w_1 \cdot w_2 \cdot \ldots \cdot w_n \) to express that \( w \) is the product of \( w_1, w_2, \ldots, w_n \) “without cancellation”; that is, the reduced word representing \( w \) is the result of juxtaposing, in order, the reduced words for \( w_1, w_2, \ldots, w_n \). Commonly, in a product \( uv \) some part ending \( u \) will cancel against some part beginning \( v \); precisely, for all \( u \) and \( v \) there exist unique \( u', v' \) and \( p \) such that \( u = u' \cdot p \), \( v = p^{-1} \cdot v' \) and \( uv = u' \cdot v' \).

It is useful to note that a relation \( u \cdot v = u' \cdot v' \) implies either \( u = u' \cdot p \), \( v' = p \cdot v \) for some \( p \), or else \( u' = u \cdot p' \) and \( v = p' \cdot v' \) for some \( p' \). Further, each \( u \) can be written uniquely as \( u = p^{-1} \cdot v \cdot p \) where \( v \) is cyclically reduced, that is, \( uvw = u'w' \).

To state the key result mentioned above, define a triple of group elements, \((u, v, w)\), to be singular if \( v \) cancels entirely in forming the product \( uvw \); precisely, if there exist \( u', w', p \) and \( q \) such that \( u = u' \cdot p \), \( w = q \cdot w' \) and \( v = p^{-1} \cdot q^{-1} \), whence \( uvw = u'w' \).

**Proposition 1.** If \( w_1w_2 \cdot \ldots \cdot w_n = 1, n \geq 1 \), then at least one of the triples \((1, w_1, w_2), (w_1, w_2, w_3), \ldots, (w_{n-2}, w_{n-1}, w_n), (w_{n-1}, w_n, 1)\) is singular.

To prove this, suppose that \( w_1, w_2, \ldots, w_n, w_{n+1} \) are elements such that none of the triples listed is singular. Elements \( p_i \), for \( 1 \leq i < n \) are uniquely determined by the conditions \( w_i = w_i' \cdot p_i, w_{i+1} = p_i^{-1} \cdot w_{i+2}, w_{i+2} = w_{i+1}' \cdot w_{i+2}' \), and it follows from the hypothesis that

\[
\begin{align*}
w_1 &= v_1 \cdot p_1, \\
w_2 &= p_1^{-1} \cdot v_2 \cdot p_2, \\
&\quad \vdots \\
w_{n-1} &= p_{n-2}^{-1} \cdot v_{n-1} \cdot p_{n-1}, \\
w_n &= p_{n-1}^{-1} \cdot v_n
\end{align*}
\]

for elements \( v_1, v_2, \ldots, v_n \neq 1 \) such that \( v_{i+1} = v_i \cdot v_{i+1} \). It follows that \( w_1 w_2 \cdot \ldots \cdot w_n \) has the nonempty reduced form \( v_1 \cdot v_2 \cdot \ldots \cdot v_n \), whence the product is not \( 1 \).

We want now to apply this proposition to the situation that \( w(x) \) and \( u \) are given such that \( w(u) = 1 \). The reduced representation of \( w(x) \) yields a unique expression of \( w(x) \) in the form

\[
w(x) = a \cdot x^{e_1} \cdot c_2 \cdot x^{e_2} \cdot c_3 \cdot \ldots \cdot c_t \cdot x^{e_t} \cdot b,
\]

for some \( t \geq 0, e_1, e_2, \ldots, e_t = \pm 1, \) and \( a, c_2, \ldots, c_t, b \) elements of the free group \( F_0 \) on generators \( a_1, \ldots, a_r \). The degree of \( w(x) \) is \( t \). If \( w(x) = 1 \) identically, all elements \( u \) of \( F_0 \) are solutions, and since it is evident that, for \( r > 1 \), there is no finite set of parametric words representing all \( u \) in \( F_0 \), we have no choice but to exclude this case from consideration. Otherwise, if \( w(x) \) has degree \( t = 0, w(u) \) assumes the same value \( w \neq 1 \) for all \( u \), the set of solutions is empty, and the conclusion that we are seeking holds vacuously. It is easy
to check that, if we begin with some $w(x)$ of degree $t > 0$, all new $w'(x)$ introduced in the course of the reasoning that follows will also have positive degree, so that we are justified in tacitly excluding the case $t = 0$ from further consideration.

It is convenient to define $c_{i+1} = c_i = ba$ and $e_{i+1} = e_i$. With any $w(x)$ as above, and any element $u$ in $F_0$, we now define the set $A(w, u)$ to consist of all consecutive triples in the sequence obtained from

$$u^e, c_1, u^{e_1}, c_2, u^{e_2}, c_3, \ldots, c_i, u^e, c_1, u^e$$

by deleting any terms $c_i = 1$. Then Proposition 1 gives us immediately the following result.

**Proposition 2.** If $w(x)$ and $u$ are such that $w(u) = 1$, then $A(w, u)$ contains at least one singular triple.

Under the supposition that a triple of the type $(c_i, u, c_{i+1})$ is singular, the element $u$ is determined, within a finite number of possibilities, from the knowledge of $w(x)$ alone. For this supposition requires that there exist $p, q, r, \text{ and } s$ such that $c_i = p \cdot q, c_{i+1} = r \cdot s$ and that $u = q^{-1}r^{-1}$, and it is clear that there are only finitely many such "factorizations" of the given $c_i, c_{i+1}$, hence only finitely many such elements $u$. It is hardly necessary to emphasize that not all elements $u$ obtained in this fashion need satisfy the equation $w(u) = 1$.

In the same vein, suppose a triple $(u, u, c_i)$ is singular. Write $u = p^{-1} \cdot v \cdot p$ with $v$ cyclically reduced. Since $uu = p^{-1} \cdot v \cdot v \cdot p$, the supposition requires that $v \cdot p$ cancel entirely into $c_i$, hence that $c_i$ have the form $c_i = p^{-1} \cdot v^{-1} \cdot q$ for some $q$. Since given $c_i$ has only finitely many factorizations of this sort, there are only finitely many possibilities for $u$.

Similar reasoning applies to singular triples of the type $(u, c_i, u)$, under an additional hypothesis. Singularity implies that we have both $u = p \cdot q$ and $u = r \cdot s$ where $c_i = q^{-1} \cdot r^{-1}$. We make here the further hypothesis that the parts $q$ and $r$ together include all of $u$, hence, for some $v, y, z$ that $u = v \cdot y \cdot z$ with $q = y \cdot z, r = v \cdot y$, and therefore $c_i = z^{-1} \cdot y^{-1} \cdot y^{-1} \cdot v^{-1}$. It then follows as before that there are only finitely many possibilities for $u$.

A further case is that of a singular triple $(u, u, u)$. Writing $u = p^{-1} \cdot v \cdot p$, with $v$ cyclically reduced, we see that $uuu = p^{-1} \cdot v \cdot v \cdot v \cdot p$, and singularity implies that $v = 1$ and hence $u = 1$.

Triples $(c_i, u^{-1}, c_{i+1})$ can be treated in a manner symmetrical to that for $(c_i, u, c_{i+1})$. Triples $(u^{-1}, u^{-1}, c_i)$, $(c_i, u, u)$ and $(c_i, u^{-1}, u^{-1})$ are symmetrical with $(u, u, c_i)$. Triples $(u^{-1}, c_i, u^{-1})$ are symmetrical with $(u, c_i, u)$; and $(u^{-1}, u^{-1}, u^{-1})$ with $(u, u, u)$.

The remaining possibilities we term critical triples; these are singular triples of the types $(u^*, c, u^{e'})$, for $e, e' = \pm 1$, where, if $e = e'$, we require that $u^* = p \cdot q \cdot r$ and $c_i = r^{-1} \cdot p^{-1}$ for some $q \neq 1$ and $p, r$. 
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With each \( w(x) \) we associate the finite set \( B(w) \) of all elements of the following forms:

(i) \( q^\pm r^\pm \) where some \( c_i^\pm = p \cdot q, c_i^\pm = r \cdot s; \)
(ii) \( p^\pm v p \) where some \( c_i^\pm = p^\pm \cdot v^\pm \cdot r, v \neq 1; \)
(iii) \( pqr \) where some \( c_i^\pm = p \cdot q \cdot r, q \neq 1. \)

Note that 1 is in \( B(w) \) by virtue of (i), and that \( B(w) \) includes all values for \( u \) arising from a noncritical singular triple. This establishes the following.

**Proposition 3.** If \( w(u) = 1 \), then either \( u \) is in \( B(w) \) or else \( A(w, u) \) contains some critical triple.

Our next aim is to show that if \( A(w, u) \) contains a critical triple, it is possible to replace \( w(x) \) and \( u \) by a pair \( w'(x) \) and \( u' \), equivalent for the purpose at hand, such that \( A(w', u') \) contains fewer critical triples than \( A(w, u) \). More specifically, with each critical triple \( \tau = (u, c, u') \), \( e, e' = \pm 1 \), we shall associate an element \( d(x) = axb \), where \( a \) and \( b \) are in \( F_0 \), such that \( w'(x) = w(axb) \) and \( u' = a^{-1}ub^{-1} \) have the desired property. In view of the symmetry defined by the antiisomorphism \( v \rightarrow v^{-1} \), it will suffice to treat only the two types of critical triples, \((u, c, u)\) and \((u, c, u^{-1})\).

**Case 1.** Critical \( \tau = (u, c, u) \). By hypothesis we have \( u = p \cdot q \cdot r \) and \( c = r^{-1} \cdot p^{-1} \) for some \( q \neq 1, p, \) and \( r \). It may happen that either \( r^{-1} = p \cdot z \) or \( p^{-1} = z \cdot r \) for some \( z \); by left-right symmetry it suffices to treat only the former case. **Case 1a.** \( r^{-1} = p \cdot z \). Then \( u = p \cdot q \cdot z^{-1} \cdot p^{-1}, c = p \cdot z \cdot p^{-1}, \) and, since \( c \neq 1, z \neq 1 \). Therefore we can write \( u = p \cdot z^m \cdot u' \cdot z^{-n} \cdot p^{-1} \) where, first, \( n > 0 \) is maximal, and then \((\text{for this } n)\), \( m \geq 0 \) is maximal. In this case we define \( d(x) = px^m z^n p^{-1} \). **In Case 1b, where neither \( r^{-1} = p \cdot z \) nor \( p^{-1} = z \cdot r \), we define \( d(x) = pxr. \)**

**Case 2.** Critical \( \tau = (u, c, u^{-1}) \). Write \( c = p \cdot z \cdot p^{-1} \) with \( z \neq 1 \) cyclically reduced. Singularity requires first that \( u = v \cdot p^{-1} \) for some \( v \), and hence \( ucu^{-1} = vzc^{-1} \). Moreover, cyclically reduced \( z \) can not cancel both left against \( v \) and right against \( v^{-1} \), so that singularity requires that it cancel wholly to one side, and by symmetry we may suppose that \( v = r \cdot z^{-1} \) for some \( r \). In **Case 2a, where \( r = p \cdot q \) for some \( q \), we have that \( u = v \cdot p^{-1} = r \cdot z^{-1} \cdot p^{-1} = p \cdot q \cdot z^{-1} \cdot p^{-1}, \) and we may write \( u = p \cdot z^m \cdot u' \cdot z^{-n} \cdot p^{-1} \) with first \( n > 0 \) and then \( m \geq 0 \) maximal, and define \( d(x) = px^m z^n p^{-1} \), exactly as in **Case 1a.** In **Case 2b, where \( u = r \cdot z^{-1} \cdot p^{-1} \) where \( r = p \cdot q \) for no \( q \). We write \( u = u' \cdot z^{-n} \cdot p^{-1} \) with \( n > 0 \) maximal, and define \( d(x) = xz^{-n} \cdot p^{-1} \).**

**Proposition 4.** Let \( d(x) = axb \) be associated with a critical triple in \( A(w, u) \). If \( w'(x) = w(axb) \) and \( u' = a^{-1}ub^{-1} \), then \( A(w', u') \) contains fewer critical triples than \( A(w, u) \).

The proof of Proposition 4 depends on three lemmas. To state these, consider all the consecutive triples of the form \( \tau = (u^*, c, u'^*) \), \( e, e' = \pm 1 \) in the sequence
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where we no longer exclude triples with \( c=1 \), although by definition such triples are not counted as critical. Clearly the sequence associated with \( w'(x) \) and \( u' \) will have exactly the same number, \( t+1 \), of triples of this sort as for \( w(x), u; \) and the triple \( \tau' \) corresponding to \( \tau \) is easily calculated from \( \tau \). Proposition 4 will evidently be a consequence of the following three lemmas.

**Lemma 4.1.** If \( \tau \) is a critical triple in \( A(w, u) \), and \( w'(x), u' \) are defined by means of \( d(x) \) associated with \( \tau \), then the corresponding triple \( \tau' \) is no longer critical.

**Lemma 4.2.** If \( c_{i+1} \neq 1 \), but the triple \( \tau = (u^{ei}, c_{i+1}, u^{ei+1}) \) is not critical, then the corresponding triple \( \tau' \) is not critical.

**Lemma 4.3.** If \( c_{i+1} = 1 \), so that \( \tau = (u^{ei}, c_{i+1}, u^{ei+1}) \) is by definition not critical, then also \( \tau' \) is not critical.

The proof of Lemma 4.1 falls into four cases, corresponding to the four cases that, using symmetry, were considered in defining the \( d(x) \) associated with a critical triple.

**Case 1a.** \( \tau = (u, c, u) = (p \cdot z^{-m} \cdot u' \cdot z^{-n} \cdot p^{-1}, p \cdot z \cdot p^{-1}, p \cdot z^{m} \cdot u' \cdot z^{-n} \cdot p^{-1}) \) whence evidently \( \tau' = (u', z^{-m+n+1}, u') \). If \( s = m - n + 1 = 0 \), \( \tau' \) is by definition not a critical triple and we are done. Suppose \( s > 0 \); since \( m > 0 \), \( m - n + 1 > 0 \) implies that \( m > 0 \). The expression for \( u \), with \( m > 0 \), insures that there is no cancellation in the product \( zu' = z \cdot u' \), hence none in the product \( z^* u' = z^* \cdot u' \). Singularity of \( \tau' \) would therefore require that \( z^* \) cancel entirely to the left into \( u' \), implying that \( u' = v \cdot z^{-n} \) for some \( v \), which contradicts the maximality of \( n \). Suppose \( s < 0 \); then \( u' z^{-n} = u' \cdot z^{-n}, n > 0 \), implies that \( u' z^* = u' \cdot z^* \). Singularity of \( \tau' \) would require that \( z^* \) cancel entirely to the right into \( u' \), hence \( u' = z^{-m+n} \cdot v \), which, since \( s < 0 \), contradicts the maximality of \( m \).

**Case 1b.** \( \tau = (u, c, u) = (r^{-1} \cdot u' \cdot q^{-1}, q \cdot r, r^{-1} \cdot u' \cdot q^{-1}) \), whence \( \tau' = (u', 1, u') \), by definition not critical. Cases 2a and 2b both give \( 2 \cdot a \) and \( 2 \cdot b \) both treat the two cases that \( u = a \cdot u' \) and \( u = u' \cdot b \), where \( a \) and \( b \) are single letters. First, if \( \tau = (u, c, u) \) there is symmetry between the cases \( u = a \cdot u' \) and \( u = u' \cdot b \), and treat only the case \( u = u' \cdot b \). Then \( \tau, = (u', b, c, u') \). Suppose that \( bc = b \cdot c \). Then \( u = u' \cdot b \) implies that \( bc \) does not cancel at all to the left, whence singularity of \( \tau' \) would require that \( bc \) cancel entirely to the right, and that \( u' = (e^{-1} \cdot b^{-1} \cdot v \), for some \( v \), and for \( \tau' \) to be criti-
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cal we would have $v=1$. But this contradicts the assumption that $u = u' \cdot b$. 

Supposing on the other hand that $bc \neq b \cdot c$, since $b$ is a single letter we would have $c=b^{-1} \cdot f$ for some $f$, with $\tau'=(u', f, u')$. For $\tau'$ to be critical we would have to have $u' = p \cdot q \cdot r$ with $f=r^{-1} \cdot p^{-1}$ and $q \neq 1$. But this would imply that $u = p \cdot q \cdot r \cdot b$ with $c=b^{-1} \cdot r^{-1} \cdot p^{-1}$ and hence that $\tau$ was critical.

Second, let $\tau=(u, c, u^{-1})$, $c \neq 1$. If $u=a \cdot u'$, then $\tau'=(u', c, u'^{-1})$, and $\tau$ is not singular, so that $c$ does not cancel entirely in the product $ucu^{-1}$ and it will, a fortiori, not cancel entirely in $u'cu'^{-1}$. Suppose then that $u = u' \cdot b$, hence $\tau'=(u', bc, u'^{-1})$. If $bc = b \cdot c$, because $u'b = u' \cdot b$ and hence also $b^{-1}u'^{-1}$, singularity of $\tau'$ would require that $bc^{-1}$ not end in $b^{-1}$, hence that $c=f \cdot b$ for some $f$. It follows that $bc^{-1} = b \cdot f$, and that this must cancel entirely to the right, into $u'^{-1} = f^{-1} \cdot b^{-1} \cdot v$ for some $v$. But this would give $u^{-1} = b^{-1} \cdot u'^{-1} = b^{-1} \cdot f^{-1} \cdot b^{-1} \cdot v = c^{-1} \cdot b'^{-1} \cdot v$, implying that $\tau$ was singular. The case that $cb^{-1} = c \cdot b^{-1}$ follows by symmetry. There remains only the case that $c = b^{-1} \cdot f \cdot b$ for some $f$, where singularity of $\tau' = (u', f, u'^{-1})$ clearly implies that of $\tau = (u'b, b^{-1}fb, b^{-1}u'^{-1})$.

To prove Lemma 4.3 it suffices by symmetry to treat only the first of the two cases $\tau=(u, 1, u)$ and $\tau=(u^{-1}, 1, u^{-1})$. We proceed again according to the four cases under the definition of $d(x)$.

In Cases 1a and 2a, $\tau=(p \cdot z^{-n} \cdot u' \cdot z^{-n} \cdot p^{-1}, 1, p \cdot z^{-m} \cdot u' \cdot z^{-m} \cdot p^{-1})$, whence $\tau'=(u', z^{-m-n} \cdot u')$, and, taking $s=m-n$, the argument used for Case 1a of Lemma 4.1 shows that $\tau'$ can not be critical.

In Case 1b, $\tau=(p \cdot u' \cdot r, 1, p \cdot u' \cdot r)$ whence $\tau'=(u', rp, u')$. The hypothesis of this case ensures that neither factor of $c = r \cdot p$ cancels entirely into the other, whence $c$ begins with the first letter of $r$ and ends with the last letter of $p$, and from the expression $u = p \cdot u' \cdot r$ it follows that $u'cu'^{-1} = u' \cdot c \cdot u'$.

In Case 2b, $\tau=(u' \cdot z^{-m} \cdot p^{-1}, 1, u' \cdot z^{-n} \cdot p^{-1})$ whence $\tau'=(u', z^{-n} \cdot p^{-1}, u')$. The expression $u = u' \cdot z^{-n} \cdot p^{-1}$ precludes any cancellation to the left. Singularity of $\tau'$ would therefore require that $z^{-n} \cdot p^{-1}$ cancel entirely to the right, into $u'$, hence a fortiori into $u = u' \cdot z^{-n} \cdot p^{-1}$, $n \geq 1$. But this contradicts the hypothesis for this case, that $u = r \cdot z^{-1} \cdot p^{-1}$ where $r = p \cdot q$ for no $q$.

The proof of Proposition 4 is complete. We now associate with each $w(x)$ a set $C(w)$ of elements that will include all $d(x)$ associated with any critical triple in $A(w, u)$, for any $u$. We define $C(w)$ to consist of all elements of the following forms:

(i) $p \cdot z^{m} \cdot x \cdot z^{-n} \cdot p^{-1}$, $xz^{-n} \cdot p^{-1}$, or $p \cdot z^{m} \cdot x$, where some $c_{i}^{\pm 1} = p \cdot z \cdot p^{-1}$, $z \neq 1$, and $m$ and $n$ are integers;

(ii) $p \cdot x \cdot r$ where some $c_{i}^{\pm 1} = p \cdot r$.

Consider three finite sequences: $w_{0}(x), w_{1}(x), \cdots, w_{k}(x); d_{0}(x), d_{1}(x), \cdots, d_{k-1}(x)$; and $u_{0}, u_{1}, \cdots, u_{k}$; and suppose that, for all $i$, $1 \leq i \leq k$, we have $d_{i-1}(x) \in C(w_{i-1})$, $w_{i}(x) = w_{i-1}(d_{i-1}(x))$, and $u_{i-1} = d_{i-1}(u_{i})$. If also $w_{0}(u_{0}) = 1$, it follows that $w_{i}(u_{i}) = 1$, $1 \leq i \leq k$. We note also that $u_{0} = d_{0}(d_{1}(\cdots (d_{k-1}(u_{k})) \cdots))$.

By Proposition 4, if $w(x) = w_{0}(x)$ and $u_{0} = u$ are given satisfying $w(u) = 1$,
there exists a chain of the sort described above such that the numbers of
critical triples in $A(w_0, u_0), A(w_1, u_1), \cdots$ decrease strictly until some
$A(w_k, u_k)$ is reached that contains no critical triples. Since $A(w_0, u_0)$ contains
at most $t+1$ critical triples, where $t$ is the degree of $w(x)$, we shall have
$k \leq t+1$. Since $w_k(u_k) = 1$, while $A(w_k, u_k)$ contains no critical triples, it
follows by Proposition 3 that $w_k$ is in $B(w_k)$.

Associate with each $w(x)$ the set $D(w)$ of all elements $u$ such that, for
some $k \leq t+1$, there exist $w_0(x) = w(x), \cdots, w_k(x)$ and $d_0(x), \cdots, d_{k-1}(x)$,
related as above, together with an element $u_k$ in $B(w_k)$ such that
$u = d_0(d_1(\cdots (d_{k-1}(u_k)) \cdots ))$. Then the argument just given establishes
the following.

**Proposition 5.** If $w(u) = 1$, then $u$ is in $D(w)$.

The set $U(w)$ of all $u$ in $F_0$ such that $w(u) = 1$ is, in general, infinite; since
$U(w) \subseteq D(w)$, the set $D(w)$ must inevitably also be infinite in general. How-
ever, $B(w)$ is finite, and the elements of $C(w)$ are among the values of a
finite set of parametric words, obtained by replacing the integers $m, n$ ap-
ppearing in the definition of $C(w)$ by parameters $\mu$ and $\nu$. By this device we
shall define a finite set $D'(w)$ of parametric words whose values include all
$u$ such that $w(u) = 1$.

There is only one obstacle to be surmounted. If we define $w_0(x) = w(d(x))$ where
now $d(x)$ contains parameters, say $d(x) = p z^x z^{-p} p^{-1}$, we find that the
coefficients $c_i$ of $w_0(x)$ now contain parameters, and in order to continue with
the definition of a set $C'(w_i)$ of appropriate $d_1(x)$, we are required to find some
substitute for the conditions, such as $c_i^{\pm 1} = p \cdot z \cdot p^{-1}$, that appear in the defini-
tion of $C(w)$.

For this purpose we need a precise concept of *parametric word*. Recur-
sively, we define a parametric word of height 0 to be any ordinary reduced
word (containing no parameters), while, for $t > 0$, we define a parametric
word of height $t$ to be a formal expression

$$
\omega = \omega_1 \omega_2 \cdots \omega_n
$$

where the $\omega_1, \cdots, \omega_n$ are parametric words of height $t-1$ and the elements
$\alpha_1, \cdots, \alpha_n$ are polynomials in $X = Z[v_1, \cdots, v_d]$ for some $v_1, \cdots, v_d$. For
our purposes it is not important to specify in detail what is meant by $\omega^{-1}$,
by a word $\omega(x)$ with coefficients $\gamma_i$, nor how the coefficients of $\omega_1(x) = \omega(\delta(x))$
are specified, where $\delta(x) = ax \beta$ and $\alpha, \beta$ are parametric words not containing $x$.

A *factorization* relation, $\omega \sim \phi; \psi$ for parametric words will now be defined
recursively. If $\omega$ is of height 0 we require that $\phi$ and $\psi$ be of height 0, and that
$u = v \cdot z$, where $u, v, z$ are the elements of $F_0$ represented by $\omega, \phi, \psi$. For $\omega$, as
above, of height $t > 0$, we require that

$$
\phi = \omega_1 \omega_2 \cdots \omega_\beta, \quad \psi = \xi \omega_\delta \omega_{h+1} \cdots \omega_n
$$
where $1 \leq h \leq n$, where $\beta$, $\gamma$ are parameters, and $\eta$, $\xi$ are parametric words of height $t-1$ such that $\omega \sim \eta \cdot \xi$. We define $\omega \sim \omega_1 \cdot \omega_2 \cdot \cdots \cdot \omega_n$ to mean that $\omega \sim \omega_1 \cdot \eta_1 \sim \omega_2 \cdot \eta_2 \cdot \cdots \cdot \eta_{n-2} = \eta_{n-1} \sim \omega_n$ for some $\eta_1, \cdots, \eta_{n-1}$.

It is routine to verify that if a parametric word $\omega$ represents an element $u$ of $F_0$ under a certain assignment of values to the parameters, and if $u = u_1 \cdot u_2 \cdot \cdots \cdot u_n$, then there exist $\omega_1, \omega_2, \cdots, \omega_n$ such that $\omega \sim \omega_1 \cdot \omega_2 \cdot \cdots \cdot \omega_n$ and that each $\omega_i$ represents corresponding $u_i$ under the same assignment of values.

We can now paraphrase the definitions of $D(w)$, $C(w)$, and $D(w)$ for $\omega(x)$ that contain parameters. We define $B'(w)$ to consist of all elements of the following forms:

(i) $\phi^{-1} \psi^{-1}$ where some $\gamma_i^{-1} \sim \eta$ and $\gamma_j^{-1} \sim \psi$ where $\gamma_i, \gamma_j$ coefficients of $\omega(x)$;

(ii) $\phi \cdot \psi$ where some $\gamma_i^{-1} \sim \phi^{-1} \psi^{-1}$, $\gamma_i$ coefficients of $\omega(x)$;

(iii) $\phi \cdot \psi$ where some $\gamma_i^{-1} \sim \phi \cdot \psi$.

(We note that, to avoid certain ambiguities, we have made the set $B'(w)$ somewhat larger than necessary.) We define $C'(w)$ to consist of all parametric words of the following form:

(i) $\phi \cdot \psi \cdot \chi$ where some $\gamma_i^{-1} \sim \phi \cdot \psi \cdot \chi$ and $\mu$, $\nu$ are parameters.

The definition of $D'(w)$ now parallels exactly that of $D(w)$ in terms of the $B(w)$ and $C(w)$.

It is clear from the manner of definition of $D'(w)$ that, in the case that $\omega(x) = w(x)$ contains no parameters, $U(w)$ is included in the set of values of the elements of $D'(w)$. As defined, $D'(w)$ is not finite, since we have imposed no restriction on the new parameters introduced in the factorization process, or, explicitly, in the definition of $C'(w)$. Consequently we modify the definition by supposing the set of all parameters ordered, and requiring that in an element of $D'(w)$ these parameters be all distinct, and constitute an initial set of the totality of parameters. With this requirement, $D'(w)$ is finite, and we have established the following.

PROPOSITION 6. There is an effective process associating with each $w(x)$ a finite set $D'(w)$ of parametric words such that the set of their values includes all $u$ in $F_0$ satisfying $w(u) = 1$.

3. A class constituting all solutions. Proposition 6 effectively associates with each nontrivial $w(x) = w(x, a_1, \cdots, a_r)$ a finite set of parametric words $\phi_1, \cdots, \phi_n$ in the generators $a_1, \cdots, a_r$, and containing certain parameters $\nu_1, \cdots, \nu_d$, such that each element $u$ in the free group $F_0$ on generators $a_1, \cdots, a_r$ that satisfies $w(u) = 1$ is the value of some $\phi_i$, $1 \leq i \leq n$, under a suitable substitution of integers for the parameters $\nu_1, \cdots, \nu_d$. Our ultimate goal is to replace these $\phi_i$, effectively, by a finite set of parametric words $\psi_1, \cdots, \psi_m$, such that the union of the sets $V(\psi_j)$ of their values is precisely the set $U(w)$ of all $u$ in $F_0$ that satisfy $w(u) = 1$. To accomplish this it will
clearly suffice to show that given \( w(x) \) and \( \phi \) effectively determine \( \psi_1, \ldots, \psi_s \), such that

\[
U(w) \cap V(\phi) \subseteq V(\psi_1) \cup \cdots \cup V(\psi_s) \subseteq U(w).
\]

For this we use the main concepts and results of [2], which we will summarize as required. A word henceforth will be a pair \((\omega, C)\), where \( \omega \) is the sort of formal expression that was called a “parametric word” previously, and \( C \) is a finite set of formal conditions \( \rho \alpha = \rho \beta \) or \( \rho \alpha < \rho \beta \), where \( \alpha \) and \( \beta \) are elements of \( X = \mathbb{Z}[v_1, \ldots, v_d], d \geq 0 \). If \( \rho \) is any retraction of \( X \) onto \( \mathbb{Z} \), that is, any assignment of values in \( \mathbb{Z} \) to the parameters, we denote by \( \rho \omega \) the element of \( F_0 \) represented by \( \omega \) under this substitution. For the set of all values \( \rho \omega \) of \( \omega \) under \( \rho \) satisfying the conditions \( C \) we write \( V(\omega, C) \).

The roots of \( \omega \) are those expressions \( \xi \) such that \( \omega \) contains a part \( \xi^\alpha \), with \( \alpha \) not a constant; the exponents of \( \omega \) are the \( \alpha \) thus occurring. A word \((\eta, C)\) is primitive if \((\eta, C) \equiv (\xi^\alpha, C) \) only for \( \alpha = \pm 1 \); that is, the \( X \)-group axioms together with equations \( \beta = \gamma \) whenever \( C \) contains the condition \( \rho \beta = \rho \gamma \), do not suffice to imply any equation \( \eta = \xi^\alpha \) except for \( \alpha = \pm 1 \). Those properties of a normal word \((\omega, C)\), as defined in [2], that are essential here are the following: all its roots are primitive, that is, \((\xi, C)\) is primitive for every root \( \xi \) of \( \omega \); all its exponents are positive, that is, \( C \) contains \( \rho \alpha > 0 \) for every exponent \( \alpha \) of \( \omega \); and 1 does not belong to \( V(\omega, C) \) unless \( \omega = 1 \) identically. It is a trivial matter to see that none of the results of [2] is affected if we impose on normal words the additional condition that for any linear \( \alpha \) in \( X \), if the set of values \( \rho \alpha \) for \( \rho \) satisfying \( C \) is finite, then it consists of only a single integer.

Let \( w(x) \) be fixed henceforth. A reduction chain for an expression \( \phi \) is defined to be a sequence \((\omega_1, C_1), \ldots, (\omega_n, C_n)\), for some \( n \geq 1 \), with the following properties:

1. \( \omega_1 = w(\phi) \); and \( C_1 \) implies no nontrivial equation, that is, implies \( \rho \alpha = \rho \beta \) only for \( \alpha = \beta \);
2. \( (\omega_n, C_n) \) is normal; and, for each root \( \xi \) of \( \phi \), \((\xi, C_n)\) is primitive;
3. for each \( i, 1 \leq i < n \), \((\omega_i, C_i) \) and \((\omega_{i+1}, C_{i+1})\) are related in one of the following ways:
   3a. \( \omega_{i+1} = \omega_i \) and \( C_{i+1} \) is equivalent to \( C_i \);
   3b. \( C_{i+1} = C_i \) and \( \omega_{i+1} \) results from \( \omega_i \) by replacing some occurrence of \( \alpha \) by \( \beta \) where \( C_i \) contains \( \rho \alpha = \rho \beta \);
   3c. \( C_{i+1} = C_i \) and \( \omega_{i+1} \) results from \( \omega_i \) by an application of one of the \( X \)-group axioms, with the proviso that the axiom \( u^\alpha u^\beta = u^{\alpha+\beta} \) is never used to introduce an exponent of higher degree than those already present;
   3d. \( \omega_{i+1} = \omega_i \) and \( C_{i+1} \) is obtained by adjoining to \( C_i \) a condition \( \rho \alpha > 0 \) or \( \rho \alpha = 0 \), where \( \alpha \) is a linear combination of the exponents of \( \omega_i \).

We observe immediately that \( V(\omega(\phi), C_n) = V(\omega_n, C_n) \).

**Lemma 1.** If \((\omega_1, C_1), \ldots, (\omega_n, C_n)\) is a reduction chain for \( \phi \), where all
exponents of φ are linear, then there exists (ψ, D) such that V(φ, C_n) ⊆ V(ψ, D), that (w(ψ), D) has a normal form (χ, D), and that D implies no nontrivial equation.

Proof. If C_n implies no nontrivial equation, we can take ψ = φ and D = C_n. This is the case, in particular, if the number d of parameters is 0. For an induction, we assume that d > 0, and that the lemma holds for all d' < d. In view of our opening remark, it suffices to treat the case that some C_k implies a nontrivial equation. Our main task is to show that the first such C_k then implies a linear equation.

We shall establish by induction that, for 1 ≤ i < k, each (ω_i, C_i) has the following property:

(P) if ξ is a root of ω_i, then (ξ, C_i) = (η^m, C_i), where m is an integer and η is a conjugate of some root ξ of φ; every exponent α of ω_i is linear; and C_i implies no nontrivial equation.

Now (ω_1, C_1) has the property P. For the roots of ω_1 = w(φ) are evidently powers of the roots of φ; every exponent of ω_1 is a linear combination of those of φ, which are linear by the hypothesis of the lemma; and C_1 implies no nontrivial equation because of condition (1) in the definition of a reduction chain.

Assume now that, for some i, (ω_i, C_i) has the property P, and examine the circumstances under which (ω_{i+1}, C_{i+1}) will have the same property. Cases 3a and 3b are immediate. In Case 3c, application of the axiom u^i = u or the axiom u^α u^β = u^{α+β}, subject to the stated proviso, introduces no new roots and no nonlinear exponents. Application of the axiom u(uv)^α = (uv)^α u introduces no new exponents, and only roots that are conjugates of roots of ω_i. Application of the remaining axiom, (u^α)^β = u^{αβ}, preserves P provided either α or β is a constant; we shall show that the case of α, β both nonconstant can not arise. Since αβ is nonlinear, the hypothesis that (ω_i, C_i) satisfies P precludes that ω_i should have any part ξ^{αβ}. For the other possibility, suppose that ω_i contained a part (ξ^α)^β with β nonconstant. Then (ξ^α, C_i) = (η^m, C_i) for some integer m and η conjugate to a root ξ of φ, and, for some conjugate θ of ξ we should have (θ^α, C_i) = (η^m, C_i), whence, a fortiori, (θ^α, C_n) = (η^m, C_n). By condition (2), (ξ, C_n) is primitive, whence it follows easily that α divides m, hence α is a constant.

Under Case 3d, as long as C_{i+1} implies no nontrivial equation, P is preserved. In particular, if C_k is the first that implies a nontrivial equation, then (ω_1, C_1), · · · , (ω_{k-1}, C_{k-1}) all satisfy P, and (ω_k, C_k) must be obtained, under Case 3d, by adjoining to C_{k-1} a relation ρα > 0 or ρα = 0. Since all exponents of ω_i are linear, α must be linear. A new condition ρα > 0 can imply an equation only if C_{k-1} already implies a condition ρα ≤ h for some integer h, so that C_k implies that ρα be one of the integers 1, 2, · · · , h. In any case, C_k and therefore C_n implies that ρα assume one of a finite set of values, and hence, in view of the additional condition that has been imposed on normal words,
C_n must imply that $\rho \alpha = h'$ for some integer $h'$. Restating this, we have that $C_n$ implies some $\rho \alpha' = 0$ where $\alpha'$ is linear and nonconstant.

A nonsingular linear, possibly nonhomogeneous, transformation on the parameters $\nu_1, \ldots, \nu_d$ does not invalidate any of the foregoing considerations, and permits us to suppose that $C_n$ implies the equation $\rho \nu_d = 0$. We now form $\phi'$ and a chain $(\omega'_1, C'_1), \ldots, (\omega'_n, C'_n)$ by everywhere replacing $\nu_d$ by 0. Then all exponents of $\phi'$ are surely linear. To verify that the new chain is a reduction chain, conditions (1) and (3) are immediate, while (2) follows from the observation that $C_n$ contained the condition $\rho \nu_d = 0$.

The inductively assumed case of the lemma for $d - 1$ then gives us $(\psi, D)$ such that $V(\phi', C'_n) \subseteq V(\psi, D)$, that $(w(\psi), D)$ has a normal form $(\chi, D)$, and that $D$ implies no nontrivial equation. Using again the fact that $C_n$ implies $\rho \nu_d = 0$, we see that $V(\phi, C_n) = V(\phi', C'_n)$, whence $(\psi, D)$ satisfies the conclusion of the lemma.

**Lemma 2.** If, for all roots $\xi$ of $\phi$, the word $(\xi, 0)$ is primitive, and if all exponents of $\phi$ are linear, then there exist $\phi_1, \ldots, \phi_n$, for some $r \geq 0$, such that

$$U(\omega) \cap V(\phi, 0) \subseteq V(\phi_1, 0) \cup \cdots \cup V(\phi_n, 0) \subseteq U(\omega).$$

**Proof.** We shall use the following two basic properties of the reduction to normal form: if some $(\gamma, C)$ has a normal form consisting of the words $(\gamma_1, C_1), \ldots, (\gamma_n, C_n)$, $n \geq 0$, then

(i) a retraction $\rho$ satisfies $C$ if and only if $\rho$ satisfies one of $C_1, \ldots, C_n$;

(ii) $V(\gamma, C) = V(\gamma_1, C_1) \cup \cdots \cup V(\gamma_n, C_n)$.

Let $(w(\phi), 0)$ have a normal form $(\sigma_1, S_1), \ldots, (\sigma_m, S_m)$. Write $I = \{1, 2, \ldots, m\}$. From (i) it follows that $V(\phi, 0) = V(\phi, S_1) \cup \cdots \cup V(\phi, S_m)$, whence

(iii) $U \cap V(\phi, 0) = \bigcup_{i \in I} [U \cap V(\phi, S_i)]$.

Let $I_1$ be the subset of $I$ consisting of those $i$ such that $(\xi, S_i)$ is not primitive, for some root $\xi$ of $\phi$. Then $(\xi, S_i) \equiv (\eta^\beta, S_i)$ for some $\eta$ with $(\eta, S_i)$ primitive, and some $\beta \neq \pm 1$. Now $\phi$ contains a part $\xi^\alpha$, for some $\alpha$, and, if we form $\phi'_i$ by replacing this part by $\eta^\nu$, where $\nu$ is a new indeterminate, then $\phi'_i$ is, in an obvious sense, shorter than $\phi$. Since the only root of $\phi'_i$ that is possibly not a root of $\phi$ is $\eta$, and $(\eta, S_i)$ and therefore $(\eta, 0)$ is primitive, and the only exponent of $\phi'_i$ that is not an exponent of $\phi$ is $\nu$, which is linear, $\phi'_i$ as well as $\phi$ satisfies the hypotheses of the lemma. By an induction on length, we may suppose that $\phi'_i$, shorter than $\phi$, also satisfies the conclusion of the lemma. Thus there exist $\phi_{i_1}, \ldots, \phi_{i_{n_i}}$, for some $n_i \geq 0$, such that

$$U \cap V(\phi'_i, 0) \subseteq \bigcup_{1 \leq i \leq n_i} V(\phi_{i_j}, 0) \subseteq U.$$

Clearly $V(\phi, S_i) \subseteq V(\phi'_i, S_i) \subseteq V(\phi'_i, 0)$, whence it follows that

(iv) $$U \left[ U \cap V(\phi, S_i) \right] \subseteq \bigcup_{i \in I_1} \bigcup_{1 \leq i \leq n_i} V(\phi_{i_j}, 0) \subseteq U.$$
Next, let \( i \) belong to \( I - I_1 \), that is, suppose that, for each root \( \xi \) of \( \phi \), the word \((\xi, S_i)\) is primitive.

We assert that the process of reduction to normal form, as set forth in [2], when applied to \((w(\phi), 0)\), yields a reduction chain for \( \phi \) with last term \((\omega_n, C_n) = (\omega_i, S_i)\). Condition (1) is trivial, since \( C_1 = 0 \), and condition (2) holds by hypothesis. All the parts of condition (3) are contained in the definition of the reduction process, excepting the proviso attached to the use of the axiom \( u^\alpha u^\beta = u^{\alpha + \beta} \), and the condition under (3d) that \( \alpha \) be a linear combination of the exponents of \( \omega_j \). But it can be seen by inspection that the algorithm given in [2] for reduction to normal form in fact conforms to these additional requirements. Therefore Lemma 1 provides us with a word \((\psi_i, T_i)\) such that \( V(\phi, S_i) \subseteq V(\psi_i, T_i) \), that \((w(\psi_i), T_i)\) has a normal form \((x_i, T_i)\), and that \( T_i \) implies no nontrivial equation.

Define \( I_2 \) to be the subset of \( I - I_1 \) consisting of all \( i \) for which \( x_i \neq 1 \). By (ii), since \((w(\psi_i), T_i)\) has normal form consisting of \((x_i, T_i)\) alone, \( V(w(\psi_i), T_i) = V(x_i, T_i) \). By a property of normal words stated earlier, \( x_i \neq 1 \) implies that \( 1 \) does not belong to \( V(x_i, T_i) \), and therefore not to \( V(w(\psi_i), T_i) \). This means that, for all \( \rho \) satisfying \( T_i \), \( w(\rho \psi_i) = \rho w(\psi_i) \neq 1 \), or, in other words, \( U \cap V(\psi_i, T_i) = 0 \). Since \( V(\phi, S_i) \subseteq V(\psi_i, T_i) \), this implies that

\[
\bigcup_{i \in I_2} \left[ U \cap V(\phi, S_i) \right] = 0.
\]

Finally, for \( i \) in the remaining set \( I_3 = I - I_1 - I_2,  x_i = 1 \). It follows that \((w(\psi_i), T_i) = (1, T_i)\), that is, that \( w(\psi_i) \) reduces to 1 by use only of the axioms for \( X \)-groups, together with equations \( \alpha = \beta \) where \( T_i \) contains the equation \( \rho \alpha = \rho \beta \). Since \( T_i \) contains no nontrivial equations, this means that \( w(\psi_i) \) reduces to 1 by use of the axioms alone, which implies that \( w(\rho \psi_i) = \rho w(\psi_i) = 1 \) for all \( \rho \), that is, that \( V(\psi_i, 0) \subseteq U \). Since \( V(\phi, S_i) \subseteq V(\psi_i, T_i) \subseteq V(\psi_i, 0) \), it follows that

\[
\bigcup_{i \in I_3} \left[ U \cap V(\phi, S_i) \right] \subseteq \bigcup_{i \in I_3} V(\psi_i, 0) \subseteq U.
\]

The conclusion of the lemma now follows by splitting the union over \( I \) in the right member of (iii) into unions over \( I_1, I_2, I_3 \), and then applying (iv), (v), and (vi).

**Lemma 3.** For all \( \phi \), there exist \( \phi_1, \ldots, \phi_n \), for some \( n \geq 0 \), such that

\[
U(w) \cap V(\phi, 0) \subseteq V(\phi_1, 0) \cup \cdots \cup V(\phi_n, 0) \subseteq U(w).
\]

**Proof.** Let \((\phi, 0)\) have a normal form \((\phi_1, C_1), \ldots, (\phi_m, C_m)\). From (ii) it follows that

\[
V(\phi, 0) = \bigcup_{1 \leq i \leq m} V(\phi_i, C_i) \subseteq \bigcup_{1 \leq i \leq m} V(\phi_i, 0).
\]
Since each \((\phi_i, C_i)\) is normal, for each root \(\xi\) of \(\phi_i\), the word \((\xi, C_i)\) is primitive, and, a fortiori, \((\xi, 0)\) is primitive. Form \(\phi'_i\) from \(\phi_i\) by replacing all exponents of \(\phi_i\) by distinct indeterminates. The roots of \(\phi'_i\) are the same as those of \(\phi_i\), with \((\xi, 0)\) primitive; and, by construction, the exponents of \(\phi'_i\) are linear. Therefore Lemma 2 applies to \(\phi'_i\) to yield \(\phi_i, \ldots, \phi_{i_n}\), for some \(n_i \geq 0\), such that

\[
U \cap V(\phi'_i, 0) \subseteq \bigcup_{i \leq n_i} V(\phi_{ij}, 0) \subseteq U.
\]

Since clearly \(V(\phi_i, 0) \subseteq V(\phi'_i, 0)\), this gives

\[
U \cap V(\phi_i, 0) \subseteq \bigcup_{i \leq n_i} V(\phi_{ij}, 0) \subseteq U.
\]

Taking the union over all \(i\), \(1 \leq i \leq m\), and using (vii), we obtain

\[
U \cap V(\phi, 0) \subseteq \bigcup_{1 \leq i \leq m} \left[ U \cap V(\phi_i, 0) \right] \subseteq \bigcup_{1 \leq i \leq m} \bigcup_{i \leq n_i} V(\phi_{ij}, 0) \subseteq U,
\]

which completes the proof of the lemma.

It was noted at the beginning of this section that this lemma, together with Proposition 6, suffice to establish our main result.

**Theorem.** There exists an effective procedure that associates with each element \(w(x) \neq 1\) in the free group on generators \(x, a_1, \ldots, a_r\), a finite set of parametric expressions in the generators \(a_1, \ldots, a_r\), with the property that the set of elements \(u\) in the free group on generators \(a_1, \ldots, a_r\) that satisfy \(w(u) = 1\) is exactly the set of elements represented by one of the parametric words under some substitution of integer values for the parameters.
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