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We continue the study of Hilbert spaces, whose elements are entire functions, and which have these three properties:

(H1) Whenever $F(z)$ is in the Hilbert space and has a nonreal zero $w$, the function $F(z)(z - w)/(z - w)$ is in the Hilbert space and has the same norm as $F(z)$.

(H2) For each nonreal number $w$, the linear functional defined on the Hilbert space by $F(z) \rightarrow F(w)$ is continuous.

(H3) Whenever $F(z)$ is in the Hilbert space, the function $F^*(z) = \overline{F(z)}$ is in the Hilbert space and has the same norm as $F(z)$.

If $E(z)$ is an entire function such that

\[ |E(z)| < |E(z)| \]

for $y > 0$ ($z = x + iy$), we write

\[ E(z) = A(z) - iB(z) \]

where $A(z)$ and $B(z)$ are entire functions which are real for real $z$, and

\[ K(w, z) = \frac{B(z)\overline{A}(w) - A(z)\overline{B}(w)}{[\pi(z - w)]}. \]

Let $\mathcal{C}(E)$ be the Hilbert space of entire functions $F(z)$ such that

\[ \|F\|^2 = \int |F(t)|^2 |E(t)|^{-2} dt < \infty, \]

with integration on the real axis, and

\[ |F(z)|^2 \leq \|F\|^2 K(z, z) \]

for all complex $z$. For each complex number $w$, $K(w, z)$ belongs to $\mathcal{C}(E)$ as a function of $z$ and

\[ F(w) = \langle F(t), K(w, t) \rangle \]

for every $F(z)$ in $\mathcal{C}(E)$. It was shown in [7] that every nonzero Hilbert space of entire functions which satisfies (H1), (H2), and (H3) is equal isometrically to some such $\mathcal{C}(E)$.

The typical example of such a space occurs in Fourier analysis, and then there is a family $(E(a, z))$ of entire functions satisfying (1), $a > 0$:

Received by the editors January 5, 1961.

(*) This research was supported by the United States Air Force under contract No. AF49(638)-253.

73
\[ E(a, z) = \exp(-iaz) \]
\[ A(a, z) = \cos(az), \quad B(a, z) = \sin(az). \]

When \( a \leq b \), \( \mathcal{K}(E(a)) \) is contained isometrically in \( \mathcal{K}(E(b)) \), and every one of these spaces is contained isometrically in \( L^2(-\infty, \infty) \). A necessary and sufficient condition that an entire function \( F(z) \) belong to \( \mathcal{K}(E(a)) \) is that it be of the form

\[ \pi F(z) = \int f(t) \cos(tz)dt + \int g(t) \sin(tz)dt, \]

where \( f(t) \) and \( g(t) \) are measurable complex valued functions of \( t \geq 0 \), which are square integrable and which vanish a.e. outside of \([0, a]\); in this case,

\[ \pi \int |F(t)|^2dt = \int |f(t)|^2dt + \int |g(t)|^2dt. \]

This is a relatively trivial interpretation of the celebrated Theorem X of Paley and Wiener [12]. There is a closely analogous integral representation valid in the most general space \( \mathcal{K}(E) \). For simplicity of presentation, we will suppose that \( E(z) \) has no real zeros and that \( E(0) = 1 \).

Let

\[ m(t) = \begin{pmatrix} \alpha(t) & \beta(t) \\ \gamma(t) & \delta(t) \end{pmatrix} \]

be a matrix valued function of \( t > 0 \), where \( \alpha(t), \beta(t), \gamma(t) \) are real valued, absolutely continuous functions of \( t > 0 \) such that

1. \( \alpha'(t) \geq 0, \quad \gamma'(t) \geq 0, \quad \beta'(t)^2 \leq \alpha'(t)\gamma'(t) \)
a.e. for \( t > 0 \),
2. \( \alpha(t) > 0 \quad \text{for} \quad t > 0 \quad \text{and} \quad \lim_{t \to 0} \alpha(t) = 0, \)
3. \( \lim_{t \to \infty} [\alpha(t) + \gamma(t)] = \infty. \)

A real number \( b > 0 \) is said to be singular with respect to \( m(t) \) if it belongs to an open interval \((a, c)\) in which \( \alpha'(t), \beta'(t), \gamma'(t) \) are equal a.e. to constant multiples of a single function and

\[ \beta'(t)^2 = \alpha'(t)\gamma'(t) \]
a.e. Otherwise, a number \( b > 0 \) is said to be regular with respect to \( m(t) \). Let \( L^2(m) \) be the Hilbert space of (equivalence classes of) pairs \((f(t), g(t))\) of measurable complex valued functions of \( t \geq 0 \) such that
\[ \|(f, g)\|^2 = \int (f(t), g(t)) dm(t) (f(t), g(t))^{-} < \infty. \]

Here,

\[ (f(t), g(t))^{-} = \begin{pmatrix} \tilde{f}(t) \\ \tilde{g}(t) \end{pmatrix} \]

and the integral is to be interpreted as

\[ \int (f(t), g(t)) dm(t) (f(t), g(t))^{-} dt. \]

By the equivalence of \((f_1(t), g_1(t))\) and \((f_2(t), g_2(t))\) in an interval \((a, b)\), we mean that

\[ \int_a^b (f(t), g(t)) dm(t) (f(t), g(t))^{-} = 0 \]

where

\[ (f(t), g(t)) = (f_2(t), g_2(t)) - (f_1(t), g_1(t)). \]

Let \(L^2_0(m)\) be the closed subspace of \(L^2(m)\) formed by the elements \((f, g)\) of \(L^2(m)\) such that \((f(t), g(t))\) is equivalent to a constant in any interval \((a, b)\) containing only singular points with respect to \(m(t)\). Since \(\beta(t)\) is real valued by hypothesis, \((\tilde{f}(t), \tilde{g}(t))\) belongs to \(L^2(m)\) whenever \((f(t), g(t))\) belongs to \(L^2(m)\) and these elements have the same norm; if one belongs to \(L^2_0(m)\), so does the other. Let \(H\) be the transformation in \(L^2_0(m)\) defined by \((f_2, g_2) = H(f_1, g_1)\) if \((f_1, g_1)\) and \((f_2, g_2)\) are elements of \(L^2_0(m)\), and \((f_1, g_1)\) is (equivalent to a pair of functions) such that \(f_1(t)\) is continuous for \(t > 0\), \(g_1(t)\) is continuous for \(t > 0\), \(g_1(0) = 0\), and

\[ (f_1(b), g_1(b)) - (f_1(a), g_1(a)) = \int_a^b (f_2(t), g_2(t)) dm(t) \]

whenever \(0 < a < b < \infty\). Here,

\[ I = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix} \]

and (5) is to be taken in the sense that

\[ g_1(b) - g_1(a) = \int_a^b [f_2(t)\alpha'(t) + g_2(t)\beta'(t)] dt, \]

\[ f_1(a) - f_1(b) = \int_a^b [f_2(t)\beta'(t) + g_2(t)\gamma'(t)] dt. \]
Both integrals are absolutely convergent by the Schwarz inequality, because of (2) and the finiteness of \(|(f_2, g_2)|\). The transformation \(H\) is well-defined because the step functions which belong to \(L^2(m)\) are dense in \(L^2(m)\). Note that if \((f_1, g_1)\) is in the domain of \(H\), then so is \((f_2, g_2)\); if \((f_2, g_2) = H(f_1, g_1)\), then \((f_2, g_2) = H(f_1, g_1)\).

By a Hilbert space, we mean a complete inner product space over the complex numbers, with no restriction on dimension. The spaces which actually occur are separable, but they may have finite dimension. Our transformations are linear, but they need not be everywhere defined or bounded.

Our generalization of the Paley-Wiener theorem will take place in several stages, as announced in [9]. In the first theorem, we develop the concept of a one-parameter family of Hilbert spaces of entire functions in analogy with the family \(E(a, z) = \exp(-iaz)\). In the second theorem, we show that such a family is present whenever we are given a single Hilbert space of entire functions and a measure which determines its norm. The third theorem is the proper generalization of the Fourier transform in the Paley-Wiener fashion. It also describes the significance of this transformation for the underlying self-adjoint transformation \(H\). In this formulation, we are equally indebted to Paley and Wiener [12] and to Stone [13].

**Theorem I.** Let \(m(t)\) be a matrix-valued function of \(t > 0\) which satisfies (2), (3), and (4). Suppose that there exists a family \((E(t, a))\) of entire functions satisfying (1) with no real zeros, such that \(E(t, 0) = 1, t > 0\), such that for each complex number \(w\), \(E(t, w)\) is a continuous function of \(t > 0\),

\[
(A(b, w), B(b, w))I - (A(a, w), B(a, w))I = w \int_a^b (A(t, w), B(t, w)) dm(t)
\]

whenever \(0 < a < b < \infty\), and

\[
\lim_{a \to 0} K(a, w, w) = 0.
\]

Then, when \(a < b\) are regular points with respect to \(m(t)\), \(\mathcal{C}(E(a))\) is contained isometrically in \(\mathcal{C}(E(b))\). For all nonreal numbers \(w\),

\[
\lim_{b \to \infty} K(b, w, w) = \infty.
\]

There is a unique non-negative measure \(\mu\) on the Borel sets of the real line such that

\[
\int (1 + t^2)^{-1} |E(a, t)|^2 d\mu(t) < \infty
\]

for each regular \(a > 0\), and

\[
\frac{\gamma}{\pi} \int \frac{|E(a, t)|^2 d\mu(t)}{(t - x)^2 + \gamma^2} = \lim_{b \to \infty} \frac{\gamma}{\pi} \int \frac{|E(a, t)|^2 |E(b, t)|^{-2}}{(t - x)^2 + \gamma^2} dt
\]
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for $y > 0$. When $a > 0$ is regular with respect to $m(t)$, $\mathcal{H}(E(a))$ is contained isometrically in $L^2(\mu)$. The union of the spaces $\mathcal{H}(E(a))$, with a regular, is dense in $L^2(\mu)$.

**Theorem II.** Let $E(z)$ be an entire function which satisfies (1) and has no real zeros, such that $E(0) = 1$. Let $\nu$ be a non-negative measure on the Borel sets of the real line such that $\mathcal{H}(E)$ is contained isometrically in $L^2(\nu)$. Then, $E(z) = E(c, z)$ and $\nu = \mu$ for some choice of $m(t)$ and $E(t, z)$ as in Theorem I, and some $c > 0$ which is regular with respect to $m(t)$.

Let $\chi(a, t)$ be the function which is equal to 1 when $t \leq a$ and equal to 0 when $t > a$.

**Theorem III.** Let $m(t)$ and $E(t, z)$ be as in Theorem I.

(A) Let $c > 0$ be regular with respect to $m(t)$. Then,

$$\chi(c, t)(A(t, w), B(t, w))$$

belongs to $L^2(m)$ as a function of $t$ for every complex number $w$. For each element $(f, g)$ of $L^2(m)$ which is equivalent to zero outside of $[0, c]$, define a corresponding "eigentransform" $F(z)$ by

$$F(w) = \int (f(t), g(t))dm(t)(A(t, w), B(t, w))^{-1}$$

for all complex $w$. Then, $F(z)$ is an entire function, it belongs to $\mathcal{H}(E(c))$, and

$$\pi \int |F(t)|^2d\mu(t) = \int (f(t), g(t))dm(t)(f(t), g(t))^{-1}.$$ 


If $G(z)$ is in $\mathcal{H}(E(c))$, then $G(z)$ is equal to $F(z)$ for some such choice of $(f, g)$. If $F(z)$ is the eigentransform of $(f, g)$, then $F^*(z)$ is the eigentransform of $(\bar{f}, \bar{g})$.

(B) Let $c > 0$ be regular with respect to $m(t)$. Let $(f_1, g_1)$ be an element of $L^2(m)$ which is equivalent to zero outside of $[0, c]$, and let $F_1(x)$ be the corresponding eigentransform. A necessary and sufficient condition that $(f_1, g_1)$ be in the domain of $H$ and that $(f_1(c), g_1(c)) = 0$ is that $zF_1(z)$ belong to $\mathcal{H}(E(c))$. In this case, let $(f_2, g_2) = H(f_1, g_1)$ and let $F_2(z)$ be the corresponding eigentransform. Then, $F_2(z) = zF_1(z)$ for all complex $z$.

(C) If $(f, g)$ is in $L^2(m)$, the corresponding eigentransform $F(x)$, defined by

$$F(x) = \lim_{c \to \infty} \int_0^c (f(t), g(t))dm(t)(A(t, x), B(t, x))^{-1},$$

exists with convergence in the metric of $L^2(\mu)$, and (10) holds. Every element $G(x)$ of $L^2(\mu)$ is equal, a.e. with respect to $\mu$, to the eigentransform $F(x)$ of an element $(f, g)$ of $L^2(m)$. If $F(x)$ is the eigentransform of $(f, g)$, then $\overline{F}(x)$ is the eigentransform of $(\bar{f}, \bar{g})$.

(D) Let $(f_1, g_1)$ be an element of $L^2(m)$ and let $F_1(x)$ be the corresponding
eigentransform. A necessary and sufficient condition that \((f_1, g_1)\) be in the domain of \(H\) is that \(xF_1(x)\) be in \(L^2(\mu)\). In this case, let \((f_2, g_2) = H(f_1, g_1)\) and let \(F_2(x)\) be the corresponding eigentransform. Then, \(F_2(x) = xF_1(x)\) a.e. with respect to \(\mu\).

Probably the most interesting of these three theorems is Theorem II. From a single Hilbert space of entire functions we are able to extrapolate a whole family of such Hilbert spaces with isometric inclusions. In other words, the choice of a single function \(E(z)\) satisfying (1) invokes a giant apparatus similar to that of Fourier analysis. For the spaces containing \(\mathcal{K}(E)\), we use a measure which determines the norm of \(\mathcal{K}(E)\). All such measures were previously determined in Theorem V of [8]. No choice of measure is needed to obtain the spaces contained in \(\mathcal{K}(E)\). This half of the theorem has previously been obtained in Theorem V of [10] in the case that \(E(z)\) has genus 0 or 1. The proofs do not provide any effective method for making the construction. If an entire function \(E(z)\) satisfying (1) is given, say by a Hadamard factorization, we have no effective general method of finding an associated one-parameter family of entire functions satisfying (1). Nevertheless, such calculations can be made in special cases. Since these computations are quite complicated, we have preferred to restrict ourselves to a single typical example, which we give in great detail, rather than discuss a large number of cases less completely.

The gamma function \(\Gamma(z)\) may be used to construct an interesting example of a Hilbert space of entire functions. From our point of view, it is more natural to work with its reciprocal \(S(z)\), which is an entire function. Since the gamma function satisfies the identity

\[ \Gamma(z + 1) = z\Gamma(z), \]

the reciprocal satisfies the identity

\[ S(z) = zS(z + 1). \]

It follows that \(S(z)\) has zeros at the nonpositive integers, and we are led to conjecture a factorization of the form

\[ S(z) = e^{\gamma_0 z} \prod_{n=1}^{\infty} (1 + z/n) e^{-z/n}, \]

which is known to hold for a suitable choice of the real number \(\gamma_0\), Euler's constant. See Whittaker and Watson [15, Chapter XII]. On taking the logarithm and the derivative of each side, we find that

\[ \text{Re } iS'(z)/S(z) = y \sum_{n=1}^{\infty} |z + n|^{-2} > 0 \]

for \(y > 0\). It follows that the function \(S'(z) - iS(z)\) satisfies (1). It has no real
zeros and it has value 1 at the origin. The construction follows the standard proof of Laguerre's theorem, as in, say, Boas [1, p. 23].

If \( E(z) = S'(z) - iS(z) \), the Hilbert space \( \mathcal{H}(E) \) has the functions

\[
\pi^{-1/2} S(z)/(z + n) \quad (n = 0, 1, 2, \ldots)
\]

as an orthonormal basis. The identity \( zS(z+1) = S(z) \) implies that the space has these two properties.

1. The function \( zF(z+1) \) belongs to \( \mathcal{H}(E) \) whenever \( F(z) \) belongs to \( \mathcal{H}(E) \) and it has the same norm as \( F(z) \).

2. Every element \( G(z) \) of \( \mathcal{H}(E) \) such that \( G(0) = 0 \) is of the form \( G(z) = zF(z+1) \) for some corresponding \( F(z) \) in \( \mathcal{H}(E) \). A study of these two properties leads to a generalization of the gamma function identity.

**Theorem IV.** Let \( E(z) \) be an entire function which satisfies (1), such that \( E(0) = 1 \). A necessary and sufficient condition that \( \mathcal{H}(E) \) satisfy (I) and (II) is that there exist a matrix

\[
P = \begin{pmatrix} \phi & \eta \\ r & s \end{pmatrix}
\]

of real numbers, with \( \det P = 1 \), such that

\[
z(A(z+1), B(z+1))P = \begin{pmatrix} 1 & 0 \\ -z^{-1} & 1 \end{pmatrix}
\]

for all complex \( z \), where \( \alpha = B'(0) > 0 \).

In the gamma function case, the identity (12) is satisfied with

\[
P = 1, \quad A(z) = S'(z), \quad B(z) = S(z), \quad \alpha = 1.
\]

It is then equivalent to the two scalar equations

\[
S(z) = zS(z+1), \quad S'(z) - iS(z) = zS'(z+1).
\]

As we have seen, the first equation is an expression of the gamma function identity. The second equation follows from the first on differentiating each side with respect to \( z \). Although we choose to regard (12) as a generalization of the gamma function identity, it differs from the usual formulation of this identity in two respects. In the first place, it is an identity involving entire functions. In the second place, it is a vector identity involving a pair of entire functions. Nevertheless, because of the role of this identity in Theorem IV, it does have much of the flavor of the classical identity.

Since \( S(z) \) is an entire function of genus 1, \( S'(z) - iS(z) \) has genus 1. We may apply Theorem V of [10] to produce a family \( (E(t, z)) \) of entire functions satisfying (1), \( 0 < t \leq 1 \), such that

\[
E(t, z) = S'(z) - iS(z).
\]
We will have a matrix valued function $m(t)$ defined for $0 < t \leq 1$, so as to satisfy (2), (3), (6), and

$$\int_0^1 \alpha(t) d\gamma(t) < \infty,$$

and

$$\lim_{t \to 0} E(t, z) \exp[\beta(t)z] = 1$$

for all complex $z$. If $a$ is regular with respect to $m(t)$, $\mathcal{K}(E(a))$ is contained isometrically in $\mathcal{K}(E(1))$. Since $\mathcal{K}(E(1))$ satisfies (I) and (II), it is tempting to conjecture that $\mathcal{K}(E(a))$ satisfies (I) and (II). If this is true, then by Theorem IV there is a matrix $P(a)$ of real numbers, with $\det P(a) = 1$, such that

$$z(A(a, z + 1), B(a, z + 1)) P(a) = (A(a, z), B(a, z)) \begin{pmatrix} 1 & 0 \\ -z^{-1} \alpha(a)^{-1} & 1 \end{pmatrix}.$$ 

If one differentiates each side formally with respect to $a$ and simplifies using (6) and (16), one is led after some calculation to conjecture the matrix identity

$$-(z + 1) \begin{pmatrix} 1 & 0 \\ -z^{-1} \alpha(a)^{-1} & 1 \end{pmatrix} P(a)^{-1} m'(a) I P(a) + \begin{pmatrix} 1 & 0 \\ -z^{-1} \alpha(a)^{-1} & 1 \end{pmatrix} P(a)^{-1} P'(a)$$

$$= -zm'(a)I \begin{pmatrix} 1 & 0 \\ -z^{-1} \alpha(a)^{-1} & 1 \end{pmatrix} + \begin{pmatrix} 0 & 0 \\ \alpha'(a) z^{-1} \alpha(a)^{-2} & 0 \end{pmatrix},$$

which turns out to be equivalent to the equation

$$P(a)^{-1} P'(a) = \begin{pmatrix} \beta'(a) & -\alpha'(a) \\ \gamma'(a) & -\beta'(a) \end{pmatrix} + \begin{pmatrix} -\alpha'(a) \alpha(a)^{-1} & 0 \\ -2\beta'(a) \alpha(a)^{-1} & \alpha'(a) \alpha(a)^{-1} \end{pmatrix}$$

and the requirement that $P(a)$ commute with $m'(a)I$. After some calculation, one finds a solution of the form

$$P(a) = 1 + a \log a \begin{pmatrix} v(a) & -1 \\ v^2(a) & -v(a) \end{pmatrix}$$

with

$$\alpha(a) = a, \quad \beta'(a) = v(a), \quad \gamma'(a) = v^2(a)$$

and

$$v'(a) = (a^2 \log a^{-1})^{-1}.$$ 

Our next theorem shows that the above formal considerations do lead to a correct determination of $m(t)$. 
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Theorem V. Let \( v(t) \) be a function satisfying (21), 0 < \( a < 1 \), with the constant of integration chosen so that
\[
v(a) = - S''(0) - a^{-1} \log a^{-1} + \int_a^1 t^{-2} \log t dt.
\]
Let \( \alpha(t), \beta(t), \gamma(t) \) be defined by (20) for 0 < \( a < 1 \) with the constant of integration in \( \beta(t) \) chosen so that
\[
\beta(a) = \log a^{-1} + \int_0^a [v(t) + (t \log t - 1)^{-1}] dt.
\]
Then, (2), (3), and (14) are satisfied and
\[
\beta(1) = \lim_{t \uparrow 1} \beta(t), \quad \gamma(1) = \lim_{t \uparrow 1} \gamma(t)
\]
exist and are finite. Let \( (E(t, z)) \) be the corresponding family of entire functions satisfying (1), 0 < \( t \leq 1 \), such that (6) and (15) are satisfied. Then, (13) holds for all complex \( z \).

In Theorem V, we do not define \( m(t) \) for \( t > 1 \). This might be done in a numbers of ways. For instance, we might take
\[
\alpha(t) = \alpha(1) + t - 1, \quad \beta(t) = \beta(1), \quad \gamma(t) = \gamma(1) + t - 1
\]
so that (4) is satisfied. The corresponding measure \( \mu \), defined as in Theorem I, is absolutely continuous with the density
\[
\mu'(t) = |E(1, t)|^{-2}.
\]

It is interesting to write out the assertion of Theorem III explicitly in the situation of Theorem V. Because (20) holds, it takes an especially simple form. The formula
\[
(f(t), g(t)) \rightarrow f(t) + g(t)v(t)
\]
defines a linear isometric transformation of \( L^2(m) \) onto \( L^2(0, 1) \). Since there are no singular points for this choice of \( m(t), L^2_0(m) \) can be replaced by \( L^2(0, 1) \) in Theorem III, which now has this interpretation for parts A and B.

Theorem VI. Let \( m(t), E(t, z), \) and \( v(t) \) be as in Theorem V.
(A) Then,
\[
\phi(t, w) = A(t, w) + B(t, w)v(t)
\]
belongs to \( L^2(0, 1) \) as a function of \( t \) for every complex number \( w \). For each element \( f(t) \) of \( L^2(0, 1) \), define a corresponding eigentransform \( F(z) \) by
\[
\pi F(w) = \int f(t) \phi(t, w) dt
\]
for all complex \( w \). Then, \( F(z) \) is an entire function, it belongs to \( \mathcal{K}(E(1)) \), and
\[
\pi \int |F(t)|^2 \left| E(1, t) \right|^{-2} dt = \int \left| f(t) \right|^2 dt.
\]

If \( G(z) \) is in \( \mathcal{K}(E(1)) \), then \( G(z) \) is equal to \( F(z) \) for some such choice of \( f(t) \). If \( F(z) \) is the eigentransform of \( f(t) \), then \( F^*(z) \) is the eigentransform of \( \bar{f}(t) \).

(B) Let \( f(t) \) be an element of \( L^2(0, 1) \) and let \( F(z) \) be its eigentransform. A necessary and sufficient condition that \( f(t) \) be (equivalent to) an absolutely continuous function and that for some \( g(t) \) in \( L^2(0, 1) \)
\[
f'(a) = v'(a) \int_0^a g(t) dt
\]
for \( 0 < a < 1 \) and that
\[
f'(t) = o(v'(t)), \quad f(t)v'(t) - v(t)f'(t) = o(v'(t))
\]
as \( t \to 0 \), is that \( zF(z) \) belong to \( \mathcal{K}(E(1)) \). In this case, let \( G(z) \) be the eigentransform of \( g(t) \). Then, \( G(z) = zF(z) \) for all complex \( z \).

We have seen that when \( E(z) = S'(z) - iS(z) \), the function \( zF(z+1) \) belongs to \( \mathcal{K}(E) \) whenever \( F(z) \) belongs to \( \mathcal{K}(E) \) and that it has the same norm as \( F(z) \). It is interesting to see what the transformation \( F(z) \to zF(z + 1) \) corresponds to in \( L^2(0, 1) \).

**Theorem VII.** If \( f(t) \) is in \( L^2(0, 1) \) and if \( \int f(t) dt = 0 \), then
\[
g(t) = f(t) - t^{-1} \int_0^t f(s) ds
\]
is in \( L^2(0, 1) \) and has the same norm as \( f(t) \). Let \( F(z) \) and \( G(z) \) be the corresponding eigentransforms, as in Theorem VI. Then, \( F(z) = zG(z+1) \) for all complex \( z \).

Another way to get a deeper and better understanding of the theorems at the beginning of this paper is to give applications. One way to do this is to take well-known properties of the Fourier transform and look for generalizations in this new context. The Hilbert transform is a close relative of the Fourier transform and it serves our purpose admirably. If \( F(x) \) belongs to \( L^2(\infty, \infty) \), the Hilbert transform \( G(x) \) is defined by
\[
G(x) = P \int \frac{F(t)}{\pi(t-x)} dt,
\]
according to Titchmarsh [14, Chapter V], where \( P \) denotes a principal value at \( t = x \). The function \( G(x) \) is defined for almost all real \( x \), it belongs to \( L^2(\infty, \infty) \), and
\[ \int |G(t)|^2 dt = \int |F(t)|^2 dt \]

and

\[ F(x) = - P \int \frac{G(t)}{\pi (t - x)} \, dt \]

for almost all real \( x \). In order to motivate a generalization, we will write (23) formally as

\[ \pi G(x) = \int \frac{F(t) - F(x)}{t - x} \, dt. \]

Let \( \mu \) be a non-negative measure on the Borel sets of the real line, such that

\[ \int (1 + t^2)^{-1} d\mu(t) < \infty. \]

If \( F(x) \) belongs to \( L^2(\mu) \), we would like to define a function \( G(x) \) formally by

\[ \pi G(x) = \int \frac{F(t) - F(x)}{t - x} \, d\mu(t). \]

In most cases, the integral occurring in (25) is not absolutely convergent. Even if it is, we will not necessarily agree with (25) in our actual definition, which is based on an example. Since \( \mu \) satisfies (24), the function \( F(x) = (x - w)^{-1} \) belongs to \( L^2(\mu) \) if \( w \) is not real. In this case,

\[ \frac{F(t) - F(x)}{t - x} = - \frac{F(x)}{(t - w)} \]

and we should interpret \( G(x) \) as

\[ G(x) = - i\phi(w)F(x) \]

where \( \phi(w) \) is a suitable interpretation of the integral

\[ \phi(w) = \frac{1}{\pi i} \int \frac{d\mu(t)}{(t - w)}. \]

By this, we will mean the choice of a function \( \phi(z) \), defined and analytic in the complement of the real axis, such that \( \phi(\bar{z}) = -\overline{\phi(z)} \), and

\[ \frac{1}{\pi} \int \frac{d\mu(t)}{(t - x)^2 + y^2} = \text{Re} \, \phi(z) \]

when \( z \) is not real. After partial fraction decompositions, this requirement becomes equivalent to the formula
whenever $z$ and $w$ are not real. In the case $d\mu = dx$, this interpretation becomes consistent with the ordinary Hilbert transform on choosing $\phi(z) = 1$ for $\gamma > 0$.

Before completing the definition of our generalized Hilbert transform, we must observe than an important property of the ordinary Hilbert transform is its isometric nature. The generalized Hilbert transform will be an isometric transformation of $L^2(\mu)$ into $L^2(\nu)$ if $\nu$ is a suitably chosen measure. The right choice of $\nu$ is such that

$$
\frac{y}{\pi} \int \frac{d\nu(t)}{(t-x)^2 + y^2} = \text{Re} \phi(z)^{-1}
$$

whenever $z$ is not real. The existence of such a measure follows by the Poisson representation of a function positive and harmonic in a half-plane if $\phi(z)$ is chosen so that

$$
\phi(iy)^{-1} = o(y)
$$

as $y \to +\infty$. Then, when $z$ and $w$ are not real,

$$
\frac{i(w-z)}{\pi} \int \frac{d\nu(t)}{(t-z)(t-w)} = \phi(z)^{-1} + \phi(w)^{-1}
$$

and hence by (27)

$$
\int \frac{\phi(z)\bar{\phi}(w)}{(t-z)(t-w)} d\nu(t) = \int \frac{d\mu(t)}{(t-z)(t-w)}.
$$

We may now interpret (25) in this way. Let $G(x)$ be the unique element of $L^2(\nu)$ such that

$$
\int \frac{G(t)d\nu(t)}{t-w} = i\phi(w)^{-1} \int \frac{F(t)d\mu(t)}{t-w}
$$

whenever $w$ is not real.

**Theorem VIII.** Let $\mu$ and $\nu$ be non-negative measures on the Borel sets of the real line which satisfy (24), (26), and (28) for some choice of a function $\phi(z)$, defined and analytic when $z$ is not real, such that $\phi(2) = -\bar{\phi}(z)$. If $F(x)$ belongs to $L^2(\mu)$, then (31) defines a unique element $G(x)$ of $L^2(\nu)$ and

$$
\int |G(t)|^2d\nu(t) = \int |F(t)|^2d\mu(t).
$$

To see the relevance of the generalized Hilbert transform for Hilbert spaces of entire functions, we must consider another transformation. Let
be a matrix of entire functions which are real for real $z$ and satisfy
\[
A(z)D(z) - B(z)C(z) = 1,
\]
\[
\Re \left[ A(z)D(z) - B(z)C(z) \right] = 1,
\]
\[
[B(z)\overline{A}(z) - A(z)\overline{B}(z)]/(z - \bar{z}) \geq 0,
\]
\[
[D(z)\overline{C}(z) - C(z)\overline{D}(z)]/(z - \bar{z}) \geq 0.
\]

We are particularly interested in the case that $A(z) - iB(z)$ satisfies (1) and (34) $A(iy) - iB(iy) = o[D(iy) + iC(iy)]$ as $y \to +\infty$. In this case, $D(z) + iC(z)$ satisfies (1). The desired transformation is defined in this way.

**Theorem IX.** Let $M(z)$ be a matrix valued entire function which satisfies (33) and suppose that $A(z) - iB(z)$ satisfies (1) and that (34) holds. Then, for every complex number $w$,
\[
L(w, z) = \frac{1 - A(z)\overline{D}(w) + B(z)\overline{C}(w)}{\pi(z - \bar{w})}
\]
belongs to $\mathcal{H}(A - iB)$ as a function of $z$. If $F(z)$ is in $\mathcal{H}(A - iB)$, the entire function $G(z)$ defined by
\[
G(w) = \langle F(t), L(w, t) \rangle_{A - iB}
\]
for all complex $w$, belongs to $\mathcal{H}(D + iC)$ and
\[
\left\| G \right\|_{D + iC}^2 = \left\| F \right\|_{A - iB}^2.
\]

To see the relationship between this last transformation and the generalized Hilbert transform, we must consider a non-negative measure $\mu$ on the Borel sets of the real line such that $\mathcal{H}(A - iB)$ is contained isometrically in $L^2(\mu)$. Then, by Theorem VA of [8],
\[
\frac{y}{\pi} \int \left| A(\bar{t}) - iB(\bar{t}) \right|^2 d\mu(t)/(t - x)^2 + y^2 = \Re \left[ \frac{A(z) - iB(z)}{A(z) - iB(z)} + [A(z) + iB(z)]W(z) \right]
\]
for $y > 0$, where $W(z)$ is a function which is defined and analytic for $y > 0$ and $|W(z)| \leq 1$. By the proof of Theorem VI of [8], formula (26) holds with
\[
\psi(z) = \frac{[D(z) + iC(z)] + [D(z) - iC(z)]W(z)}{[A(z) - iB(z)] - [A(z) + iB(z)]W(z)}
\]
for $y > 0$. If now it is possible to define a non-negative measure $\nu$ on the Borel
sets of the real line by (28), the proof of Theorem VI of [8] suggests the formula

\[
\frac{y}{\pi} \int \frac{|D(t) + iC(t)|^2 dv(t)}{(t - x)^2 + y^2} = \text{Re} \frac{[D(z) + iC(z)] - [D(z) - iC(z)]W(z)}{[D(z) + iC(z)] + [D(z) - iC(z)]W(z)}
\]

for \(y > 0\). In fact, the formula always holds if the elements \(F(z)\) of \(\mathcal{K}(D+iC)\), whose products by \(z\) belong to this space, are dense in this space. The relationship to the generalized Hilbert transform may now be expressed in this way.

**Theorem X.** In the situation of Theorem IX, let \(\mu\) and \(\nu\) be non-negative measures on the Borel sets of the real line such that (37) and (39) hold for some function \(W(z)\), defined and analytic for \(y > 0\), such that \(|W(z)| \leq 1\). Then, \(\mathcal{K}(A-iB)\) is contained isometrically in \(L^2(\mu)\), and \(\mathcal{K}(D+iC)\) is contained isometrically in \(L^2(\nu)\). Formulas (26) and (28) hold with \(\phi(z)\) defined by (38) for \(y > 0\) and by \(\phi(z) = -\bar{\phi}(z)\) for nonreal values of \(z\). Let \(F(z)\) belong to \(\mathcal{K}(A-iB)\) and let \(G(z)\) be the corresponding element of \(\mathcal{K}(D+iC)\) defined by (35). Then, (31) holds.

At this point we should say something about the formal definition (25) of the generalized Hilbert transform. Whereas this formal definition is often meaningless and may not coincide with the actual definition when it (the formal definition) has meaning, it does nevertheless suggest two things which are entirely correct.

**Theorem XI.** In the situation of Theorem IX, if \(F(z)\) is in \(\mathcal{K}(A-iB)\), then

\[
[F(z) - F(w)]/(z - w)
\]

belongs to \(\mathcal{K}(A-iB)\) as a function of \(z\) for every complex number \(w\). If \(G(z)\) is defined by (35), then

\[
G^*(w) = \langle F^*(t), L(w, t) \rangle_{A-iB}
\]

and

\[
\frac{G(z) - G(w)}{z - w} = \langle \frac{F(t) - F(w)}{t - w}, L(z, t) \rangle_{A-iB}
\]

for all complex \(z\).

Our reason for bringing up the generalized Hilbert transform at this time is to describe its relationship to the generalized Fourier transform of Theorem III. To do this, we must consider a matrix valued function \(m(t)\) of \(t > 0\) which satisfies (2), (3), (4), and

\[
\gamma(t) > 0 \quad \text{for} \quad t > 0 \quad \text{and} \quad \lim_{t \rightarrow 0} \gamma(t) = 0.
\]
For each complex number $w$, let $M(t, w)$ be the unique continuous matrix valued function of $t \geq 0$ such that

\begin{equation}
M(a, w)I - I = w \int_0^a M(t, w) dm(t)
\end{equation}

for $a \geq 0$. Then, for each fixed $a \geq 0$,

$$M(a, z) = \begin{pmatrix} A(a, z) & B(a, z) \\ C(a, z) & D(a, z) \end{pmatrix}$$

is a matrix valued entire function of $z$ which satisfies (33) by Theorem VI of [10]. When $a > 0$, $A(a, z) - iB(a, z)$ and $D(a, z) + iC(a, z)$ satisfy (1) and (34) and

\begin{equation}
D(a, iy) + iC(a, iy) = o[A(a, iy) - iB(a, iy)]
\end{equation}

as $y \to \infty$ because of (40) and Lemmas 9 and 10 of [10]. By the proof of Theorem VIII of [10], there exist unique non-negative measures $\mu$ and $\nu$ on the Borel sets of the real line such that for each regular $a > 0$

\begin{equation}
\frac{\gamma}{\pi} \int \frac{|A(a, t) - iB(a, t)|^2 dm(t)}{(t - x)^2 + \gamma^2} = \Re \left[\frac{[A(a, z) - iB(a, z)] + [A(a, z) + iB(a, z)]W(a, z)}{[A(a, z) - iB(a, z)] - [A(a, z) + iB(a, z)]W(a, z)}\right]
\end{equation}

and

\begin{equation}
\frac{\gamma}{\pi} \int \frac{|D(a, t) + iC(a, t)|^2 dm(t)}{(t - x)^2 + \gamma^2} = \Re \left[\frac{[D(a, z) + iC(a, z)] - [D(a, z) - iC(a, z)]W(a, z)}{[D(a, z) + iC(a, z)] + [D(a, z) - iC(a, z)]W(a, z)}\right]
\end{equation}

for $y > 0$, where $W(a, z)$ is a function analytic for $y > 0$ and bounded by 1, defined as in Lemma 1 below. We are in the situation of Theorem X for every regular $a > 0$.

**Theorem XII.** Let $m(t)$ be a matrix valued function of $t > 0$ which satisfies (2), (3), (4), and (40). Let $M(t, z)$ be defined by (41) and let $\mu$ and $\nu$ be the measures defined by (43) and (44).

(A) Let $a > 0$ be regular with respect to $m(t)$ and let $(f, g)$ be an element of $L^2_0(m)$ which is equivalent to zero outside of $[0, c]$. Let $F(z)$ and $G(z)$ be the corresponding entire functions defined by (9) and

\begin{equation}
\pi G(w) = \int (f(t), g(t)) dm(t)(C(t, \bar{w}), D(t, \bar{w}))^{-1}
\end{equation}
for all complex \( w \). Then, \( F(z) \) belongs to \( \mathcal{H}(A(a) - iB(a)) \) and (35) holds with the inner product taken in this Hilbert space and with \( L(w, z) = L(a, w, z) \).

(B) Let \( (f, g) \) be an element of \( L^2_m \), let \( F(x) \) be the corresponding element of \( L^2(\mu) \) defined by (11), and let \( G(x) \) be defined analogously by

\[
G(x) = \lim_{a \to \infty} \int_0^a (f(t), g(t)) dm(t) (C(t, x), D(t, x))^{-}
\]

with convergence in the metric of \( L^2(\nu) \). Then, (31) holds.

Since Theorem XII involves a complicated apparatus, we will describe its effect in the Fourier case which induced the generalization. Then,

\[
\alpha(t) = t, \quad \beta(t) = 0, \quad \gamma(t) = t,
\]

\[
A(t, z) = \cos(tz), \quad B(t, z) = \sin(tz),
\]

\[
C(t, z) = -\sin(tz), \quad D(t, z) = \cos(tz),
\]

\[
d\mu = dt = dv, \quad W(a, z) = 0,
\]

\[
\phi(x + iy) = \text{sgn} \, y.
\]

Every number \( c > 0 \) is regular for this choice of \( m(t) \). The Hilbert space \( L^2_m \) consists of (equivalence classes of) pairs \( (f, g) \) of measurable complex valued functions \( f(t), g(t) \) of \( t \geq 0 \) such that

\[
\| (f, g) \|^2 = \int |f(t)|^2 dt + \int |g(t)|^2 dt.
\]

If \( f(t) \) and \( g(t) \) vanish a.e. for \( t > a \), formula (9) reduces to

\[
\pi F(z) = \int f(t) \cos(tz) \, dt + \int g(t) \sin(tz) \, dt,
\]

whereas (45) reads

\[
\pi G(z) = -\int f(t) \sin(tz) \, dt + \int g(t) \cos(tz) \, dt.
\]

Formula (31) becomes

\[
\int \frac{G(t) \, dt}{t - w} = i \int \frac{F(t) \, dt}{t - w}
\]

when \( w \) is in the upper half-plane; the sign must be reversed in the lower half-plane. Formula (35) is

\[
G(w) = \int \frac{1 - \cos a(t - w)}{\pi(t - w)} \, dt.
\]
These are familiar formulas in the theory of the Hilbert transform. It is convenient to break up the proofs by using several lemmas. The first two are closely related to Theorems XI and XII of [10]. The fifth lemma is a variation of the Stone-Weierstrass theorem. Only minor changes need be made in the proof of [4] to get this result, and such an approach seems preferable to quoting more elaborate theorems. Perhaps the fourth lemma has a separate interest, and it also could be proved by using more elaborate techniques of functional analysis. The other lemmas are just minor calculations which we wish to separate from the essential parts of the proofs.

**Lemma 1.** Let \( m(t) \) be a matrix valued function of \( t > 0 \) which satisfies (2), (3), and (4). Then, for each \( a > 0 \) and each complex number \( w \), there exists a unique continuous matrix valued function

\[
M(a, t, w) = \begin{pmatrix} A(a, t, w) & B(a, t, w) \\ C(a, t, w) & D(a, t, w) \end{pmatrix}
\]

of \( t = a \) such that

\[
M(a, b, w)I - I = w \int_a^b M(a, t, w)dm(t)
\]

for \( b \geq a \). For each fixed \( a \) and \( b \), \( M(a, b, z) \) is a matrix valued entire function of \( z \) which satisfies (33). For each \( a > 0 \), there is a unique function \( W(a, a) \), defined and analytic for \( z > 0 \), such that \( |W(a, z)| \leq 1 \), and

\[
\frac{1 + W(a, z)}{1 - W(a, z)} = \lim_{\epsilon \to a} \frac{D(a, c, z) + iC(a, c, z)}{A(a, c, z) - iB(a, c, z)}
\]

for \( y > 0 \).

In Lemma 1, the possibility that \( W(a, a) = 1 \) identically is not excluded. In this case, (48) is to be interpreted as convergence on the Riemann sphere. Equivalently, the limit obtained by solving formally for \( W(a, z) \) is valid in the ordinary sense.

**Lemma 2.** Let \( W(z) \) be defined and analytic for \( z > 0 \) and such that \( |W(z)| \leq 1 \). Let \( a > 0 \). Then, there exists a matrix valued function \( m(t) \), as in Lemma 1, such that

\[
W(z) = W(a, z)
\]

for \( y > 0 \).

**Lemma 3.** Let \( E(z) \) be an entire function satisfying (1). Then, there exists a sequence \( (E_n(z)) \) of polynomials, satisfying (1), with no real zeros, such that

\[
E^*(z)/E(z) = \lim_n E_n^*(z)/E_n(z)
\]

for \( y > 0 \).
Lemma 4. Let $E(z)$ be an entire function, satisfying (1), with no real zeros. Suppose that $\mathcal{H}(E)$ does not have dimension 1. Then, there is an entire function $E(b, z)$, satisfying (1), with no real zeros, such that $\mathcal{H}(E(b))$ is contained isometrically in $\mathcal{H}(E)$ and is a proper subspace of $\mathcal{H}(E)$.

Lemma 5. Let $[a, b]$ be a finite interval and let $\mathfrak{B}$ be a vector space of pairs $(f(t), g(t))$ of continuous complex valued functions on $[a, b]$. We make three hypotheses. 

(a) The pair $(f(t), g(t))$ belongs to $\mathfrak{B}$ whenever $(f(t), g(t))$ belongs to $\mathfrak{B}$.
(b) The pair $h(t)(f(t), g(t))$ belongs to $\mathfrak{B}$ whenever $(f(t), g(t))$ belongs to $\mathfrak{B}$ and $h(t)$ is a continuous complex valued function of $t$ in $[a, b]$.
(c) For each $x$ in $[a, b]$ and each pair $(u, v)$ of complex numbers, there is an element $(f(t), g(t))$ of $\mathfrak{B}$ such that

\[(u, v) = (f(x), g(x)).\]

Then, if $(f(t), g(t))$ is any pair of continuous complex valued functions on $[a, b]$, there is a sequence $(f_n(t), g_n(t))$ of elements of $\mathfrak{B}$ such that

\[(f(t), g(t)) = \lim (f_n(t), g_n(t))\]

uniformly in $[a, b]$.

Lemma 6. In the situation of Theorem I,

\[\pi K(b, w, z) - \pi K(a, w, z) = \int_a^b (A(t, z), B(t, z)) dm(t)(A(t, w), B(t, w))^{-1}\]

for all complex $z$ and $w$, when $0 < a < b < \infty$.

Lemma 7. Let $w_0$ be a complex number with $i(w_0 - w_0) > 0$ and let $A_0$ and $B_0$ be complex numbers such that

\[|A_0 + iB_0| < |A_0 - iB_0|.

Then, there exists a unique linear function $E(z)$ satisfying (1) such that

\[A(w_0) = A_0 \text{ and } B(w_0) = B_0.

Proof of Lemma 1. The existence and uniqueness of $M(a, t, w)$ is Theorem VI of [10] with a change of variable. It is shown there that $M(a, b, z)$ is a matrix valued entire function of $z$ which satisfies (33). If $a(t) = a(a)$ for $t > a$, then $\beta(t) = \beta(a)$ for $t > a$ by (2). Then,

\[A(a, t, z) = 1, \quad B(a, t, z) = 0, \quad C(a, t, z) = \gamma(a)z - \gamma(t)z, \quad D(a, t, z) = 1.

In this case, $W(a, z) = 1$ identically because of (4). Otherwise, the existence of $W(a, z)$ follows as in the proof of Theorem VIII of [10]. This is based on
Lemma 9 of [10] and depends on the fact that
\[(51) \quad iA(a, c, z)B(a, c, z) - iB(a, c, z)A(a, c, z) \to \infty \]
as \(c \to \infty\) when \(y > 0\), and \(a\) and \(z\) are held fixed. If \(\alpha(t) > \alpha(a)\) for \(t > a\), this follows from (4) and Theorem VIII of [10]. Otherwise, there is a largest number \(b\) such that \(\alpha(b) = \alpha(a)\). Then,
\[
A(a, c, z) = A(b, c, z), \quad B(a, c, z) = B(b, c, z)
\]
and \(\alpha(t) > \alpha(b)\) for \(t > b\). In this case also, (51) follows from (4) and Theorem VIII of [10].

**Proof of Lemma 2.** If \(W(z) = 1\) identically, we may take \(\alpha(t) = t\) for \(t \leq a\), \(\alpha(t) = \alpha(a)\) for \(t \geq a\), \(\beta(t) = 0\), \(\gamma(t) = t\). Otherwise, the hypotheses imply that
\[
\frac{1 + W(z)}{1 - W(z)}
\]
is defined and analytic for \(y > 0\) and has a non-negative real part. By the Poisson representation of a function positive and harmonic in a half-plane, there is a non-negative measure \(\mu\) on the Borel sets of the real line and a number \(p \geq 0\) such that
\[
\frac{1 + W(z)}{1 - W(z)} = \frac{\gamma}{\pi} \int \frac{d\mu(t)}{(t - x)^2 + y^2} + py
\]
for \(y > 0\). Let \(b > a\). Let \(m_0(t)\) be defined linearly in \([a, b]\) so that
\[
\alpha_0(b) = \alpha_0(a), \quad \beta_0(b) = \beta_0(a), \quad \gamma_0(b) = \gamma(a) + p.
\]
If \(\mu\) vanishes identically, let
\[
\alpha_0(t) = t - b + \alpha_0(b), \quad \beta_0(t) = \beta_0(b), \quad \gamma_0(t) = \gamma_0(b),
\]
for \(t \geq b\). If \(\mu\) does not vanish identically, we apply Theorem XII of [10]. There is an absolutely continuous matrix valued function \(m_0(t)\) of \(t \geq b\), satisfying (2) for \(t \geq b\) and (4), such that
\[
\frac{\gamma}{\pi} \int \frac{d\mu(t)}{(t - x)^2 + y^2} = \text{Re} \lim_{c \to \infty} iC_0(b, c, z)/A_0(b, c, z)
\]
for \(y > 0\), where \(M_0(b, t, z)\) is defined by (47) for \(m(t) = m_0(t)\) for \(t \geq b\). The function given by Theorem XII of [10] can be altered by a constant without changing its relevant properties. It is to be determined so that \(m_0(t)\) has the previously defined value when \(t = b\). Since
\[
A_0(a, b, z) = 1, \quad B_0(a, b, z) = 0, \quad C_0(a, b, z) = -pz, \quad D_0(a, b, z) = 1,
\]
we have
\[
\text{Re}[1 + W(z)]/[1 - W(z)] = \text{Re} \lim_{c \to \infty} iC_0(a, c, z)/A_0(a, c, z)
\]
for \( y > 0 \). Since (51) holds, we see by Lemma 9 of [10] that
\[
\text{Re}\left[ \frac{1 + W(z)}{1 - W(z)} \right] = \text{Re}\left[ \frac{1 + W_0(a, z)}{1 - W_0(a, z)} \right]
\]
for \( y > 0 \), where \( W_0(a, z) \) is defined by (48) for \( m_0(t) \). By the Cauchy-Riemann equations, there is a real number \( q \) such that
\[
\frac{1 + W(z)}{1 - W(z)} = \frac{1 + W_0(a, z)}{1 - W_0(a, z)} + iq
\]
for \( y > 0 \). The lemma follows on defining
\[
\begin{align*}
\alpha(t) &= \alpha_0(t), \\
\beta(t) &= \beta_0(t) + q\alpha_0(t), \\
\gamma(t) &= \gamma_0(t) + 2q\beta_0(t) + q^2\gamma_0(t)
\end{align*}
\]
for \( t \geq a \).

**Proof of Lemma 3.** Since \( E^*(z)/E(z) \) is defined and analytic for \( y > 0 \), is bounded by 1, is analytic across the real axis, and has absolute value 1 on the real axis,
\[
E^*(z)/E(z) = \exp(2iaz - 2ic) \prod [(1 - z/w_n)/(1 - z/\bar{w}_n)]
\]
where \( a \geq 0, c \) is real, \( i(\bar{w}_n - w_n) > 0 \) for every \( n \),
\[
\sum i(\bar{w}_n - w_n) |w_n|^{-2} < \infty,
\]
and \( |w_n| \to \infty \) if the number of these zeros is infinite. See Boas [1, p. 92]. Let
\[
E_n(z) = e^{ic}(1 - iaz/n)^n \prod_{k=1}^{n} (z - \bar{w}_k)
\]
if the number of zeros is infinite. Otherwise, let
\[
E_n(z) = e^{ic}(1 - iaz/n)^n |z - \bar{w}_k|
\]

**Proof of Lemma 4.** Let \( (E_n(z)) \) be a sequence of polynomials chosen for \( E(z) \) as in Lemma 3. By multiplying each one by a constant, we may suppose that \( E_n(0) = 1 \). By Theorem V of [10], there is a matrix valued function \( m_n(t) \) of \( t > 0 \), satisfying (2), (3), and (4), and a corresponding family \( (E_n(t, z)) \) of entire functions, satisfying (1), with these properties: for each complex number \( w, E_n(t, w) \) is a continuous function of \( t > 0 \) and (6) holds for \( m(t) = m_n(t) \), and (7) is true, and \( E_n(z) = E_n(c_n, z) \) for some \( c_n > 0 \). By a reparametrization, we may suppose that \( c_n = c \) is independent of \( n \). Since each \( E_n(z) \) is a polynomial, the proof of Theorem V of [10] shows that
\[
\gamma_n(0) = \lim_{t \to 0} \gamma_n(t)
\]
is finite for every \( n \). We cannot have
\[
(52) \quad \alpha_n(c) + \gamma_n(c) - \alpha_n(0) - \gamma_n(0)
\]
converge to 0 as \( n \to \infty \), for then Theorem IX of [10] would imply that \( E_n(z) \to 1 \) for all complex \( z \), and hence that

\[
E_n^*(z)/E_n(z) \to 1
\]

for \( y > 0 \); by (49) this contradicts the hypothesis that \( E(z) \) satisfies (1). By considering subsequences, we see similarly that (52) is bounded away from zero. Choose \( a > 0 \) so that \( a < c \) and (52) is greater than \( c - a \) for every \( n \). By reparametrizations, we may suppose that

\[
\alpha_n(t) + \gamma_n(t) = t
\]

for \( t \geq a \), and that \( \beta_n(c) = 0 \). As in the proof of Theorem V of [10], we may suppose, by passing to a subsequence, that

\[
m(t) = \lim m_n(t)
\]

converges uniformly on every bounded subset of \([a, \infty)\). Therefore,

\[
m(t) = \begin{pmatrix} \alpha(t) & \beta(t) \\ \beta(t) & \gamma(t) \end{pmatrix}
\]

is defined for \( t \geq a \), and \( \alpha(t), \beta(t), \gamma(t) \) are real valued, absolutely continuous functions which satisfy (2) and

\[
\alpha(t) + \gamma(t) = t.
\]

When \( t \geq b \geq a \), let \( M_n(b, t, z) \) and \( M(b, t, z) \) be defined as in Lemma 1 for \( m_n(t) \) and \( m(t) \), respectively. As in the proof of Theorem IV of [10],

\[
(A_n(t, z), B_n(t, z)) = (A_n(b, z), B_n(b, z))M_n(b, t, z)
\]

for all complex \( z \). Let \( A(b, z) \) and \( B(b, z) \) be the unique entire functions of \( z \) such that

\[
(A(z), B(z)) = (A(b, z), B(b, z))M(b, c, z)
\]

when \( a \leq b \leq c \). By (33), these entire functions are real for real \( z \). By the proof of Theorem XII of [10],

\[
M(b, c, z) = \lim M_n(b, c, z)
\]

for all complex \( z \). By (49) and (53),

\[
Z(b, z) = \lim E_n^*(b, z)/E_n(b, z)
\]

exists for \( y > 0 \), and \(|Z(b, z)| \leq 1\), and

\[
A(b, z) + iB(b, z) = [A(b, z) - iB(b, z)]Z(b, z).
\]

Since \( M(b, c, z) \) satisfies (33) and \( E(z) \) has no zeros for \( y \geq 0 \) by hypothesis, it follows that
has no zeros for \( y \geq 0 \) and that
\[
| E(b, z) | \leq | E(b, \bar{z}) |
\]
for these values of \( z \). Either \( E(b, z) \) satisfies (1) or
\begin{equation}
(54) \quad E(b, z)E^*(b, w) = E^*(b, z)E(b, w)
\end{equation}
for all complex \( z \) and \( w \). By the proof of Theorem IV of [10], if \( a < b < c \) and if \( b \) is regular with respect to \( m(t) \), \( E(b, z) \) satisfies (1) and \( \mathcal{H}(E(b)) \) is contained isometrically in \( \mathcal{H}(E) \). Since \( m(t) \) is not a constant in \([b, c]\) by construction, \( \mathcal{H}(E(b)) \) is then a proper subspace of \( \mathcal{H}(E) \). It remains to consider the case in which the interval \((a, c)\) contains only singular points with respect to \( m(t) \). Then,
\[
A(a, c, z) = 1 + \beta(a)z - \beta(c)z, \quad B(a, c, z) = \alpha(c)z - \alpha(a)z,
\]
\[
C(a, c, z) = \gamma(a)z - \gamma(c)z, \quad D(a, c, z) = 1 + \beta(c)z - \beta(a)z,
\]
for all complex \( z \) and
\[
[\beta(c) - \beta(a)]^2 = [\alpha(c) - \alpha(a)][\gamma(c) - \gamma(a)]
\]
and
\[
\alpha(c) - \alpha(a) + \gamma(c) - \gamma(a) = c - a > 0.
\]
Let \( u \) and \( v \) be a choice of complex numbers such that
\[
\alpha(c) - \alpha(a) = \pi w u, \quad \beta(c) - \beta(a) = \pi w v,
\]
\[
\gamma(c) - \gamma(a) = \pi v ,
\]
and let
\[
G(z) = A(a, z)u + B(a, z)v = A(z)u + B(z)v .
\]
If \( E(a, z) \) satisfies (54), it follows that
\[
K(w, z) = G(z) \overline{G}(w)
\]
and that \( G(z) \) is an element of norm 1 in \( \mathcal{H}(E) \), which spans \( \mathcal{H}(E) \); our hypotheses exclude this case. Therefore, \( E(a, z) \) satisfies (1) and
\[
K(w, z) = K(a, w, z) + G(z) \overline{G}(w)
\]
for all complex \( z \) and \( w \). Since \( K(a, z, z) \geq 0 \) for all complex \( z \),
\[
| G(z) | \leq K(z, z)
\]
for all complex \( z \), and
\[
| G(iy) | = o(E(iy))
\]
as \(|y| \to \infty\). By the proof of Lemma 11 of [10], \(G(z)\) belongs to \(\mathcal{K}(E)\). We may apply Theorem II of [8]. Since \(G(z)\) does not span \(\mathcal{K}(E)\) by hypothesis and since \(E(z)\) has no real zeros, the orthogonal complement of \(G(z)\) in \(\mathcal{K}(E)\) satisfies (H1), (H2), and (H3), and for each complex number \(w\), there is an element \(F(z)\) of \(\mathcal{K}(E)\) orthogonal to \(G(z)\), such that \(F(w) \neq 0\). The lemma follows from the theorem of [7] applied to the orthogonal complement of \(G(z)\) in \(\mathcal{K}(E)\).

**Proof of Lemma 5.** Since the proof is essentially the same as that given in [4] for the Stone-Weierstrass theorem, we only sketch the present proof. The relevant Banach space consists of all pairs \((f(t), g(t))\) of continuous complex valued functions on \([a, b]\), with the norm

\[
\max_{a \leq t \leq b} \max \left( |f(t)|, |g(t)| \right).
\]

The space is essentially the Banach space of all continuous complex valued functions on the cartesian product of \([a, b]\) with a two-point set, with the functions taken in the uniform norm. A continuous linear functional on this space is of the form

\[
(f, g) \rightarrow \int f(t)d\mu(t) + \int g(t)d\nu(t)
\]

where \(\mu\) and \(\nu\) are a pair of complex valued measures on the Borel sets of \([a, b]\) such that

\[
\int |d\mu(t)| + \int |d\nu(t)| < \infty.
\]

The functionals are considered in the weak topology, and the set of all those for which

\[
\int |d\mu(t)| + \int |d\nu(t)| \leq 1,
\]

is compact. To prove the lemma, we must show that if

\[
\int f(t)d\mu(t) + \int g(t)d\nu(t) = 0
\]

for every pair \((f(t), g(t))\) in \(\mathfrak{B}\), then \(\mu\) and \(\nu\) must vanish identically. Because of (a), it is sufficient to show this when \(\mu\) and \(\nu\) are real valued measures. Because of (b) and the Krein-Milman theorem, as used in [4], it is sufficient to consider the case in which \(\mu\) and \(\nu\) are supported at a single point \(x\). The desired conclusion then follows from (c).

**Proof of Lemma 6.** By hypothesis, for each fixed complex number \(w\), \(A(t, w)\) and \(B(t, w)\) are absolutely continuous functions of \(t > 0\) such that
\[
B'(t, w) = wA(t, w)\alpha'(t) + wB(t, w)\beta'(t)
\]
\[
-A'(t, w) = wA(t, w)\beta'(t) + wB(t, w)\gamma'(t)
\]
a.e. for \(t > 0\). Therefore, for each fixed \(z\) and \(w\), \(K(t, w, z)\) is an absolutely continuous function of \(t > 0\) such that
\[
\pi K'(t, w, z) = A(t, z)\overline{A}(t, w)\alpha'(t) + A(t, z)\overline{B}(t, w)\beta'(t) + B(t, z)\overline{A}(t, w)\beta'(t) + B(t, z)\overline{B}(t, w)\gamma'(t)
\]
a.e. for \(t > 0\), at least when \(z \neq \bar{w}\). The desired formula now follows by integrating each side from \(t = a\) to \(t = b\), when \(z \neq \bar{w}\). The case \(z = \bar{w}\) can be obtained by continuity. For this, one needs only show that the right hand side of (50) depends continuously on \(z\) when \(a, b, w\) are held fixed. Let \(M(a, t, z)\) be defined as in Lemma 1 for \(t \geq a\), so that
\[
(A(t, z), B(t, z)) = (A(a, z), B(a, z))M(a, t, z)
\]
and use the estimates of \(M(a, b, z)\) given by Theorem IX of [10].

**Proof of Lemma 7.** Since \(A(z)\) and \(B(z)\) are to be real for real \(z\), \(E(z)\) must be chosen so that
\[
\frac{E(z)}{E(\bar{z})} = \frac{z - w}{\bar{w} - w} < 1
\]
by hypothesis and our construction of \(E(z)\), and since \(i(\bar{w} - w) > 0\), it follows that \(i(\bar{w} - w) < 0\). Therefore,
\[
\left| \frac{E(z)}{E(z)} \right| = \left| z - w \right| < 1
\]
for \(i(\bar{z} - z) > 0\), and this implies (1).

**Proof of Theorem I.** Let \(M(a, b, z)\) be defined as in Lemma 1 when \(a \leq b\). By (6) and the uniqueness part of Theorem VI of [10],
\[
(A(b, z), B(b, z)) = (A(a, z), B(a, z))M(a, b, z)
\]
for all complex \(z\). When \(a\) and \(b\) are regular points with respect to \(m(t)\), the isometric inclusion of \(\mathcal{E}(E(a))\) in \(\mathcal{E}(E(b))\) follows by the proof of Theorem IV of [10]. Since \(K(b, \bar{w}, w) = K(b, w, w)\), it is sufficient to establish (8) when \(i(\bar{w} - w) > 0\). For this, let \(a > 0\) be held fixed along with \(w\). Choose \(E_0(a, z)\) by Lemma 7 to be the linear function which satisfies (1) such that
\[
A_0(a, w) = A(a, w), B_0(a, w) = B(a, w).
\]
Let
\[ E_0(b, z) = A_0(b, z) - iB_0(b, z) \]

where

\[ (A_0(b, z), B_0(b, z)) = (A_0(a, z), B_0(a, z))M(a, b, z) \]

when \( b \geq a \). By the proof of Theorem VII of [8], \( E_0(b, z) \) satisfies (1). By (55),

\[ A_0(b, w) = A(b, w), \quad B_0(b, w) = B(b, w). \]

By Theorem VIII of [10],

\[ K(b, w, w) = K_0(b, w, w) \]

does go to infinity with \( b \). The existence of \( \mu \) now follows as in the proof of Theorem VIII of [10], using Lemma 1. The arguments there show that \( \mathcal{K}(E(a)) \) is contained isometrically in \( L^2(\mu) \) when \( a \) is regular, and that the union of these spaces is dense in \( L^2(\mu) \).

**Proof of Theorem II.** Since \( \mathcal{K}(E) \) is contained isometrically in \( L^2(\mu) \) and \( E(z) \) has no real zeros, there is, by Theorem V of [8], a function \( W(z) \), defined and analytic for \( y > 0 \), such that \( |W(z)| \leq 1 \), and

\[ \frac{\gamma}{\pi} \int \frac{|E(i)|^2dv(i)}{(t-x)^2 + y^2} = \text{Re} \frac{E(z) + E^*(z)W(z)}{E(z) - E^*(z)W(z)} \]

for \( y > 0 \). Let \( c > 0 \) be chosen arbitrarily and write \( E(c, z) = E(z) \). It may be that \( \mathcal{K}(E(c)) \) has dimension 1. Otherwise, by Lemma 4, there is an entire function \( E(b, z) \), satisfying (1), with no real zeros, such that \( \mathcal{K}(E(b)) \) is contained isometrically in \( \mathcal{K}(E(c)) \) and the inclusion is proper. By Theorem III of [10], there is a unique matrix valued entire function \( M(b, c, z) \) satisfying (33), such that (55) holds with \( b \) replaced by \( c \) and \( a \) replaced by \( b \). By Theorem I of [8], \( E(b, z) \) may be chosen so that \( M(b, c, 0) = 1 \). It is convenient to choose the index \( b \) a number in \( (0, c) \). It may be that \( \mathcal{K}(E(b)) \) has dimension 1. Otherwise, the process may be repeated. It is clear that we may construct inductively a family \( (E(t, z)) \) of entire functions satisfying (1), with no real zeros, \( t \) in \( S \), with these properties: the indexing set \( S \) is a subset of \( (0, c) \) containing \( c \); when \( a \) and \( b \) are in \( S \) and \( a < b \), \( \mathcal{K}(E(a)) \) is contained isometrically in \( \mathcal{K}(E(b)) \) and the inclusion is proper; the unique matrix valued entire function \( M(a, b, z) \) satisfying (33) and (55) has the property that \( M(a, b, 0) = 1 \); either the set \( S \) is finite and some \( \mathcal{K}(E(a)) \), with \( a \) in \( S \), has dimension 1, or else the set \( S \) is countably infinite. If \( S \) is infinite, consider the intersection \( \mathcal{K} \) of the spaces \( \mathcal{K}(E(a)) \), with \( a \) in \( S \). Then, \( \mathcal{K} \) is a Hilbert space of entire functions in the metric of \( \mathcal{K}(E) \). It satisfies the axioms (H1), (H2), and (H3), since this is true of every \( \mathcal{K}(E(a)) \), with \( a \) in \( S \). If \( \mathcal{K} \) contains a nonzero element, then \( \mathcal{K} \) is equal isometrically to \( \mathcal{K}(E(s)) \) for some entire function \( E(s, z) \) satisfying (1). For each \( a \) in \( S \), \( E(a, z) \) has no real zeros by construction, and so \( F(z)/(z-w) \) belongs to \( \mathcal{K}(E(a)) \) whenever \( F(z) \) belongs to \( \mathcal{K}(E(a)) \) and
$F(w) = 0$, for every complex number $w$. Therefore, $F(z)/(z-w)$ belongs to $H(E(s))$ whenever $F(z)$ belongs to $H(E(s))$ and $F(w) = 0$, for every complex number $w$. This implies that $E(s, z)$ has no real zeros. It is now clear that the family of entire functions $(E(t, z))$, $t$ in $S$, can be redefined so as to have this property in addition to the previous ones: if $S$ is an infinite set, the intersection of the spaces $H(E(a))$, with $a$ in $S$, is the zero subspace of $H(E)$. By omitting points of $S$ if necessary, we may suppose that the only point of accumulation of $S$ is at the origin. The positive real axis is now the union of intervals of three kinds: (1) the interval $[c, \infty)$; (2) intervals $[a, b]$ where $a$ and $b$ are in $S$ and there is no element of $S$ in $(a, b)$; (3) a possible interval $(0, a]$ where $a$ is in $S$ and there is no element of $S$ in $(0, a)$. We will show how to define $m(t)$ in each such interval. Define $m(t)$ in $[c, \infty)$ as in Lemma 1 so that $W(z) = W(c, z)$ for $y > 0$. This is possible by Lemma 2. For an interval $[a, b]$ of the form (2), define $m(t)$ so that the unique solution $M(a, t, z)$ of (47) for $a \leq t \leq b$ agrees with our previous definition of $M(a, b, z)$ when $t = b$. This is possible by Theorem VII of [10]. In the possible interval $(0, a)$ of the form (3), let

$$\alpha(t) = \pi u_0 t/a, \quad \beta(t) = \pi u_0 z/a, \quad \gamma(t) = \pi u_0 z/a,$$

where

$$G(z) = A(a, z)u + B(a, z)v$$

is an element of norm 1 in $H(E(a))$. This is possible by Theorem I of [10]. The construction is easily seen to have the required properties.

**Proof of Theorem IIIA.** Since $c > 0$ is a regular point by hypothesis, an interval $(a, b)$ of singular points must lie entirely to the left or to the right of $c$. If it lies to the left of $c$,

$$(A(t, z), B(t, z)) = (A(a, z), B(a, z))M(a, t, z)$$

for $a \leq t \leq b$, where

$$A(a, t, z) = 1 - \beta(t)z + \beta(a)z, \quad B(a, t, z) = \alpha(t)z - \alpha(a)z,$$

$$C(a, t, z) = \gamma(a)z - \gamma(t)z, \quad D(a, t, z) = 1 + \beta(t)z - \beta(a)z.$$

We can show that $(A(t, z), B(t, z))$ is equivalent to a constant in $(a, b)$ by showing that

$$(\alpha(t), \beta(t))I - (\alpha(a), \beta(a))I, \quad (\beta(t), \gamma(t))I - (\beta(a), \gamma(a))I,$$

is equivalent to zero in $(a, b)$. Since the interval $(a, b)$ contains only singular points, there is a nondecreasing, absolutely continuous function $h(t)$ of $t$ in $(a, b)$ such that
\[\begin{align*}
\alpha(t) - \alpha(a) &= ph(t), \\
\beta(t) - \beta(a) &= qh(t), \\
\gamma(t) - \gamma(a) &= rh(t),
\end{align*}\]

where \( p, q, r \) are real numbers such that \( p \geq 0, r \geq 0, \) and \( pr = q^2. \) It follows that

\[\begin{align*}
(\alpha(t), \beta(t))I m'(t)I &= (\alpha(t), \beta(t))^{-}, \\
(\beta(t), \gamma(t))I m'(t)I &= (\beta(t), \gamma(t))^{-},
\end{align*}\]

vanishes a.e. in \((a, b).\) Let \( z = w \) in (50) with \( b \) replaced by \( c \) and \( a \) replaced by \( \epsilon, \) where \( \epsilon \neq 0. \) Since \( K(\epsilon, w, w) \geq 0, \) it follows that

\[\begin{align*}
\chi(\epsilon, t)(A(t, w), B(t, w))
\end{align*}\]

belongs to \( L^2_0(m). \) Since

\[\begin{align*}
|K(\epsilon, w, z)|^2 \leq K(\epsilon, z, z)K(\epsilon, w, w)
\end{align*}\]

by the Schwarz inequality and since (7) holds by hypothesis, it follows from (50) that

\[\begin{align*}
\pi K(c, w, z) = \int_0^\epsilon (A(t, z), B(t, z))dm(t)A(t, w), B(t, w))^{-}
\end{align*}\]

for all complex \( z \) and \( w. \) Therefore, if

\[\begin{align*}
(f(t), g(t)) = \chi(\epsilon, t)(A(t, w), B(t, w)),
\end{align*}\]

the corresponding eigentransform is

\[\begin{align*}
F(z) = K(c, w, z).
\end{align*}\]

Note that this function of \( z \) is entire and that it does belong to \( \mathcal{C}(E(c)). \) Since \( \mathcal{C}(E(c)) \) is contained isometrically in \( L^2(\mu) \) by Theorem I,

\[\begin{align*}
K(c, w, z) = \int K(c, w, t)K(c, z, t)dm(t)
\end{align*}\]

for all complex \( z \) and \( w. \) It follows from (56) and (58) that if \( (f, g) \) is a finite linear combination of pairs of the form (57), where \( w \) ranges in the complex plane, then the corresponding eigentransform \( F(z) \) is an entire function, it belongs to \( \mathcal{C}(E(c)) \), and (10) holds. Let \( \mathfrak{M}(c) \) be the closure in \( L^2_0(m) \) of such finite linear combinations of the form (57) with \( w \) complex. Since \( \mathfrak{M}(c) \) is a closed subspace of \( L^2_0(m) \), the set of eigentransforms \( F(z) \) of elements \( (f, g) \) of \( \mathfrak{M}(c) \) is a closed subspace of \( \mathcal{C}(E(c)). \) We claim that it contains every element \( G(z) \) of \( \mathcal{C}(E(c)). \) For let \( F(z) \) be the projection of \( G(z) \) into this set of eigentransforms. By construction, \( K(c, w, z) \) is such an eigentransform for every complex number \( w. \) Therefore,

\[\begin{align*}
G(w) = \langle G(t), K(c, w, t) \rangle = \langle F(t), K(c, w, t) \rangle = F(w).
\end{align*}\]
By the arbitrariness of \( w \), \( G(z) = F(z) \) is the eigentransform of an element of \( \mathfrak{M}(c) \). We will now show that \( \mathfrak{M}(c) \) contains every element \((f, g)\) of \( L_m^2(c) \) which is equivalent to zero outside of \([0, c]\). To do this, note that if \( a \) is a regular point, and if \( a < c \), and if \( \mathfrak{M}(a) \) is defined accordingly, then for every \((f, g)\) in \( \mathfrak{M}(a) \), the corresponding eigentransform \( F(z) \) belongs to \( \mathfrak{K}(E(a)) \) and (10) holds. Since \( \mathfrak{K}(E(a)) \) is contained isometrically in \( \mathfrak{K}(E(c)) \) by Theorem I, it follows that \((f, g)\) belongs to \( \mathfrak{M}(c) \). In other words, \( \mathfrak{M}(a) \) is contained in \( \mathfrak{M}(c) \). We claim that

\[
\chi(a, t)(f(t), g(t))
\]

belongs to \( \mathfrak{M}(c) \) whenever \((f(t), g(t))\) belongs to \( \mathfrak{M}(c) \). This is obvious if \((f(t), g(t))\) is a finite linear combination of functions of the form (57), with \( w \) complex, since then the product by \( \chi(a, t) \) belongs to \( \mathfrak{M}(a) \). The general case then follows by continuity. It follows by approximation that if \( h(t) \) is any bounded measurable complex valued function, which remains constant on every interval of singular points, then

\[
h(t)(f(t), g(t))
\]

belongs to \( \mathfrak{M}(c) \) whenever \((f(t), g(t))\) belongs to \( \mathfrak{M}(c) \). Since

\[
(\overline{A}(t, w), \overline{B}(t, w)) = (A(t, \overline{w}), B(t, \overline{w}))
\]

we see similarly that \((\overline{f}(t), \overline{g}(t))\) belongs to \( \mathfrak{M}(c) \) whenever \((f(t), g(t))\) belongs to \( \mathfrak{M}(c) \). If \( F(z) \) is the eigentransform of \((f, g)\), then \( F^*(z) \) is the eigentransform of \((\overline{f}, \overline{g})\). This is obvious if \((f(t), g(t))\) is a finite linear combination of functions of the form (57). The general case follows by continuity. If \( w \) is not real, \( iA(a, w), B(a, w) \) and \( iA(a, w), B(a, w) \) are linearly independent since \( E(a, z) \) satisfies (1). If \( 0 < a < b \leq c \), and if the interval \([a, b]\) contains only regular points, it follows from Lemma 5 that every pair \((f(t), g(t))\) of complex valued functions, which are continuous in \([a, b]\) and which vanish outside of \([a, b]\), belongs to \( \mathfrak{M}(c) \). Since \( \mathfrak{M}(c) \) is closed, it contains every element \((f(t), g(t))\) of \( L_m^2(c) \) which is equivalent to zero outside of \([a, b]\). The same conclusion obviously holds if \((a, b)\) is an interval of singular points with \( 0 \leq a < b \leq c \), and \( b \) regular, and \( a \) regular or zero. It follows that \( \mathfrak{M}(c) \) does contain every element of \( L_m^2(c) \) which is equivalent to zero outside of \([0, c]\).

Proof of Theorem IIIB. Let \((f_2, g_2)\) be an element of \( L_m^2(c) \) which is equivalent to zero outside of \([0, c]\), and let \( F_2(z) \) be the corresponding eigentransform. Suppose that \( F_2(0) = 0 \). Since \( E(c, 0) \neq 0 \) by hypothesis, \( F_1(z) = F_2(z)/z \) belongs to \( \mathfrak{K}(E(c)) \). By Theorem IIIA, there is a unique element \((f_1, g_1)\) of \( L_m^2(c) \) which is equivalent to zero outside of \([0, c]\) and has \( F_1(z) \) as its eigentransform. We will prove the theorem by showing that \((f_1, g_1)\) is
in the domain of $H$ and that $(f_2, g_2) = H(f_1, g_1)$. To see this consider first a special case. Let $\alpha$ be a nonreal number, which will be held fixed. Let

$$L(c, w, z) = \pi(z - \bar{w})K(c, w, z) = B(c, z)\overline{A}(c, w) - A(c, z)\overline{B}(c, w).$$

Since

$$L(c, \alpha, \alpha)L(c, w, z) = L(c, \alpha, z)L(c, \alpha, w) - L(c, \alpha, z)L(c, \alpha, w)$$

for all complex $z$ and $w$, we have

$$z(\alpha - \bar{\alpha})K(c, \alpha, \alpha)K(c, w, z) - z(\bar{w} - \bar{\alpha})\overline{K}(c, \alpha, w)K(c, \alpha, z)$$

(59) + $z(\bar{w} - \bar{\alpha})\overline{K}(c, \alpha, w)K(c, \alpha, z) = \bar{\omega}(\alpha - \bar{\alpha})K(c, \alpha, \alpha)K(c, w, z) - \alpha(\bar{w} - \bar{\alpha})\overline{K}(c, \alpha, w)K(c, \alpha, z) + \alpha(\bar{w} - \bar{\alpha})\overline{K}(c, \alpha, w)K(c, \alpha, z).$

If $w$ is held fixed and if

$$(f_2(t), g_2(t)) = \bar{\omega}(\alpha - \bar{\alpha})\overline{K}(c, \alpha, \alpha)\chi(c, t)(A(t, \bar{w}), B(t, \bar{w}))$$

(60) + $\alpha(\bar{w} - \bar{\alpha})\overline{K}(c, \alpha, w)\chi(c, t)(A(t, \alpha), B(t, \alpha))$

then

$$F_2(z) = \bar{\omega}(\alpha - \bar{\alpha})K(c, \alpha, \alpha)K(c, w, z)$$

(61) - $\alpha(\bar{w} - \bar{\alpha})\overline{K}(c, \alpha, w)K(c, \alpha, z) + \alpha(\bar{w} - \bar{\alpha})\overline{K}(c, \alpha, w)K(c, \alpha, z)$

for all complex $z$, and

$$F_1(z) = (\alpha - \bar{\alpha})K(c, \alpha, \alpha)K(c, w, z)$$

- $\bar{\omega}(\alpha - \bar{\alpha})\overline{K}(c, \alpha, \alpha)\chi(c, t)(A(t, \bar{w}), B(t, \bar{w}))$ + $\alpha(\bar{w} - \bar{\alpha})\overline{K}(c, \alpha, \alpha)\chi(c, t)(A(t, \alpha), B(t, \alpha))$

and

$$(f_1(t), g_1(t)) = (\alpha - \bar{\alpha})K(c, \alpha, \alpha)\chi(c, t)(A(t, \bar{w}), B(t, \bar{w})) - (\bar{w} - \bar{\alpha})\overline{K}(c, \alpha, \alpha)\chi(c, t)(A(t, \alpha), B(t, \alpha)) + (\bar{w} - \bar{\alpha})\overline{K}(c, \alpha, \alpha)\chi(c, t)(A(t, \alpha), B(t, \alpha)).$$

It follows from (59) that $f_1(0) = 0$ and $g_1(0) = 0$. Since $E(t, 0) = 1$,

$$B(t, z) = \pi z K(t, 0, z).$$

We saw in the proof of Theorem III that this quantity goes to zero with $t$ for each fixed $z$. Therefore, $g_1(0) = 0$. It now follows from (6) that $(f_1, g_1)$ is in the domain of $H$ and that $(f_2, g_2) = H(f_1, g_1)$. By linearity, the same conclusion holds if $(f_2, g_2)$ is a finite linear combination of functions of the form...
(60), where \( w \) ranges in the complex plane. By continuity the same conclusion holds if \( (f_2, g_2) \) belongs to the closure of such combinations. It remains to consider the case in which \( (f_2, g_2) \) is orthogonal to all such combinations. By Theorem IIIA, \( F_2(z) \) is then orthogonal to the right hand side of (61) for every complex number \( w \). It follows that

\[
0 = w(\bar{\alpha} - \alpha)K(c, \alpha, \alpha)F_2(w)
- \bar{\alpha}(w - \alpha)K(c, \bar{\alpha}, w)F_2(\bar{\alpha})
+ \alpha(w - \bar{\alpha})K(c, \alpha, w)F_2(\alpha)
\]

for all complex \( w \). Therefore, there exist complex numbers \( u \) and \( v \) such that

\[
zF_2(z) = A(c, z)u + B(c, z)v
\]

for all complex \( z \). Since \( E(c, 0) = 1 \), we must have \( u = 0 \) and

\[
F_2(z) = zK(c, 0, z)v.
\]

Since \( F_2(0) = 0 \), we must have \( v = 0 \) and \( F_2(z) \) vanishes identically. By Theorem IIIA, \( (f_1, g_1) \) and \( (f_2, g_2) \) vanish in this case. The theorem follows.

**Proof of Theorem IIIIC.** If the set of regular points with respect to \( m(t) \) is bounded, (4) implies that every element of \( L^2_0(m) \) is equivalent to zero outside of \([0, c]\), where \( c \) is the largest regular point. In this case, the theorem follows from Theorem IIIA and the fact that \( \mathfrak{C}(E(c)) \) fills \( L^2(\mu) \) by Theorem I. For the rest of the proof, we will suppose that the regular points are unbounded. Let \( (c_n) \) be an increasing sequence of regular points which goes to infinity with \( n \). Then,

\[
(f_n(t), g_n(t)) = \chi(c_n, t)(f(t), g(t))
\]

is in \( L^2_0(m) \). Let \( F_n(z) \) be the corresponding eigentransform. Since \( (f, g) \) belongs to \( L^2_0(m) \), the sequence \( ((f_n, g_n)) \) is Cauchy in the metric of \( L^2_0(m) \). By Theorem IIIA, \( (F_n(z)) \) is a Cauchy sequence in the metric of \( L^2(\mu) \). Since \( L^2(\mu) \) is complete,

\[
F(x) = \lim F_n(x)
\]

converges in the metric of \( L^2(\mu) \). Since (10) holds for every \( (f_n, g_n) \), it holds for \( (f, g) \). The reader should now have no difficulty verifying that (11) holds with convergence in the metric of \( L^2(\mu) \). If \( G(x) \) is in \( L^2(\mu) \), let \( F_n(z) \) be the projection of \( G(x) \) in \( \mathfrak{C}(E(c_n)) \) for every \( n \). By Theorem IIIA, \( F_n(z) \) is the eigentransform of an element \( (f_n(t), g_n(t)) \) of \( L^2_0(m) \) which is equivalent to zero outside of \([0, c_n]\). Since \( F_m(z) \) is the projection of \( F_n(z) \) into \( \mathfrak{C}(E(c_n)) \) when \( m \leq n \),

\[
(f_m(t), g_m(t)) = \chi(c_m, t)(f_n(t), g_n(t)).
\]

Since
\[ \pi \int |F(t)|^2 \, d\mu(t) \geq \pi \int |F_n(t)|^2 \, d\mu(t) \]
\[ \geq \int (f_n(t), g_n(t)) \, dm(t) \langle f_n(t), g_n(t) \rangle, \]

there is an element \((f(t), g(t))\) of \(L^2_0(m)\) such that

\[ (f_n(t), g_n(t)) = \chi(c_n, t) (f(t), g(t)) \]

for every \(n\). Let \(F(x)\) be its eigentransform. We have seen that

\[ F(x) = \lim F_n(x) \]

with convergence in the metric of \(L^2(\mu)\). By Theorem I,

\[ G(x) = \lim F_n(x) \]

with convergence in the metric of \(L^2(\mu)\). Therefore, \(G(x) = F(x)\), a.e. with respect to \(\mu\), is an eigentransform. Since \(F_n^*(x)\) is the eigentransform of \((\overline{f_n}, \overline{g_n})\) for every \(n\) by Theorem IIIA, \(\overline{F_n(x)}\) is the eigentransform of \((\overline{f}, \overline{g})\).

**Proof of Theorem IID, the sufficiency.** If the regular points with respect to \(m(t)\) are bounded, the theorem follows from Theorem I and Theorem IIIB. The necessity and sufficiency for Theorem IID will be given an explicit proof only when the regular points are unbounded. By hypothesis, \((f, g)\) belongs to \(L^2_0(m)\) and the corresponding eigentransform \(F_i(x)\) has the property that \(F_2(x) = x F_1(x)\) belongs to \(L^2(\mu)\). By Theorem IIIC, \(F_2(x)\) is the eigentransform of a unique element \((f_2, g_2)\) of \(L^2_0(m)\). We must show that \((f_2, g_2)\) is in the domain of \(H\) and that \((f_2, g_2) = H(f_1, g_1)\). For each regular \(c > 0\), let \(F_i(c, z)\) be the projection of \(F_i(x)\) into \(\mathcal{K}(E(c))\), \(i=1, 2\). Then,

\[ [F_2(c, z) - A(c, z) F_2(c, 0)]/z \]

belongs to \(\mathcal{K}(E(c))\). Let \(G(z)\) be any element of \(\mathcal{K}(E(c))\) such that \(G(0) = 0\). Then,

\[ \langle [F_2(c, t) - A(c, t) F_2(c, 0)]/t, G(t) \rangle = \langle F_2(c, t), G(t)/t \rangle \]
\[ = \langle F_2(t), G(t)/t \rangle \]
\[ = \langle F_1(t), G(t) \rangle \]
\[ = \langle F_1(c, t), G(t) \rangle \]

since \(G(z)/z\) belongs to \(\mathcal{K}(E(c))\). By the arbitrariness of \(G(z)\), there is a unique complex number \(u(c)\) such that \([F_2(c, z) - A(c, z) F_2(c, 0)]/z + K(c, 0, z) u(c) = F_1(c, z)\) for all complex \(z\). Let

\[ v(c) = \pi F_2(c, 0). \]
Then,
\[ \pi F_2(c, z) = \pi z F_1(c, z) + A(c, z)\psi(c) - B(c, z)u(c) \]
for all complex \( z \). Let \( \alpha \) be a nonreal number. Then,
\[
\pi(\alpha - \alpha)K(c, \alpha, \alpha)zF_1(c, z) \\
+ [u(c)B(c, \alpha) - v(c)A(c, \alpha)]zK(\alpha, z) \\
- [u(c)B(c, \alpha) - v(c)A(c, \alpha)]zK(\alpha, z)
\]
\[
\pi(\alpha - \alpha)K(c, \alpha, \alpha)zF_1(c, z) \\
+ [u(c)B(c, \alpha) - v(c)A(c, \alpha)]zK(\alpha, z) \\
- [u(c)B(c, \alpha) - v(c)A(c, \alpha)]zK(\alpha, z)
\]
\[
\pi(\alpha - \alpha)K(c, \alpha, \alpha)zF_1(c, z) \\
+ [u(c)B(c, \alpha) - v(c)A(c, \alpha)]zK(\alpha, z) \\
- [u(c)B(c, \alpha) - v(c)A(c, \alpha)]zK(\alpha, z)
\]
for all complex \( z \). By Theorem IIIIB,
\[
\pi(\alpha - \alpha)K(c, \alpha, \alpha)\chi(c, t)(f_1(t), g_1(t)) \\
+ [u(c)B(c, \alpha) - v(c)A(c, \alpha)]\chi(c, t)(A(t, \alpha), B(t, \alpha)) \\
- [u(c)B(c, \alpha) - v(c)A(c, \alpha)]\chi(c, t)(A(t, \alpha), B(t, \alpha))
\]
is in the domain of \( H \) and the action of \( H \) yields
\[
\pi(\alpha - \alpha)K(c, \alpha, \alpha)\chi(c, t)(f_2(t), g_2(t)) \\
+ [u(c)B(c, \alpha) - v(c)A(c, \alpha)]\chi(c, t)(A(t, \alpha), B(t, \alpha)) \\
- [u(c)B(c, \alpha) - v(c)A(c, \alpha)]\chi(c, t)(A(t, \alpha), B(t, \alpha)).
\]
By (6) and the arbitrariness of \( c, (f_1, g_1) \) is in the domain of \( H \) and \( (f_2, g_2) = H(f_1, g_1) \). Incidentally, the definition of \( H \) implies that
\[
u(c) = f_1(c) \quad \text{and} \quad v(c) = g_1(c)\].

**Proof of Theorem III, the necessity.** The hypothesis is that \( (f_1, g_1) \) is in the domain of \( H \) and that \( (f_2, g_2) = H(f_1, g_1) \). Let \( F_i(c, z) \) be defined as in the proof of sufficiency, \( i=1, 2 \), when \( c \) is regular with respect to \( m(t) \). By reversing the arguments in the proof of sufficiency, we find that
\[
\pi F_2(c, z) = \pi z F_1(c, z) + A(c, z)g_1(c) - B(c, z)f_1(c)
\]
for all complex \( z \). Let \( w \) be a nonreal number, which will be held fixed, and let
\[
G(x) = \pi F_1(x) - \pi [F_2(x) - wF_1(x)]/(x - w).
\]
We will prove the necessity by showing that \( G(x) \) vanishes a.e. with respect to \( \mu \). Certainly, \( G(x) \) belongs to \( L^2(\mu) \). Let \( G(c, z) \) be the projection of \( G(x) \) into \( \mathcal{K}(E(c)) \) when \( c \) is regular. Let \( L(z) \) be any element of \( \mathcal{K}(E(c)) \) such that \( zL(z) \) belongs to \( \mathcal{K}(E(c)) \). Since \( (z - w)L(z) \) is in \( \mathcal{K}(E(c)) \),
\[ \langle G(c, t), (t - \bar{w})L(t) \rangle = \langle G(t), (t - \bar{w})L(t) \rangle \]
\[ = \pi \langle F_1(t), (t - \bar{w})L(t) \rangle \]
\[ - \pi \langle [F_2(t) - wF_1(t)]/(t - w), (t - \bar{w})L(t) \rangle \]
\[ = \pi \langle F_1(t), (t - \bar{w})L(t) \rangle \]
\[ - \pi \langle F_2(t) - wF_1(t), L(t) \rangle \]
\[ = \pi \langle F_1(c, t), (t - \bar{w})L(t) \rangle \]
\[ - \pi \langle F_2(c, t) - wF_1(c, t), L(t) \rangle = 0 \]

by (62). By the arbitrariness of \(L(z)\), there is some complex number \(u(c)\) such that
\[ G(c, z) = K(\bar{w}, z)u(c) \]
for all complex \(z\). Since \(G(a, z)\) is the projection of \(G(b, z)\) into \(3C(E(a))\) when \(a\) and \(b\) are regular and \(a \leq b\), \(u(a) = u(b) = u\) is independent of \(a\) and \(b\). Therefore,
\[ G(c, z) = K(\bar{w}, z)u \]
and
\[ \|G(t)\|^2 \geq \|G(c, t)\|^2 = K(c, \bar{w}, \bar{w})u^2. \]

By (8) and the arbitrariness of \(c\), \(u = 0\). It follows that \(G(c, z) = 0\) for all complex \(z\) when \(c\) is regular, and that \(G(x) = \lim G(c, x)\) vanishes a.e. with respect to \(\mu\). The necessity follows.

Proof of Theorem IV, the sufficiency. The hypothesis (12) implies that
\[ zwK(w + 1, z + 1) = K(w, z) - \pi \sigma^{-1}K(0, z)K(w, 0) \]
for all complex \(z\) and \(w\) since \(\det P = 1\). It follows that if
\[ F(z) = z\bar{w}K(w + 1, z) \]
for some complex number \(w\), then
\[ zF(z + 1) = z\bar{w}K(w + 1, z + 1) \]
is in \(3C(E)\). Furthermore, for any complex numbers \(w_1\) and \(w_2\),
\[ \langle t\bar{w}_1K(w_1 + 1, t + 1), t\bar{w}_2K(w_2 + 1, t + 1) \rangle = \langle \bar{w}_1K(w_1 + 1, t), \bar{w}_2K(w_2 + 1, t) \rangle \]
as a result of (63). By linearity, it follows that if \(F(z)\) is any finite linear combination of functions of the form \(z\bar{w}K(w + 1, z)\), with \(w\) complex, then \(zF(z+1)\) belongs to \(3C(E)\) and has the same norm as \(F(z)\). Since such combinations are dense in \(3C(E)\), we see by continuity that \(3C(E)\) satisfies (I). To see that \(3C(E)\) satisfies (II), we must show that if \(G(z)\) is any element of \(3C(E)\) orthog-
Onal to every $zF(z+1)$, with $F(z)$ in $\mathcal{H}(E)$, then $G(z)$ is a constant multiple of $K(0, z)$. In this case, $G(z)$ is orthogonal to the left hand side, and hence also to the right hand side, of (63) for every complex number $w$. It follows that

$$G(w) = \pi \alpha^{-1} G(0) K(0, w)$$

and that $G(z)$ is a constant multiple of $K(0, z)$.

**Proof of Theorem IV, the necessity.** We establish (63) by showing that left and right hand sides have the same inner product with every element $G(z)$ of $\mathcal{H}(E)$. This is clear if $G(z)$ is a constant multiple of $K(0, z)$. Therefore, it is sufficient to consider the case that $G(0) = 0$. By (II), we then have $G(z) = zF(z+1)$ for some $F(z)$ in $\mathcal{H}(E)$. Because of (I),

$$\langle tF(t+1), t\omega K(w+1, t+1) \rangle = \langle F(t), \omega K(w+1, t) \rangle = \omega F(w+1)$$

$$= \langle tF(t+1), K(w, t) - \pi \alpha^{-1} K(0, t) K(w, 0) \rangle$$

as desired. Formula (63) now follows. The reader should be able to deduce from (63) that (12) holds for some matrix $P$ of real numbers such that $\det P = 1$.

**Proof of Theorem V.** The reader should have no difficulty verifying that the integral in the definition of $v(t)$ is absolutely convergent and that (21) holds when $0 < a < 1$. To see that the integral in the definition of $\beta(t)$ is absolutely convergent, we must verify that

$$\int_0^a \int_t^1 (s \log s^{-1})^{-2} ds dt$$

is finite when $0 < a < 1$. Since

$$\int_t^1 (s \log s^{-1})^{-2} ds = o(t^{-1})$$

as $t \searrow 0$, the convergence of (64) becomes equivalent to that of

$$\int_0^a t^{-1} (\log t^{-1})^{-2} dt = (\log a^{-1})^{-1}$$

on integration by parts. Therefore, $\beta(t)$ is well-defined. It is now easily seen that $\beta'(t) = v(t)$ for $0 < t < 1$. The choice of constant in the definition of $\gamma(t)$ does not matter for our construction. The function $m(t)$ is well-defined for $0 < t < 1$ and both (2) and (3) are satisfied. The finiteness of $\gamma(1)$ follows from our definition of $v(t)$ and the fact that

$$\int_a^1 (t \log t^{-1})^{-2} dt < \infty$$
for $0 < a < 1$. The finiteness of $\beta(1)$ now follows by the Schwarz inequality since

$$\beta'(t)^2 = \alpha'(t) \gamma'(t)$$

where $\alpha(1)$ and $\gamma(1)$ are finite. To see that (14) is satisfied, we must verify that $tv^2(t)$ is integrable in a neighborhood of the origin. This follows from the fact that

$$v(t) \sim (t \log t)^{-1}$$
as $t \searrow 0$, which is true because

$$\frac{d}{dt} (t \log t)^{-1} = \frac{1}{t^2 \log t^{-1}} \left( 1 - \frac{1}{\log t^{-1}} \right)$$

$$\sim v'(t)$$
as $t \searrow 0$. The existence of the desired family $(E(t, z))$ satisfying (6) and (15) now follows from Theorem IV of [10]. We have yet to show that (13) holds. To see this, substitute the expression (19) for $P(t)$ in (18) and verify that the equation is indeed satisfied because of (20) and (21). Since $P(t)$ so defined commutes with $m'(t)I$, it is now easily verified that (17) holds for all complex $z$ when $0 < t < 1$. Now we will show that (16) holds. To see this define

$$(F(t, z), G(t, z)) = z(A(t, z + 1), B(t, z + 1))P(t)$$

$$- (A(t, z), B(t, z)) \begin{pmatrix} 1 & 0 \\ -z^{-1} \alpha(t) & 1 \end{pmatrix}.$$ 

Now (6) and (17) imply that

$$\frac{\partial}{\partial t} (F(t, z), G(t, z)) = -(z + 1)(F(t, z), G(t, z))m'(t)I$$

$$+ (F(t, z), G(t, z))P(t)^{-1}P'(t).$$

The most general solution of this differential equation is of the form

$$F(t, z) = R(z)zA(t, z + 1) p(t) + R(z)zB(t, z + 1) r(t),$$

$$G(t, z) = T(z)zA(t, z + 1) q(t) + T(z)zB(t, z + 1) s(t),$$

where $R(z)$ and $T(z)$ are complex valued functions of $z$. Therefore,

$$[1 - R(z)]zA(t, z + 1) p(t) + [1 - R(z)]zB(t, z + 1) r(t) = A(t, z) - z^{-1}r^{-1}B(t, z),$$

$$[1 - T(z)]zA(t, z + 1) q(t) + [1 - T(z)]zB(t, z + 1) s(t) = B(t, z)$$

for all complex $z$ when $0 \leq t \leq 1$. If we multiply each side of the second equation by $\exp[\beta(t)z]$, substitute from (19), and pass to a limit using (15), we find that
1 - T(z) = \lim_{t \to 0} (\log t^{-1})^{-1} \exp \beta(t).

But our definition of \( \beta(t) \) is made so that the limit on the right is 1. Therefore, \( T(z) \) vanishes identically. A similar argument shows that \( R(z) \) vanishes identically. Formula (16) follows. Now observe that

\[ \lim_{t \to 1} P(t) = 1. \]

This follows from (19) and the definition of \( v(t) \) since

\[ \lim_{t \to 1} \log t = 0, \]
\[ \lim_{t \to 1} \log t \log t^{-1} = 0, \]
\[ \lim_{t \to 1} \log t (\log \log t^{-1})^2 = 0. \]

Therefore, \( A(1, z) \) and \( B(1, z) \) satisfy (12) with \( P=1 \) and \( \alpha=1 \). Before completing the proof of Theorem V, we interrupt briefly for the proof of Theorem VI, which can help us complete the present proof.

**Proof of Theorem VI.** Because of (20), the statement that \( \phi(t, w) \) belongs to \( L^2(0, 1) \) is equivalent to the statement that

\[ \chi(1, t)(A(t, w), B(t, w)) \]

belongs to \( L^2_0(m) \), which is true because of Theorem IIIA. The rest of Theorem VIA follows similarly from Theorem IIIA using the natural correspondence between \( L^2_0(m) \) and \( L^2(0, 1) \). Theorem VIB is a similar translation of Theorem IIIIB, and the reader can probably make it as rapidly by himself as we could do it for him.

**Proof of Theorem V, continued.** We have seen that \( A(1, z) \) and \( B(1, z) \) satisfy (12) with \( P=1 \) and \( \alpha=1 \). In particular, \( B(1, z) \) is an entire function such that

\[ zB(1, z + 1) = B(1, z) \]

for all complex \( z \). Therefore, \( B(1, z) \) has zeros at \( 0, -1, -2, \ldots, \), and \( B(1, z) \Gamma(z) \) is a periodic entire function of period 1. The zeros of \( B(1, z) \) are known to be real because of (1). We will show that \( B(1, z) \Gamma(z) \) has no zeros. By periodicity, we need only show that \( B(1, z) \) has no positive zeros. In fact, if \( w \) is a zero of \( B(1, z) \), the quotient \( B(1, z)/(z-w) \) is in \( \mathcal{K}(E(1)) \) since \( E(1, z) \) has no real zeros by Theorem IV of [10]. But then \( B(1, z)/(z-w) \) is a constant multiple of \( K(1, w, z) \), which is the eigentransform of \( \phi(t, w) \), in the notation of Theorem VIA. If we pass to the situation of Theorem VIB, formula (6) implies that \( \phi(t, w) \) is an absolutely continuous function of \( t \) such that
for $0 < a < 1$. But if $w \neq 0$, $B(1, z)/(z-w)$ vanishes at the origin. It follows that $K(1, w, z)$ is orthogonal in $\mathcal{H}(E(1))$ to $K(1, 0, z)$, which is the eigen-transform of the constant function 1 in $L^2(0, 1)$. Formula (10) now implies that

$$\int_0^1 \phi(t, w) dt = 0.$$ 

Therefore, we may integrate by parts to find that

$$w \int_0^1 \phi(t, w)^2 dt = - \int_0^1 \phi'(t, w) \phi(t, w)^2 dt.$$ 

Since $\phi'(t) = 0$ by construction and since $\phi(t, w)$ is a real valued function of $t$ when $w$ is real, we conclude that $w \leq 0$. This completes the proof that $B(1, z)$ has no positive zeros, and hence establishes that $B(1, z) \Gamma(z)$ has no zeros. Because of Theorem IV of [10], $B(1, z)$ is an entire function of genus 0 or 1. Since $S(z)$ has genus 1, the function $B(1, z) \Gamma(z)$ has genus 0 or 1. Since it has no zeros, it is the product of a constant and an exponential. Since $B(1, z)$ is real for real $z$ by construction and since $\Gamma(z)$ is real for real $z$ by its factorization, $B(1, z) \Gamma(z)$ is real for real $z$. Since this function is also known to be periodic of period 1, it is a constant. But $B(1, z)/z = \alpha(1) = 1$ when $z = 0$ by construction and $S(z)/z = 1$ when $z = 0$ by the infinite product. Therefore, $B(1, z) \Gamma(z) = 1$ identically and $B(1, z) = S(z)$. Since $A(1, z)$ and $B(1, z)$ satisfy (12),

$$z A(1, z + 1) = A(1, z) - S(z)/z$$

for all complex $z$. The identity

$$z S'(z + 1) = S'(z) - S(z)/z$$

follows from the identity $zS(z+1) = S(z)$ on differentiating. Therefore,

$$z[A(1, z + 1) - S'(z + 1)] = A(1, z) - S'(z)$$

for all complex $z$. It follows that the entire function $A(1, z) - S'(z)$ vanishes at the nonpositive integers and that

$$U(z) = [A(1, z) - S'(z)] \Gamma(z)$$

is a periodic entire function of period 1. We may also write

$$U(z) = A(1, z)/B(1, z) - S'(z)/S(z)$$

where
\[ \text{Re} \left( \frac{iA(1, z)}{B(1, z)} \right) > 0, \]
\[ \text{Re} \left( \frac{iS'(z)}{S(z)} \right) > 0 \]
for \( y > 0 \) because \( A(1, z) - iB(1, z) \) and \( S'(z) - iS(z) \) satisfy (1). By the Poisson representation of a function positive and harmonic in a half-plane,
\[ \text{Re} \left( iU(z) \right) = \frac{y}{\pi} \int \frac{\text{Re} \left( iU(t) \right) dt}{(t - x)^2 + y^2} + ky \]
for \( y > 0 \), with absolute convergence of the integral, where \( k \) is a real constant. Since \( U(z) \) is real for real \( z \) by construction, the integral may be omitted in this formula. Since there are no singular points for \( m(t), B(1, z) \) does not belong to \( \mathcal{C}(E(1)) \) and
\[ \frac{A(1, iy)}{B(1, iy)} = o(y) \]
as \( y \to +\infty \). By the infinite product for \( S(z) \),
\[ \frac{S'(iy)}{S(iy)} = o(y) \]
as \( y \to +\infty \). It now follows that \( k = 0 \). We have shown that \( \text{Re} \left( iU(z) \right) = 0 \) for \( y > 0 \). By the Cauchy-Riemann equations, \( U(z) = U \) is a constant for \( y > 0 \). By analytic continuation, the same is true for all complex \( z \). We have
\[ A(1, z) = S'(z) + US(z) \]
for all complex \( z \). On computing derivatives at the origin, we find that
\[ -\beta(1) = S''(0) + US'(0). \]
To determine \( \beta(1) \), we must use the formula
\[ \beta(t) = tv(t) + \log \log t^{-1}. \]
To see that it is valid, note that the derivative of the right-hand side of the proposed identity is \( v(t) \). Therefore, left and right-hand sides can differ only by a constant. This constant is zero since
\[ \lim_{t \to 0} [\beta(t) - \log \log t^{-1}] = 0 \]
by definition and
\[ \lim_{t \to 0} [tv(t)] = 0 \]
since
\[ v(t) \sim (t \log t)^{-1} \]
as we have seen. Therefore,
\[ \beta(1) = \lim_{t \to 1} [tv(t) + \log \log t^{-1}] = -S''(0) \]
by our definition of \( v(t) \). It follows that

\[ S''(0) = S''(0) + U S'(0) \]

and that \( U = 0 \) since \( S'(0) = 1 \). This completes the proof of the theorem.

**Proof of Theorem VII.** We have seen that \( \phi(t, w) \) belongs to \( L^2(0, 1) \) as a function of \( t \) for every complex number \( w \). Since (6) and (16) hold, we have the identity

\[ \bar{w} \phi(t, \bar{w} + 1) = \phi(t, \bar{w}) - t^{-1} \int_0^t \phi(s, \bar{w}) ds \]

for every complex number \( w \). Therefore, if

\[ f(t) = \phi(t, \bar{w}) - \int_0^t \phi(s, \bar{w}) ds \]

and if \( g(t) \) is defined by (22), then

\[ g(t) = \bar{w} \phi(t, \bar{w} + 1). \]

The corresponding eigentransforms are

\[ F(z) = K(1, w, z) - \pi K(1, 0, z) K(1, w, 0), \]
\[ G(z) = \bar{w} K(1, w + 1, z). \]

The identity \( F(z) = z G(z + 1) \) is now (63). The theorem follows by linearity and continuity. It should be mentioned that the functions \( \phi(t, w) \), where \( w \) ranges in the nonpositive integers, form an orthogonal basis for \( L^2(0, 1) \) as a result of Theorems V and VIA, since the corresponding eigentransforms \( K(w, z) \) form an orthogonal basis for \( \mathcal{H}(E(1)) \).

**Proof of Theorem VIII.** If \( F(x) \) is a finite linear combination of the functions \( (x - w)^{-1} \), where \( w \) is not real, the existence of \( G(x) \) defined by (31), and formula (32), follow from formula (30). The general case then follows by linearity and continuity. The only other information necessary for existence and uniqueness is that the finite linear combinations of the functions, \( (x - w)^{-1} \), where \( w \) is not real, are dense in \( L^2(\mu) \) and in \( L^2(\nu) \). This follows from properties of the Poisson kernel and should need no proof here. Similar considerations are necessary for the development of the ordinary Hilbert transform by Titchmarsh [14, Chapter V].

**Proof of Theorem IX.** By the proof of sufficiency for Theorem IV of [8],

\[ \frac{A(z) - A(w)}{z - w} \quad \text{and} \quad \frac{B(z) - B(w)}{z - w} \]

belong to \( \mathcal{H}(A - i B) \) as functions of \( z \) for every complex number \( w \). Since

\[ L(w, z) = \frac{\bar{C}(w)}{\pi} \frac{B(z) - B(\bar{w})}{z - \bar{w}} - \frac{\bar{D}(w)}{\pi} \frac{A(z) - A(\bar{w})}{z - \bar{w}}, \]
$L(w, z)$ belongs to $\mathcal{C}(A-iB)$ as a function of $z$ for every complex number $w$. If we take $F(z) = K(w_1, z)$ in (35) for some fixed complex number $w_1$, we find that

$$G(w) = \langle L(w, l), K(w_1, l) \rangle_{A-iB} = L(w, w_1)^-$$

so that

$$G(z) = \frac{1 - D(z)A(w_1) + C(z)B(w_1)}{\pi(\bar{w}_1 - z)}.$$

With a change of variable, the proof of sufficiency for Theorem IV of [8] shows that

$$\frac{C(z) - C(w)}{z - w} \quad \text{and} \quad \frac{D(z) - D(w)}{z - w}$$

belong to $\mathcal{C}(D+iC)$ as functions of $z$ for every complex number $w$. By taking a linear combination, we find that the function $G(z)$ just obtained does belong to $\mathcal{C}(D+iC)$ as a function of $z$. To prove the theorem, we must verify that for all complex numbers $z$ and $w$,

$$\left\langle \frac{1 - D(t)A(w) + C(t)B(w)}{\pi(\bar{w} - t)}, \frac{1 - D(t)A(z) + C(t)B(z)}{\pi(\bar{z} - t)} \right\rangle_{D+iC}$$

(65)

$$= \frac{B(z)A(w) - A(z)B(w)}{\pi(z - \bar{w})},$$

since this last expression is equal to

$$\langle K(w, l), K(z, l) \rangle_{A-iB}.$$

The theorem will then follow by linearity and continuity. Formula (65) is a consequence of the four formulas

(66) $$\left\langle \frac{D(t) - D(z)}{t - z}, \frac{D(t) - D(w)}{t - w} \right\rangle_{D+iC} = \pi \frac{\overline{D(w)B(z) - B(w)D(z)}}{z - \bar{w}},$$

(67) $$\left\langle \frac{D(t) - D(z)}{t - z}, \frac{C(t) - C(w)}{t - w} \right\rangle_{D+iC} = \pi \frac{1 - \overline{A(w)D(z) + C(w)B(z)}}{z - \bar{w}},$$

(68) $$\left\langle \frac{C(t) - C(z)}{t - z}, \frac{D(t) - D(w)}{t - w} \right\rangle_{D+iC} = -\pi \frac{1 - \overline{D(w)A(z) + B(w)C(z)}}{z - \bar{w}},$$

(69) $$\left\langle \frac{C(t) - C(z)}{t - z}, \frac{C(t) - C(w)}{t - w} \right\rangle_{D+iC} = \pi \frac{\overline{C(w)A(z) - A(w)C(z)}}{z - \bar{w}}.$$

The proofs of formulas (66), (67), (68), and (69) are closely analogous to the proof of formula (21) of [8], and it should be unnecessary to go through this
process again here. The required partial fraction decompositions are possible because of (34).

**Proof of Theorem X.** The isometric inclusions of $\mathcal{K}(A-iB)$ in $L^2(\mu)$ and of $\mathcal{K}(D+iC)$ in $L^2(\nu)$ follow by Theorem V of [8] because of (37) and (39). Formulas (26) and (28) then follow by the proof of Theorem VI of [8]. It remains to show that (31) holds when $F(z)$ and $G(z)$ are related by (35). For this, we will need to compute the $L^2(\mu)$ projection $P(w, z)$ of $(x-w)^{-1}$ into $\mathcal{K}(A-iB)$ when $w$ is not real and the $L^2(\nu)$ projection $Q(w, z)$ of $(x-w)^{-1}$ into $\mathcal{K}(D+iC)$. These are given by the integrals

$$P(w, z) = \int \frac{B(t)A(z) - A(t)B(z)}{\pi(t - z)} \frac{d\mu(t)}{(t - w)},$$

$$Q(w, z) = \int \frac{D(t)C(z) - C(t)D(z)}{\pi(t - z)} \frac{d\nu(t)}{(t - w)}.$$

To evaluate these, we use formulas (27) and (28) of [8] in the form

$$\frac{i(w - z)}{\pi} \int \frac{A(t) + iB(t)}{(t - z)(t - w)} d\mu(t) = \frac{2}{2W(w)} [A(z) - iB(z)] - [A(z) + iB(z)]W(z)$$

$$+ \frac{A(\bar{w}) + iB(\bar{w})}{2W(\bar{w})} - [A(\bar{w}) - iB(\bar{w})]W(\bar{w}),$$

$$\frac{i(w - z)}{\pi} \int \frac{A(t) - iB(t)}{(t - z)(t - w)} d\mu(t) = \frac{2W(z)}{2W(z)} [A(z) - iB(z)] - [A(z) + iB(z)]W(z)$$

$$+ \frac{A(\bar{w}) + iB(\bar{w})}{2W(\bar{w})} - [A(\bar{w}) - iB(\bar{w})]W(\bar{w})$$

when $i(z - z) > 0$ and $i(\bar{w} - w) > 0$. It follows that

$$P(w, z) = -\frac{A(z) - A(\bar{w})}{z - \bar{w}} \frac{1 - W(\bar{w})}{[A(\bar{w}) + iB(\bar{w})] - [A(\bar{w}) - iB(\bar{w})]W(\bar{w})}$$

$$- \frac{B(z) - B(\bar{w})}{z - \bar{w}} \frac{1 + W(\bar{w})}{[A(\bar{w}) + iB(\bar{w})] - [A(\bar{w}) - iB(\bar{w})]W(\bar{w})}$$

when $i(\bar{w} - w) > 0$. A similar computation in $\mathcal{K}(D+iC)$ yields

$$Q(w, z) = -\frac{C(z) - C(\bar{w})}{z - \bar{w}} \frac{1 - W(\bar{w})}{[C(\bar{w}) + iD(\bar{w})] - [C(\bar{w}) - iD(\bar{w})]W(\bar{w})}$$

$$- \frac{D(z) - D(\bar{w})}{z - \bar{w}} \frac{1 + W(\bar{w})}{[C(\bar{w}) + iD(\bar{w})] - [C(\bar{w}) - iD(\bar{w})]W(\bar{w})}$$

when $i(\bar{w} - w) > 0$. We now use the formulas to (66), (67), (68), and (69) in $\mathcal{K}(A-iB)$.
It follows from (70) using (72), (73), (74), and (75) that

\[ (76) \quad \langle P(w, t), L(z, t) \rangle_{A-B} = i\phi(w)Q(w, z) \]

when \( i(w - w) > 0 \). A similar analysis in the lower half-plane will show that (76) holds whenever \( w \) is not real. Now return to functions \( F(z) \) and \( G(z) \), as in the statement of the theorem, which are related by (35). We wish to show that (31) holds for every nonreal number \( w \). Since \( F(z) \) is in \( \mathfrak{C}(A-iB) \) and \( G(z) \) is in \( \mathfrak{C}(D+iC) \) by hypothesis, it is sufficient to show that

\[ \langle G(t), Q(w, t) \rangle_{D+iC} = i\phi(w)^{-1}(F(t), P(w, t))_{A-B} \]
\[ L(c, w, z) = \int_0^\infty (C(t, w), D(t, w)) d\alpha(t)(A(t, \bar{z}), B(t, \bar{z}))^{-} \]

for all complex \( z \) and \( w \). To see this, note that since \( C(t, \bar{w}) \) and \( D(t, \bar{w}) \) are continuous functions of \( t \geq 0 \) for every complex number \( w \) and since (40) holds,

\[ \int_0^\infty (C(t, \bar{w}), D(t, \bar{w})) d\alpha(t)(C(t, \bar{w}), D(t, \bar{w}))^{-} < \infty. \]

Therefore, the integral in (77) is absolutely convergent for every \( z \) and \( w \). As in the proof of formula (50), it is sufficient to establish (77) when \( z \neq \bar{w} \). The formula now follows from (41). The reader will have no trouble making the derivation if he will write both formulas in differential form.

**Proof of Theorem XIIIB.** This part of the theorem follows from Part A using Theorem IIIC. Of course, formula (46) is just formula (11) with a change of variables.
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