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1. Introduction and notation. Let $M_n$ denote the set of all $n \times n$ matrices whose entries are bounded real valued continuous functions on the entire real line. Let $A, B \in M_n$. Then $A$ is said to be kinematically similar to $B$ (written $A \sim B$) if there exists a $P(t)$ ($P, P^{-1}, P \in M_n$) such that $B = P^{-1}(-\dot{P} + AP)$. It is clear that kinematic similarity defines a set of equivalence classes in $M_n$. For each $B \in M_n$ denote its equivalence class by $\mathcal{E}(B)$. For $A \in M_n$ define $\eta[A] = \sum_{i,j=1}^{n} \text{l.u.b.} |a_{ij}(t)|$. For any subset $R$ of $M_n$ denote by $[R]$ the closure of $R$ in the sense of the norm $\eta$. Let $A, B \in M_n$. Then $A$ is said to be approximately similar to $B$ (written $A \approx B$) if $B \in [\mathcal{E}(A)]^-$. In an earlier paper [3] the author introduced the above concept and considered some of its properties and applications. In this paper we shall continue our study of this concept. In §2 we introduce several invariants of approximate similarity and establish that it defines an equivalence relation in the set $K_n$, where $K_n$ denotes those matrices in $M_n$ all of whose entries are constant functions. Let $A_n$ denote the elements of $M_n$ all of whose entries are real valued almost periodic functions in the sense of Bohr. Define $L_n = \{B | B \in M_n \text{ and } \exists C \in K_n : B \approx C\}$. The set $A_n \cap L_n$ is of considerable importance with respect to applications to almost periodic systems of different equations [2]. It is known that this intersection contains open sets of the topology defined in $A_n$ by $\eta$ [4]. It is not known whether $A_n \cap L_n = A_n$. In §3 we obtain necessary and sufficient conditions that $A(t) \in A_n$ also belongs to $L_n$. Unfortunately the conditions obtained in §3 depend upon the behavior of the solutions of the system $\dot{x} = A(t)x$. In §4 we obtain a sufficiency condition which depends more directly on the matrix $A(t)$ itself.

2. Invariants of approximate similarity. We shall first establish that the relation of approximate similarity defines an equivalence relation in the set $K_n$. We introduce the following notation. For $A \in K_n$ denote by $\lambda_1, \cdots, \lambda_n$ the characteristic roots of $A$, i.e. the roots of the equation $\det[A - \lambda I] = 0$. Here roots of multiplicity $j$ are repeated $j$ times. For any complex number $\lambda$, $\text{Re} (\lambda)$ and $\text{Im} (\lambda)$ shall denote its real and imaginary parts respectively.

**Lemma 2.1.** If $\lambda_1, \cdots, \lambda_n$ are the characteristic roots of $A \in K_n$ then $C = \text{diag} (\text{Re} (\lambda_1), \cdots, \text{Re} (\lambda_n))$ is approximately similar to $A$.

**Proof.** We must show that $A \in [E(C)]^-$. But $A \in [E(C)]^-$ if and only if
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$B \in [E(C)]^-$ for any $B \in E(A)$. However, it is known that $E(A)$ contains a matrix $B$ of the form $\text{diag} \ (B_1, \cdots, B_k)$. Here $B_r$ denotes an $m+1$ by $m+1$ square matrix of the form

$$
\begin{bmatrix}
\xi_i & 1 & 0 & \cdots & 0 \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
0 & \cdots & \cdots & \cdots & \xi_i
\end{bmatrix}
$$

where $\xi_i = \text{Re}(\lambda_i) = \text{Re}(\bar{\lambda}_{i+1}) = \cdots = \text{Re}(\bar{\lambda}_{i+m})$. Thus if

$$
C_r = \text{diag}(\text{Re}(\lambda_1), \cdots, \text{Re}(\lambda_{i+m}))
$$

it suffices to show that for every $\epsilon > 0$ there exists a $D_r \in E(C_r)$ such that $\eta[D_r - B_r] < \epsilon$. Assume that $2q = m + 1$ or $2q = m$ and define $D' = (d_{ij})$ as follows:

- $d_{ij} = b_{ij}$ for all $i, j$ such that $b_{ij} \neq 0$,
- $d_{2i,2i-1} = (\epsilon/i)^2$ for $i = 1, \cdots, q$, $\epsilon < 1$,
- $d_{ij} = 0$ for all other $i, j$.

In the case $m+1 = 2q$, $D_r$ possesses the distinct complex conjugate characteristic roots

$$
\xi_i \pm \frac{\epsilon}{j} \sqrt{-1}, \quad j = 1, \cdots, q.
$$

In the case where $m = 2q$, $D_r$ also possesses the single real root $\xi_i$ in addition to the conjugate roots appearing in the first case. Thus in both cases the distinctness of the roots of $D_r$ assures us that $D_r \in E(C_r)$. This completes the proof of Lemma 2.1.

Lemma 2.2. If $C = \text{diag}[\text{Re}(\lambda_1), \cdots, \text{Re}(\lambda_n)]$ where $\lambda_1, \cdots, \lambda_n$ denote the characteristic roots of $A$ then $A \simeq C$.

Proof. We must show that $C \in [E]^- (A)$. As indicated in the proof of Lemma 2.1, however, it is known that $E(A)$ contains a matrix $B$ where $B$ is upper triangular (i.e. $b_{ij} = 0$ for $i > j$) and the diagonal terms of $B$ agree with those of $C$. It then follows [3] that $C \in [E(B)]^- = [E(A)]^-.$

In general for $A$ and $B$ belonging to $M_n$ it is not known if $A \simeq B$ implies $B \simeq A$. The following theorem gives us this result for the case of the constant matrices.

Theorem 2.1. If $A$ and $B \in K_n$ then $A \simeq B$ and $B \simeq A$ if and only if $\text{Re}(\lambda_i) = \text{Re}(\sigma_i)$, $i = 1, \cdots, n$ where $\lambda_i$ and $\sigma_i$ are appropriate orderings of the characteristic roots of $A$ and $B$ respectively.
Proof. In view of Lemmas 2.1 and 2.2 it will suffice to show that the real parts of the characteristic roots are common invariants for any two constant matrices $A$ and $B$ with $B \approx A$. It is well known that the roots of a polynomial are continuous functions of its coefficients. Thus for every $A$ and every $\epsilon > 0$ there exists a $\delta > 0$ such that $\eta[A - A'] < \delta$ implies $|\text{Re}(\sigma_j) - \text{Re}(\lambda_i)| < \epsilon$ for $j = 1, \ldots, n$ where $\sigma_j$ and $\lambda_i$ are appropriate orderings of the roots of $A'$ and $A$ respectively. But if $B \approx A$ then for every $\delta > 0$ there exists an $A'$ such that $A' \in E(B)$ and $\eta[A - A'] < \delta$. Since $A' \in E(B)$ we know that $\text{Re}(\sigma_j) = \text{Re}(\sigma_j)$, $j = 1, \ldots, n$, where $\sigma_j$ and $\lambda_i$ are appropriate orderings of the roots of $A'$ and $B$. Thus $\text{Re}(\sigma_j) = \text{Re}(\lambda_i)$ for $j = 1, \ldots, n$ and our result follows.

Since it is known [3] that the relation of approximate similarity is transitive and reflexive, as an immediate consequence of Theorem 1.1 we have the following corollary.

**Corollary 2.1.** Approximate similarity defines an equivalence relation in the set $K_n$.

The results of Markus [5] along with Corollary 2.1 assure us that approximate similarity defines an equivalence relation in the set of periodic matrices.

We now introduce for the set $M_n$ an invariant of approximate similarity which we will need in §3. For this purpose we have the following definitions. Let $a(t)$ be a bounded continuous function for $- \infty < t < \infty$. Define the upper (lower) uniform mean value of $a(t)$, (written $M^+(a)$, $M^-(a)$), to be

$$
\lim_{T \to \infty} \frac{1}{T} \left( \limsup_{T \to \infty} \inf_{t_0} \int_{t_0}^{t_0+T} a(\tau) d\tau \right)
$$

**Lemma 2.3.** If $A \sim B$ then $M^-(\text{trace } A) = M^-(\text{trace } B)$ and $M^-(\text{trace } A) = M^-(\text{trace } B)$.

**Proof.** Since $A \sim B$ there exists $P(t)$, $(P(t), P^{-1}(t) \in M_n)$, such that if $\phi(t)$ is a fundamental matrix solution of the system $\dot{x} = A(t)x$ then $P(t)\phi(t)$ is a fundamental matrix solution of the system $\dot{y} = B(t)y$. Without loss of generality we may assume that $\det P(t) > 0$ and $\det \phi(t) > 0$. Thus we have that:

$$
\det \phi(t)/\det \phi(\tau) = \exp \int_\tau^t \text{trace } A(s) ds
$$

and

$$
\det P(t) \det \phi(t)/[\det P(\tau) \det \phi(\tau)] = \exp \int_\tau^t \text{trace } B(s) ds.
$$

From these two equalities we obtain
\[ \int_-^t \text{trace } A(s)ds - \int_-^t \text{trace } B(s)ds = \ln[\det P(t)] + \ln[\det P^{-1}(\tau)]. \]

Since \( P(t) \) and \( P^{-1}(\tau) \in M_n \) the desired result follows.

As an immediate result of the definition of approximate similarity and Lemma 2.3 we have the following theorem.

**Theorem 2.2.** If \( A \approx B \) then \( M^{-}(\text{trace } A) = M^{-}(\text{trace } B) \) and \( M^{-}(\text{trace } A) = M^{-}(\text{trace } B) \).

**Corollary 2.2.** If \( B(t) \in M_n \) is approximately similar to \( C \in K_n \) then \( M^{-}(\text{trace } B(t)) = M^{-}(\text{trace } C) \).

**Corollary 2.3.** There exist elements in \( M_n \) which are not in \( L_n \).

If for any function \( a(t) \) we have \( M^{-}(a) = M_{-}(a) \) then we denote this common value by \( M(a) \). We now have the following lemma.

**Lemma 2.4.** If \( M(a + b) = \lambda_1 + \lambda_2 \) and if \( M^{-}(a) \leq \lambda_1 \) and \( M^{-}(b) \leq \lambda_2 \) then \( M(a) = \lambda_1 \) and \( M(b) = \lambda_2 \).

**Proof.** Using the definition of \( M, M_{-}, M^{-} \) we have:

\[ \lambda_1 + \lambda_2 = M(a + b) \leq M^{-}(a) + M^{-}(b) \leq \lambda_1 + \lambda_2. \]

From this it follows that \( M^{-}(a) = \lambda_1 \) and \( M^{-}(b) = \lambda_2 \). But \( \lambda_1 + \lambda_2 = M_{-}(a + b) \leq M_{-}(a) + M^{-}(b) \leq \lambda_1 + \lambda_2 \) and so \( M_{-}(a) = \lambda_1 = M^{-}(a) = M(a) \). In the same way one may obtain \( M_{-}(b) = \lambda_2 = M^{-}(b) = M(b) \).

3. **The class \( L_n \).** In this section we shall establish necessary and sufficient conditions that \( A(t) \in A_n \) belongs to \( L_n \). Given an almost periodic matrix \( A(t) \), the hull of \( A(t) \), written \( H(A) \), is the set of all elements of \( A_n \) which are uniform limits of sequences \( \{A(t + \tau_i)\} \) of translates of \( A(t) \).

**Lemma 3.1.** If for \( A(t) \in A_n \) and \( B \in K_n \) we have \( A(t) \approx B \) then for every \( A^{*} \in H(A) \), \( A^{*} \approx B \).

**Proof.** Since \( A(t) \approx B \) there exists a sequence \( \{P_i(t)\} \) such that \( P_i, P_i^{-1}, \dot{P}_i \in M_n \) and \( \eta[-P_i^{-1}(\dot{P}_i - AP_i) - B] < 1/j,i = 1, 2, \ldots. \) Let \( M_i \) denote the max(\( \eta[P_i] \), \( \eta[P_i^{-1}] \)) and \( \{\tau_j\} \) be such that \( \lim_{j \to \infty} (\eta[A(t + \tau_j) - A^{*}(t)]) = 0 \). We may assume that the \( \{\tau_j\} \) have been chosen in such a way that \( \eta[A(t + \tau_j) - A^{*}(t)] < 1/j(2M_j) \). Then

\[ \eta[-P_j^{-1}(t + \tau_j) \{\dot{P}_j(t + \tau_j) - A^{*}(t)P_j(t + \tau_j)\} - B] < 2/j \]

for \( j = 1, 2, \ldots \). This concludes the proof of Lemma 3.1.

To facilitate the statement of the next lemma we introduce the following notation. If in the definition of \( \eta[A] \) we restrict the range of \( t \) to the interval \([0, +\infty) \) then we shall denote the resulting norm \( \eta^{+}[A] \). \( M^{+} \) will have a similar meaning.
Lemma 3.2. Let \( A(t) \in A_n, B \in K_n; P_i(t), P_i^1(t), \dot{P}_i(t) \in M_n \); and \( \dot{P}_i(t) \) uniformly continuous, be such that
\[
\eta^* \left[ - P_i^1 (\dot{P}_i - A(t)P_i) - B \right] < 1/i, \quad i = 1, 2, \ldots.
\]
Then \( A(t) \approx B \).

Proof. Take a sequence \( \{ T_j \} \) such that \( \lim_{j \to \infty} T_j = +\infty \) and \( \lim_{j \to \infty} \eta [A(t + T_j) - A^*(t)] = 0 \) for some \( A^* \in H(A) \). We may also assume that \( P_i(t + T_j) \), for each \( i \) and an appropriate subsequence of the \( T_j \), converge uniformly on any finite interval to \( P_i^*(t) \) which satisfies
\[
\eta [ - P_i^*(\dot{P}_i^* - A^*P_i^*) - B ] < 1/i.
\]
Thus \( A^* \approx B \). Lemma 3.1 now states that \( A(t) \approx B \).

Consider the system \( \dot{x} = A(t)x \). For any solution \( \phi(t) \) of this system let \( ||\phi(t)|| \) denote the sum of the absolute values of the components of \( \phi(t) \). A subspace \( S \) of solutions of the above system is said to have a uniform characteristic exponent \( \sigma \) if for every \( \epsilon > 0 \) there is an \( M \), such that \( ||\phi(t)|| / ||\phi(0)|| \leq M \), \( \exp \left[ (\sigma + \epsilon)(t - \tau) \right] \) for every \( \phi(t) \in S \) and every \( t \geq \tau \geq 0 \). \( A(t) \) is said to have property I with constants \( \sigma_1 < \sigma_2 < \cdots < \sigma_r \) and integers \( p_0 = 0 < p_1 < \cdots < p_n = n \) if for every \( \sigma_i, 1 \leq i \leq r \), there is a \( p_i \) dimensional subspace \( S_i \) for the system \( \dot{x} = A(t)x \) which possesses a uniform characteristic exponent \( \sigma_i \).

The following theorem is similar to results of Diliberto [1] and Markus [5] for the case of kinematic similarity.

Theorem 3.1. If \( A \in A_n \) then a n.a.s.c. that \( A \in L_n \) is that \( A(t) \) possess property I with constants \( \sigma_1, \ldots, \sigma_r, p_1, \ldots, p_r \) and \( M(\text{trace } A) = \sum_{i=1}^{r} \sigma_i (p_i - p_{i-1}) \).

Proof. Assume that \( A \approx B \), where \( B \in K_n \). In light of Theorem 2.2 and Corollary 2.2 we need only show that \( A \) satisfies property I with the constants \( \sigma_1, \ldots, \sigma_r, p_1, \ldots, p_r \). Here the \( \sigma_i \) denote the real parts of the characteristic roots \( \lambda_j \) of \( B \) and \( p_i \) denotes the number of \( \lambda_j \) with real parts equal to or less than \( \sigma_i \). But by Theorem 2.1 and transitivity we have that \( A \approx \text{diag} \left[ \text{Re}(\lambda_1), \ldots, \text{Re}(\lambda_n) \right] \). The desired estimates now follow from known results.

Assume that \( A(t) \) possesses property I. Let \( \phi_1(t), \ldots, \phi_r(t) \) be independent solutions of \( \dot{x} = A(t)x \) such that for each value of \( j, 0 \leq j \leq r \) the first \( p_j \) of the \( \phi_j(t) \) span the solution space \( S_j \). Now using these vectors form an orthonormal set of vectors using the Gram-Schmidt procedure. Let \( P(t) \) denote the matrix formed by using these orthonormal vectors as columns. We write \( P(t) = G.S. (\phi_1(t), \ldots, \phi_r(t)) \). Then \( P(t) \) is just the classical Perron transformation and \( P^{-1}(t) [A(t)P(t) - \dot{P}(t)] = B(t) \) where \( B(t) \) is upper triangular. We first show that \( M^*(b_{kk}) = \sigma_j \) for \( p_{j-1} < k \leq p_j, j = 1, \ldots, r \). Let \( \psi(t_1, t) \) denote the fundamental matrix solution of \( \dot{y} = B(t)y \) which for \( t = t_1 \)
has the value \( \psi(t_1, t_2) = I \). Let \( \gamma_1(t_1, t), \ldots, \gamma_n(t_1, t) \) denote the columns of \( \psi(t_1, t) \). Now \( P(t) \) carries the linear spaces \( S_j \) into linear spaces \( S^* \) with similar properties. This is due to the fact that \( \gamma_i(t_1, t) = P^{-1} \sum_{i=1}^{n} d_i \varphi_i(t) \) where the \( d_i \) are fixed constants depending only on \( t_1 \) and \( t_2 \). Thus it follows that \( \gamma_i(t_1, t) \in S^* \) for all \( i \leq \rho_j \) and since \( \sum_{i=1}^{n} d_i \varphi_i(t) \in S_j \) the constant \( M^* = \eta[P^{-1}]M^* \) is independent of the particular choice of \( t_1 \geq 0 \). Thus for each \( i \), \( 0 \leq i \leq \rho_j \) and \( t_1 \geq 0 \) we have

\[
\exp \left( \int_{t_1}^{t_1+t} b_{ii}(s) \, ds \right) \leq \| \gamma_i(t_1, t_1 + \tau) \| / \| \gamma_i(t_1) \| \leq M^* \exp[(\sigma_j + \epsilon)\tau].
\]

Therefore it follows that \( M^+(b_{jj}(t)) \leq \sigma_i \) for \( \rho_i < j \leq \rho_i \). But by Lemma 2.3 \( M^+(\text{trace } B) \) exists and is equal to \( M^+(\text{trace } A) = \sum_{i=1}^{n} \sigma_i(p_i - p_{i-1}) \). By repeated application of Lemma 2.4 we have that \( M^+(b_{jj}(t)) = \sigma_i \) for \( p_i \leq j \leq p_{i-1} \). Hence it follows that \( \gamma_i(t_1, t) \) is a uniformly bounded equicontinuous family of functions. In this case it is known that the entries of \( A(t + \tau) \), \( \dot{P}(t + \tau) \), \( P^{-1}(t + \tau) \), and \( \ddot{P}(t + \tau) \) for \( 0 \leq \tau < \infty \) also form a uniformly bounded equicontinuous family of functions [6]. Thus we may select a sequence \( \{ T_i \} \), \( \lim_{i \to \infty} T_i = + \infty \), such that \( \lim_{i \to \infty} \eta[A(t + T_i) - A^*(t)] = 0 \) and the sequences \( \{ P(t + T_i) \} \), \( \{ P^{-1}(t + T_i) \} \), \( \{ \dot{P}(t + T_i) \} \), \( \{ B(t + T_i) \} \) converge uniformly on finite intervals to \( \dot{P}^*(t) \), \( P^*^{-1}(t) \), \( \dot{P}^*(t) \) and \( B^*(t) \) respectively. Since \( M^+(b_{jj}) = \sigma_i \) for \( p_i - 1 < j < p_i \) it follows that \( M(b_{jj}) = \sigma_i \) for \( p_i - 1 < j \leq p_i \). Thus \( \sigma_i \) is the characteristic root of \( A^* \) and \( A^* \in E(B) \) it then follows that \( A^* = C \). Lemma 3.1 now assures us that \( A = C \). This completes the proof of Theorem 3.1.

To facilitate the statement of Corollary 3.1 we introduce the following notation. Let \( A \in A_n \) be written \( A = A_0 + A_p \) where the entries of \( A_0 \) are the mean values of the corresponding entries of \( A \). Denote the characteristic roots of \( A_0 \) by \( \lambda_1, \ldots, \lambda_n \).

**Corollary 3.1.** Let \( A_0 \) commute with \( A(t) \) and \( \int_0^t A(s) \, ds \) for each \( 0 \leq t < \infty \), then \( A(t) \approx \text{diag}[\text{Re}(A_0), \ldots, \text{Re}(A_n)] \).

**Proof.** The assumptions on \( A_0 \) imply that \( A(t), A_0, \) and \( A_p(t) \) commute for all values of \( t \geq 0 \) [5]. Therefore, for \( t \geq t_1 \geq 0 \),

\[
\exp \left[ \int_{t_1}^{t} A(s) \, ds \right] = \exp [A_0(t-t_1)] \exp \left[ \int_{t_1}^{t} A_p(s) \, ds \right]
\]

is a fundamental matrix solution. Since \( A_p(s) \in A_n \) and has zero mean value for every \( \epsilon > 0 \) there exists an \( M_* \) such that

\[
\left\| \frac{1}{\gamma} \int_{t_1}^{t_1+t} A_p(s) \, ds \right\| < M_* + \epsilon \gamma
\]

for all positive \( t_1 \) and \( \gamma \). It now follows that property I is satisfied. Since
A \in A_n \text{ the condition on the trace is also satisfied. This completes the proof of Corollary 3.1.}

4. Limit periodic matrices. Unfortunately the conditions stated in §3 which assure that a matrix $D(t) \in A_n$ also belongs to $L_n$ depend on the behavior of the solutions of the system $\dot{x} = D(t)x$. In this section we shall establish a sufficient condition for a matrix $D(t) \in M_n$ to belong to $L_n$ which is more directly related to the matrix $D(t)$. This result is contained in Theorem 4.1. Corollary 4.1 contains an application of this result to the case of limit periodic matrices.

From the results of §2 we know that for every $H_i(t) \in L_n$ there is a constant matrix $A_i = \text{diag}(\sigma_1, \ldots, \sigma_n)$ such that $H_i(t) \approx A_i$. Here the $\sigma_j$ are real numbers and $A_i$ is uniquely determined by $H_i(t)$ up to a reordering of the $\sigma_j$. Since $H_i(t) \approx A_i$, for every $\epsilon > 0$ there exists a $P_i(\epsilon, t)$ such that 

$$\eta[P_i^{-1}(H_iP_i - \hat{P}) - A_i] < \epsilon.$$

**Theorem 4.1.** Let $\{H_i(t)\}$ be a sequence of matrices in $L_n$ converging to a matrix $D \in M_n$. If there exists a sequence of matrices $P_i(\epsilon_i, t)$ as described above such that $\lim_{i \to \infty} \epsilon_i = 0$ and $\lim_{i \to \infty} (\eta[D - H_i]P(\epsilon_i, t)]\eta[P^{-1}(\epsilon_i, t)]) = 0$ then $D(t) \in L_n$.

**Proof.** We first observe that $\eta[A_i] \leq \eta[H_i]$ and so the set of all $A_i$ associated with the sequence $\{H_i\}$ is a compact set. Thus by proper choice of a subsequence we may assume that the sequence $\{A_i\}$ which is associated with the sequence $\{H_i(t)\}$ converges to a limit $A$ as $i \to \infty$. We now consider the identity

$$P_i^{-1}[-\hat{P} + DP_i] = A + [A_i - A] + P_i^{-1}[D - H_i]P_i + P_i^{-1}[H_iP - \hat{P}] - A_i.$$ 

As $i \to \infty$ the right hand sides of this identity tends to $A$. This completes the proof of Theorem 4.1.

**Corollary 4.1.** Let $D(t)$ be a limit periodic matrix and $\{H_i(t)\}$ be a sequence of periodic matrices with periods $T_i$ converging to $D(t)$. Then, if $\lim_{i \to \infty} (\eta[D - H_i] \exp[(n+1)\eta[H_i] + n-1]T_i]) = 0$, $D(t) \in L_n$.

**Proof.** Since the $H_i(t)$ are periodic there exists a $P_i(t)$ which satisfies the equation $P_i = H_i(t)P_i + P_iB_i$. Here $B_i$ is the $A_i$ of the preceding theorem except that it may contain 1's directly above the diagonal and so we have $\eta[B_i] \leq \eta[H_i] + n - 1$. Using this estimate for $\eta[B_i]$ we obtain:

$$\eta[P_i] \leq P(0) \exp[(n+1)\eta[H_i] + n-1]T_i/2].$$

Since $P_i^{-1}$ satisfies the equation $P_i^{-1} = P^{-1}H_i + B_iP^{-1}$ the same estimate will hold for $\eta[P_i^{-1}]$ and the desired result follows. We note, without proof, that the quantity $\exp[(n+1)\eta[H_i] + n-1]T_i]$ may be replaced by
\[
\left(1 + \sum_{j=1}^{n-1} \frac{1}{\gamma_j}\right) \exp\left[\left((n + 1)\eta[H] + (n - 1)\gamma_i\right)T\right]
\]

where the \(\gamma_i\) are any positive constants.
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