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1. Introduction. During the past three decades, Professor J. L. Walsh of Harvard University has proved a number of interesting theorems about the location of the critical points of the Green's function, with pole at infinity, for an infinite two-dimensional region with a finite boundary(2). Among these is the following:

**Theorem 1.1 (Walsh(3)).** Let \( R \) be an infinite region whose boundary \( B \) is a finite Jordan configuration and let \( G(x, y) \) be the Green's function for \( R \) with pole at infinity. Then the critical points of \( G(x, y) \) in \( R \) lie in the convex hull \( H(B) \) of \( B \), with none on the boundary of \( H(B) \) unless the points of \( B \) are colinear.

This result is analogous to the well-known theorem on polynomials:

**Theorem 1.2 (Lucas(4)).** The critical points of a polynomial \( f(z) \) lie in the convex hull \( H \) of the zeros of \( f(z) \) with none on the boundary of \( H \) unless it is a multiple zero of \( f(z) \) or unless the zeros of \( f(z) \) are collinear.

One of the generalizations of Lucas' theorem is the following:

**Theorem 1.3 (Marden(5)).** If an \( n \)th degree polynomial \( f(z) \) has \( p \) zeros \( (2 \leq p \leq n) \) in a circle \( C \) of radius \( a \), it has at least \( p - 1 \) critical points in the concentric circle \( C' \) of radius \( a \csc \left[ \pi/2(n - p + 1) \right] \).

This raises the question as to the possibility of an analogous generalization of Theorem 1.3. In the ensuing sections we shall investigate this question and deve-
lop several such analogies. They will involve a linear combination of \(G(x, y)\) with the Green’s functions for infinite lemniscatic regions whose poles lie in \(R\). The theorems will be of the following type.

**Theorem 1.4.** Let \(R\) be an infinite region bounded by a finite Jordan configuration \(B\). Let \(p_k(z)\) be a polynomial of degree \(n_k\) with all its zeros in \(R\) and let \(L\) denote the intersection of the \(m\) lemniscatic regions

\[
L_k: |p_k(z)| > \rho_k, \quad \rho_k > 0, \quad k = 1, 2, \ldots, m
\]

where the \(\rho_k\) are chosen so that \(L \cap R \neq 0\). Let the Green’s function with pole at infinity be denoted by \(G(x, y)\) for \(R\) and by \(g_k(x, y)\) for \(L_k\). Then the linear combination

\[
\Phi(x, y) = G(x, y) + \sum_{k=1}^{m} \lambda_k g_k(x, y), \quad \text{all } \lambda_k > 0,
\]

has at most \(N = n_1 + n_2 + \cdots + n_m\) critical points (counted with their multiplicities) outside a certain star-shaped region \(S\) containing \(H(B)\), dependent upon \(N\), but not upon the location of the zeros of the \(p_k(z)\).

In §§3, 4, 5, we shall prove this theorem for various cases and further specify the region \(S\). The proof in each case is made possible by the establishment of an identity which relates \(G(x, y)\) to any \(N + 1\) critical points of \(\Phi(x, y)\).

2. Function \(\Psi(z)\). For the development of theorems like 1.4 we need the following.

**Theorem 2.1.** In Theorem 1.4, let

\[
p_k(z) = (z - \zeta_{1k}) (z - \zeta_{2k}) \cdots (z - \zeta_{n_k}),(z)
\]

Then the critical points of \(\Phi(x, y)\) in \(R \cap L\) are the zeros of the function

\[
\Psi(z) = \int_B \frac{d\mu}{z - t} + \sum_{k=1}^{m} \lambda_k \sum_{j=1}^{n_k} \frac{1}{z - \zeta_{jk}},
\]

where

\[
d\mu = (1/2\pi) (\partial G/\partial v) ds > 0,
\]

and where \(v\) is the interior normal to \(B\).

As its form suggests, the conjugate imaginary of \(\Psi(z)\) may be interpreted as the force due to a distribution \(d\mu\) on \(B\) plus the forces due to \(N\) discrete particles of

\[\text{Generalization of Theorem 1, J. L. Walsh, ibid., p. 247.}\]
mass \((\lambda_k/n_k)\) at the points \(\zeta_{jk}\), the force attracting according to the inverse distance law.

To establish the lemma, we use the representations

\[
G(x, y) = \int_B \log r \, d\mu + \gamma, \quad \gamma = \text{const.,}
\]

\[
g_k(x, y) = \left(1/n_k\right) \log \left(|p_k(z)|/\rho_k\right)
\]

where \(r\) is the distance from point \((x, y)\) to a variable point on \(B\). Thus

\[
\Phi(x, y) = \gamma + \int_B \log r \, d\mu + \sum_{k=1}^m \left(\lambda_k/n_k\right) \log \left(|p_k(z)|/\rho_k\right).
\]

On adding to \(\Phi(x, y)\), \(-\sqrt{-1}\) times its harmonic conjugate and taking the derivative, we obtain the function \(\Psi(z)\).

3. Case \(m = 1, L_1\): circular region. We begin with the computationally simplest case in which we shall obtain the following result.

**Theorem 3.1.** Let \(R\) be an infinite region bounded by a finite Jordan configuration \(B\) and containing the point \(\zeta\). Let the Green's function with pole at infinity be denoted by \(G(x, y)\) for \(R\) and by \(g(x, y)\) for the circular region \(C:|z - \zeta| > \rho\), where the radius \(\rho\) is taken so that \(R \cap C \neq \emptyset\). Then at most a simple critical point of the function

\[
\Phi(x, y) = G(x, y) + \lambda g(x, y), \quad \lambda > 0,
\]

lies outside the star-shaped region \(S\) comprised of all points from which \(H(B)\) subtends an angle of at least \(\pi/2\).

In this case \(g(x, y) = \log (|z - \zeta|/\rho)\) so that (2.1) reduces to

\[
\Psi(z) = \int_B \frac{d\mu}{z - t} + \frac{\lambda}{z - \zeta}.
\]

Let us assume, contrary to Theorem 3.1, that \(\Phi(x, y)\) has two distinct critical points \(z_0\) and \(z_1\) outside \(S\). Then

\[
I_j + \frac{\lambda}{z_j - \zeta} = 0, \quad j = 0, 1,
\]

where

\[
I_j = \int_B \frac{d\mu}{z_j - t}.
\]
On defining

\[ I_{ij} = \int_B \frac{d\mu(t)}{(z_i - t)(z_j - t)}, \]

we find

\[ I_i - I_j = (z_j - z_i)I_{ij}. \]

By eliminating \( \zeta \) from equations (3.2), we obtain the equation

\[ I_0I_1 + \lambda I_{01} = 0 \]

which is a relation between \( G(x, y) \) and any two critical points \( z_0 \) and \( z_1 \) of \( \Phi(x, y) \).

If \( \Phi(x, y) \) has a multiple critical point at \( z_0 \), the corresponding relation

\[ I_0^2 + \lambda I_{00} = 0 \]

may be obtained from (3.6) by allowing \( z_1 \to z_0 \), or equivalently by eliminating \( \zeta \) from the equations \( \Psi(z_0) = 0 \) and \( \Psi'(z_0) = 0 \).

Let \( T_j \) denote a point such that

\[ \text{arg} (T_j - z_j) = \sup_{t \in B} \text{arg} (t - z_j), \quad \text{mod} 2\pi. \]

Since \( z_0 \) and \( z_1 \) lie outside \( S \), \( B \) subtends an angle less then \( \pi/2 \) at \( z_0 \) and \( z_1 \) and thus

\[ 0 \leq \frac{\text{arg} (T_j - z_j)}{t \in B} < \frac{\pi}{2}, \quad \text{for all} \ t \in B. \]

Hence, the vectors

\[ v_1 = \left( (T_0 - z_0)I_0 \right) \left( (T_1 - z_1)I_1 \right), \]
\[ v_2 = (T_0 - z_0)(T_1 - z_1)I_{01} \]

have the property

\[ 0 \leq \text{arg} v_j < \pi, \quad j = 1, 2 \]

and hence \( v_1 + v_2 \neq 0 \). That is, the assumption that two critical points \( z_0 \) and \( z_1 \) lie outside \( S \) implies that (3.6) or (3.6)' is not satisfied and thus leads to a contradiction. Therefore, at most, a simple critical point may lie outside \( S \).

Immediate consequences of Theorem 3.1 are:

**Corollary 3.1.** If \( B \) lies inside a circle of radius \( a \), then the \( \Phi(x, y) \) of Theorem 3.1 has at most a simple critical point outside the concentric circle of radius \( \sqrt{2a} \).

**Corollary 3.2.** If \( B \) lies on a line segment \( A \), the function \( \Phi(x, y) \) of Theorem 3.1 has at most a simple critical point exterior to the circle \( C \) having \( A \) as diameter.
4. **Case** $\lambda_k = \lambda n_k$, **all** $k$. We shall next prove the following generalization of Theorem 3.1.

**Theorem 4.1.** Let $R$ be an infinite region bounded by a finite Jordan configuration $B$ and let $p_k(z)$ be polynomials of degree $n_k$ with all their zeros in $R$. Let $L$ be the intersection of the $m$ lemniscatic regions

$$L_k: |p_k(z)| > \rho_k, \quad \rho_k > 0, \quad k = 1, 2, \ldots, m$$

where $\rho_k$ are chosen so that $R \cap L \neq 0$. Let the Green's function with pole at infinity be denoted by $G(x, y)$ for $R$ and by $g_k(x, y)$ for $L_k$. Then the linear combination

$$\Phi(x, y) = G(x, y) + \sum_{k=1}^{m} \lambda n_k g_k(x, y), \quad \lambda > 0$$

has at most $N$ critical points (counted with their multiplicities) outside the star-shaped region $S$ comprised of all points from which $H(B)$ subtends an angle of at least $\pi/(N + 1)$.

**Proof.** Let us assume on the contrary that $\Phi(x, y)$ has $N + 1$ distinct critical points $z_0, z_1, \ldots, z_N$ outside $S$. These critical points satisfy the equations obtained from (2.1):

$$I_p + \lambda \sum_{j=1}^{N} \frac{1}{z_p - \zeta_j} = 0, \quad p = 0, 1, \ldots, N$$

where the $\zeta_j$ ($j = 1, 2, \ldots, N$) are the $\zeta_{jk}$ relabelled with a single subscript and $I_p$ is defined by (3.3).

We shall now establish three lemmas involving the integrals

$$I_{i_1 i_2 \ldots i_k} = \int_{B} \frac{d\mu(t)}{(z_{i_1} - t)(z_{i_2} - t) \cdots (z_{i_k} - t)}.$$

**Lemma 4.1.** Under the hypotheses of Theorem 4.1, the distinct critical points $z_0, z_1, \ldots, z_N$ of $\Phi(x, y)$ satisfy the equation

$$\sum_{k=0}^{N} P_k \lambda^k = 0$$

where

$$P_k = \sum I_{i_1} I_{i_2} \cdots I_{i_N} D_{i_0} D_{i_1} \cdots D_{i_{k-1}} \mathcal{V}_N,$$

$$D_j = (\partial/\partial z_j).$$
\[ \mathcal{V}_N = V_{01\ldots N} = \begin{vmatrix} z_0^N & z_0^{N-1} & \cdots & 1 \\ z_1^N & z_1^{N-1} & \cdots & 1 \\ \vdots & \vdots & \ddots & \vdots \\ z_N^N & z_N^{N-1} & \cdots & 1 \end{vmatrix}, \]

and where in (4.6) the sum is taken with the set \((i_0, i_1, \ldots, i_N)\) running through all possible permutations of the set \((0, 1, \ldots, N)\).

The proof of Lemma 4.1 involves eliminating \(\zeta_1, \zeta_2, \ldots, \zeta_N\) from equations (4.3). To facilitate this step, we introduce the function
\[ \phi(z) = (z - \zeta_1)(z - \zeta_2)\cdots(z - \zeta_N) = \sigma_0 z^N - \sigma_1 z^{N-1} + \cdots + (-1)^N \sigma_N, \quad \sigma_0 = 1, \]
so that after multiplication by \(\phi(z)\) equations (4.3) become
\[ \lambda \phi'(z_j) + I_j \phi(z_j) = 0, \quad j = 0, 1, \ldots, N. \]

Thus, with \(\lambda_i = \lambda\) for \(i \neq N\) and \(\lambda_N = 0,\)
\[ \sum_{i=0}^{N} (-1)^i [I_j z_j + \lambda_i (N - i)] z_j^{N-1} \sigma_i = 0, \quad j = 0, 1, \ldots, N. \]

It is sufficient now to eliminate the \(\sigma_j\), requiring that
\[ \Delta = \det \left[ [I_j z_j + \lambda_j (N - i)] z_j^{N-1} \right] = 0; \quad i, j = 0, 1, \ldots, N. \]

But \(\Delta\) may be written in terms of the derivative operators \(D_j\) and the Vandermonde determinant \(\mathcal{V}_N\) as
\[ \Delta = (I_0 + \lambda D_0)(I_1 + \lambda D_1)\cdots(I_N + \lambda D_N) \mathcal{V}_N. \]

As (4.10) is the same as (4.5) and (4.6), Lemma 4.1 has been established.

**Lemma 4.2.** In the notation of Lemma 4.1, let
\[ E_{i_1 i_2 \ldots i_k} = \frac{D_{i_1} D_{i_2} \cdots D_{i_k} \mathcal{V}_N}{\mathcal{V}_N}, \quad 0 \leq k \leq N, \quad 0 \leq i_1 < i_2 < \cdots < i_k \leq N. \]

Then
\[ E_{i_1 i_2 \ldots i_k} = \sum_{k_1}^{k} \frac{k_1! (k_2 - k_1)! \cdots (k_p - k_{p-1})!}{\prod_{r=1}^{k_1} (z_{l_r} - z_{j_1}) \prod_{r=k_1+1}^{k_2} (z_{l_r} - z_{j_2}) \cdots \prod_{r=k_{p-1}+1}^{k_p} (z_{l_r} - z_j)} . \]
where the sum is taken for all $k_r$ and $j_r$, such that

$$0 = k_0 < k_1 < k_2 < \cdots < k_p = k;$$

and such that $j_1, j_2, \cdots, j_p$ run independently through all the values $0, 1, 2, \cdots, N$ with the exception of $i_1, i_2, \cdots, i_k$.

In the proof of Lemma 4.2, we may use the symmetry of $E_{i_1i_2\ldots i_k}$ in the subscripts. It is sufficient therefore to compute $E_{012\ldots k}$. After cancellation of the factor $V_{k+1,k+2,\ldots,N}$ from the numerator and denominator, equation (4.11) reduces in this case to

$$E_{012\ldots k} = \frac{D_o D_1 \cdots D_k \left[ P(z_0)P(z_1) \cdots P(z_k) \frac{\varphi_k}{\gamma_k} \right]}{P(z_0)P(z_1) \cdots P(z_k) \frac{\varphi_k}{\gamma_k}},$$

where

$$P(z) = (z - z_{k+1})(z - z_{k+2}) \cdots (z - z_N).$$

Equation (4.12) now follows from equations (5.2) and (3) of a previous paper(8) in which the Lagrange Interpolation Formula was extended to functions of several variables.

**Lemma 4.3.** Under the hypotheses of Theorem 4.1 and in the notation of Lemma 4.2 the distinct critical points $z_0, z_1, \cdots, z_N$ of $\Phi(x, y)$ satisfy the equation

$$\sum_{k=0}^{N} \lambda_k \sum_{j=0}^{p-1} (k_{j+1} - k_j)! I_{k_j+j+1} \cdots I_{k_j+p-1} N I_0 F_1 \cdots F_{p-1} = 0.$$  

This is an identity connecting $G(x, y)$ with any $N+1$ distinct critical points of $\Phi(x, y)$.

To prove this lemma, we may substitute from (4.12) into (4.6) and then both interchange the summation order and renumber the indices so as to obtain:

$$P_k = \sum_{j=0}^{p-1} (k_2 - k_1)! \cdots (k - k_{p-1})! I_{k_0+j} \cdots I_{k_{p-1}} \cdots I_N F_0 F_1 \cdots F_{p-1}$$

where for $j = 0, 1, \cdots, p - 1$,

$$F_j = \sum_{\nu = k_j+j+1}^{k_{j+1}+j+1} \frac{I_{\nu}}{\phi_j(z_{\nu})}$$

and

$$\phi_j(z) = \prod_{\nu = k_j+j+1}^{k_{j+1}+j+1} (z_{\nu} - z).$$

On the other hand, the function

\[ I(z) = \int_B \frac{d\mu}{z - t} \]

has, due to (4.4), the successive divided differences:

\[ [z_1 z_2] = \frac{I_2 - I_1}{z_2 - z_1} = -I_{12}, \]

\[ [z_1 z_2 z_3] = \frac{(-I_{13}) - (-I_{12})}{z_3 - z_2} = I_{123}, \]

\[ \vdots \]

\[ [z_1 z_2 \cdots z_k] = (-1)^k I_{123 \cdots k}. \]

By a well-known formula for divided differences,

\[ [z_1 z_2 \cdots z_k] = \frac{I_1}{(z_1 - z_2)(z_1 - z_3) \cdots (z_1 - z_k)} \]

\[ + \frac{I_2}{(z_2 - z_1)(z_2 - z_3) \cdots (z_2 - z_k)} \]

\[ + \cdots + \frac{I_k}{(z_k - z_1)(z_k - z_2) \cdots (z_k - z_{k-1})}. \]

Hence, from (4.15) follows

\[ F_j = I_{i_{j+1} i_{j+2} \cdots i_{j+N+1}} \]

and from (4.5) and (4.14) follows (4.13).

Proof of Theorem 4.1. Let us suppose contrary to Theorem 4.1 that \( \Phi(x, y) \) has \( N + 1 \) distinct critical points \( z_0, z_1, \ldots, z_N \) outside \( S \). Then at each \( z_j \) \( (j = 0, 1, \ldots, N) \), \( B \) subtends an angle less than \( \pi/(N+1) \). This means that, if points \( T_j \) be introduced as in (3.7),

\[ 0 \leq \arg \frac{T_j - z_j}{t - z_j} < \frac{\pi}{N + 1} \]

for \( j = 0, 1, \ldots, N \) and for all \( t \in B \). Thus

\[ 0 \leq \arg \left( \frac{z_{i_1} - T_{i_1}}{z_{i_1} - t} \frac{z_{i_2} - T_{i_2}}{z_{i_2} - t} \cdots \frac{z_{i_k} - T_{i_k}}{z_{i_k} - t} \right) < \frac{\pi}{N + 1} \]

Hence,

\[ 0 \leq \arg \left( [z_{i_1} - T_{i_1}] [z_{i_2} - T_{i_2}] \cdots [z_{i_k} - T_{i_k}] I_{i_{1} i_{2} \cdots i_{k}} \right) < \pi/(N + 1). \]

Multiplied by the factor \( (z_0 - T_0)(z_1 - T_1) \cdots (z_N - T_N) \), each term in (4.13)
therefore represents a vector which, if drawn from the origin, would lie in the sector
\[ 0 \leq \theta < \pi \]
and the same would hold for their sum \( P_k \). Each term in the sum on the left side of (4.13) would consequently also be represented by a vector in this sector, so that equation (4.13) would not be satisfied. In view of this contradiction, the assumption that \( \Phi(x, y) \) has at least \( N + 1 \) critical points outside \( S \) has been shown to be incorrect and that therefore at most \( N \) critical points may lie outside \( S \) as was to be proved.

If \( \Phi(x, y) \) has multiple critical points, an identity connecting \( G(x, y) \) with critical points of \( \Phi(x, y) \) of total multiplicity \( N + 1 \) may be derived from (4.13) by allowing the appropriate \( z_j \) to coalesce. This identity has the same form as (4.13), with the subscripts not necessarily distinct, and hence the proof of Theorem 4.1 remains valid when the critical points are not necessarily simple.

When \( N \) is specialized to be zero, the region \( S \) reduces to \( H(B) \), the convex hull of \( B \). Thus Theorem 4.1 is a generalization of Theorem 1.1.

5. Arbitrary \( \lambda_k \). In the general case, we may try to proceed as above. On assuming that \( \Phi(x, y) \) has \( N + 1 \) critical points \( z_0, z_1, \ldots, z_N \) outside \( S \) and by substituting the \( z_k \) into \( \Psi(z) \) of formula (3.1) we may obtain a system of \( N + 1 \) equations in the \( N \) unknowns, the \( \zeta_{jk} \). Our next step would be to eliminate the \( \zeta_{jk} \) from these equations, thereby to get a direct relation between the configuration \( B \) and the critical points \( z_k \). From this relation we should expect to determine \( S \).

However, the elimination of the \( \zeta_{jk} \) is in practice quite involved. We therefore limit our discussion of arbitrary \( \lambda_k \) to the case \( m = 2, n_1 = n_2 = 1 \). For this case we shall establish

**Theorem 5.1.** Let \( R \) be an infinite region bounded by a finite Jordan configuration \( B \) and containing the two distinct points \( \zeta_1 \) and \( \zeta_2 \). Denote by \( G(x, y) \) the Green’s function with pole at infinity for \( R \) and by \( g_k(x, y) \) that for the circular region
\[
C_k: |z - \zeta_k| > \rho_k, \quad \rho_k > 0, \quad k = 1, 2,
\]
where \( \rho_k \) is chosen so that \( R \cap C_1 \cap C_2 \neq 0 \). Then the function
\[
\Phi(x, y) = G(x, y) + \lambda_1 g_1(x, y) + \lambda_2 g_2(x, y), \quad \lambda_1 > 0, \quad \lambda_2 > 0,
\]
has at most two critical points (counted with their multiplicities) outside of the star-shaped region \( S \) comprised of all points from which \( H(B) \) subtends an angle of at least \( \pi/6 \).

As a first step in proving Theorem 5.1, we shall establish
Lemma 5.1. Any three distinct critical points \( z_0, z_1, z_2 \) of \( \Phi(x, y) \), defined by (5.1), satisfy the equation

\[
\begin{align*}
I_0^2 I_1^2 + I_0^2 I_2^2 + \lambda_1 \lambda_2 (I_0^2 I_1^2 + I_0^2 I_2^2 + I_0^2 I_{01}^2) &+ (\lambda_1 + \lambda_2)^2 \lambda_1 \lambda_2 I_{012}^2 \\
+ (\lambda_1 + \lambda_2)I_0 I_1 I_2 (I_0 I_{12} + I_1 I_{20} + I_2 I_{01}) + 4 \lambda_1 \lambda_2 I_0 I_1 I_2 I_{012} \\
+ (\lambda_1^2 + \lambda_2^2) (I_0 I_{12} + I_1 I_{01} + I_2 I_{01}) &+ 2(\lambda_1 + \lambda_2) \lambda_1 \lambda_2 (I_0 I_{12} + I_1 I_{01} + I_2 I_{01}) \\
+ (\lambda_2 - \lambda_1)^2 (\lambda_1 + \lambda_2) I_{01} I_{12} I_{20} &= 0.
\end{align*}
\]

We note that equation (5.2) is an identity connecting \( G(x, y) \) with any three distinct critical points of \( \Phi(x, y) \).

If \( \lambda_1 = \lambda_2 = \lambda \), equation (5.2) reduces to the equation

\[
(I_0 I_1 I_2 + \lambda (I_0 I_{12} + I_1 I_{01} + I_2 I_{01}) + 2 \lambda^2 I_{012})^2 = 0
\]

which is essentially the special case \( N = 2 \) of equations (4.5) and (4.13).

To derive equation (5.2), we begin with the equations

\[
I_k + \frac{\lambda_1}{z_j - \zeta_1} + \frac{\lambda_2}{z_j - \zeta_2} = 0, \quad j = 0, 1, 2,
\]

satisfied by the critical points \( z_0, z_1, z_2 \) and eliminate \( \zeta_1 \). This leads to the quadratic equations

\[
\left( \frac{\lambda_2}{z_i - \zeta_2} + I_i \right) \left( \frac{\lambda_2}{z_j - \zeta_2} + I_j \right) + \lambda_1 \left[ \frac{\lambda_2}{(z_i - \zeta_2)(z_j - \zeta_2)} + I_{ij} \right] = 0
\]

where \( i \neq j, i, j = 0, 1, 2 \). If now we eliminate \( \zeta_2 \) from a pair of equations (5.4), we obtain (5.2).

To prove Theorem 5.1, we suppose \( \Phi(x, y) \) to have three distinct critical points \( z_0, z_1, z_2 \) outside \( S \) and choose the points \( T_j \) as in (3.7) so that

\[
0 \leq \arg \frac{T_j - z_j}{t - z_j} < \frac{\pi}{6}, \quad j = 0, 1, 2.
\]

If every term in (5.2) is multiplied by

\[
(T_0 - z_0)^2 (T_1 - z_1)^2 (T_2 - z_2)^2,
\]

each resulting product will have an argument in the range 0 \( \leq \theta < \pi \) and hence the sum cannot vanish. Thus, at most two critical points of \( \Phi(x, y) \) may lie outside \( S \).

Relations corresponding to (5.2) may be derived for any critical points of \( \Phi(x, y) \) having a total multiplicity of three if the appropriate \( z_j \) are allowed to coalesce. The new relations are however of the same form as (5.2) and hence the proof of Theorem 5.1 remains valid for multiple critical points.
It is to be noted that for the region $S$, comprised of all points from which $H(B)$ subtends an angle of at least $\phi$, the angle $\phi$ is $\pi/6$ in Theorem 5.1 but is $\pi/3$ in the case $N = 2$ of Theorem 4.1. The region $S$ of Theorem 5.1 therefore contains the region $S$ of case $N = 2$, Theorem 4.1. This is to be expected since the $\lambda_1$ and $\lambda_2$ are arbitrary for Theorem 5.1, whereas $\lambda_1 = \lambda_2$ for Theorem 4.1.

6. Extensions. We may extend Theorems 3.1, 4.1, and 5.1 to certain infinite regions $R$ with a finite boundary $B$, not necessarily a Jordan configuration, in the same manner as Walsh has extended Theorem 1.1.

If $R$ possesses a Green's function with pole at infinity, we may approximate to $B$ by the level curve

$$B_\mu: \quad G(x, y) = \mu, \quad \mu > 0,$$

and apply the above theorems to locate the critical points of the function

$$\Phi_\mu(x, y) = [G(x, y) - \mu] + \sum_{k=1}^{m} \lambda_k g_k(x, y).$$

If $S_\mu$ denotes the corresponding region $S$, we find that

$$H(B_\mu) \to H(B), \quad S_\mu \to S \text{ as } \mu \to 0.$$

If $R$ does not possess a Green's function with pole at infinity and if its generalized Green's function with pole at infinity is not the infinite constant, we may approximate to $R$ by regions $R'$ contained in $R$, possessing Green's functions and monotonically approaching $R$.

Further extensions are possible to Green's function with a finite pole $\alpha \in R$, by inverting in a circle about $\alpha$. For example, Theorem 4.1 may be transformed into the following.

**Theorem 6.1.** Let $R$ be a region bounded by a finite Jordan configuration and containing the distinct points $\alpha$ and $\zeta_{jk}$ where

$$j = 1, 2, \ldots, n_k; \quad k = 1, 2, \ldots, m; \quad N = n_1 + n_2 + \cdots + n_m.$$

Let $M$ be the intersection of the $m$ regions

$$M_k: \quad |p_k(z)| > \rho_k |z - \alpha|^n_k, \quad \rho_k > 0,$$

where $p_k(z) = (z - \zeta_{1k})(z - \zeta_{2k}) \cdots (z - \zeta_{nk})$, $k = 1, 2, \ldots, m$ and the $\rho_k$ are chosen so that $R \cap M \neq 0$. Furthermore, let the positive constant $\omega$ and the point $\beta$ be so chosen that the circular region

$$K: \quad |z - \beta| \leq \omega |z - \alpha|$$

contains point $\alpha$ but not configuration $B$. Then at most $N$ critical points (counted with their multiplicities) of the function
\[ \Phi(x, y) = G(x, y) + \sum_{k=1}^{m} \lambda n_{k}g_{k}(x, y), \quad \lambda > 0, \]

lie in \( M \cap R \) outside the circular region
\[ K': \quad |z - \beta| \leq \omega |z - \alpha| \csc \left[ \pi/2(N + 1) \right]. \]

**Proof.** Let us make the transformation
\[ w = (z - \beta)/(z - \alpha). \]

The region \( R \) is mapped into an infinite region, the regions \( M_{k} \) are mapped into the regions \( L_{k} \) and the regions \( K \) and \( K' \) are mapped into disks with the origin as common center and with radii \( \omega \) and \( \omega \csc \left[ \pi/2(N + 1) \right]. \)

The Green's functions with pole at \( \alpha \) are transformed into those with pole at infinity. We may now apply Theorem 4.1 and then apply the inverse transformation to complete the proof of Theorem 6.1.

7. Interpretation. In order to obtain a clearer view of the analogy between Theorems 1.3 and 1.4, we shall now show that \( g(x, y) \) is essentially the Green's function, with pole at infinity, for a certain region \( R' \) containing \( R \cup L \).

Let us suppose that \( R \) is the lemniscatic region \( L_{0}: |p_{0}(z)| > p_{0} \) where \( p_{0} \) is a positive constant and \( p_{0}(z) \) is a polynomial of degree \( n_{0} \). (If \( R \) is not a lemniscatic region, we may approximate to it by means of a lemniscatic region.) In this case
\[ G(x, y) = g_{0}(x, y) = (1/n_{0}) \log \left( |p_{0}(z)|/p_{0} \right). \]

After choosing the lemniscatic regions \( L_{k}: |p_{k}(z)| > \rho_{k}, \ k = 1, 2, \ldots, m \), as in Theorem 1.4, we form the function
\[ \Omega(x, y) = \Lambda^{-1}\Phi(x, y) = \Lambda^{-1} \sum_{k=0}^{m} \lambda_{k}g_{k}(x, y) \]
where \( \lambda_{0} = 1, \lambda_{k} > 0 \) all \( k \), and \( \Lambda = \sum_{k=0}^{m} \lambda_{k} \). The function \( \Omega(x, y) \) is harmonic at the finite points in \( \bigcap_{k=0}^{m} L_{k} \) and behaves for large \( |z| \) like \( \log |z| \). Thus \( \Omega(x, y) \) is the Green's function, with pole at infinity, for the infinite region \( R' \) bounded by the Jordan curves \( \Omega(x, y) = 0 \).

To study the relation of the regions \( R' \) with \( R \) and \( L \), we choose any point \((x_{1}, y_{1})\) on the boundary of any region \( L_{k} \) but not simultaneously on the boundaries of all \( L_{k} \). Since \( \Omega(x_{1}, y_{1}) > 0 \), such a point \((x_{1}, y_{1})\) lies in \( R' \). Let us denote by \( \Gamma_{k} \) that subset of curves \( \Omega(x, y) = 0 \) which lies exterior to region \( L_{k} \). If we set
\[ M_{jk} = \max g_{j}(x, y) \text{ for all } (x, y) \notin L_{k}, \]
\[ \rho_{k}' = \rho_{k} \exp \left[ -n_{k}\lambda_{k}^{-1} \sum_{j=0, j \neq k}^{m} \lambda_{j}M_{jk} \right], \]
we may say further that \( \Gamma_{k} \) lies interior to the lemniscatic region.
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\[ L'_k : |p_k(z)| > \rho_k'. \]

Thus \( R \cap L \) is contained in \( R' \).

In particular \( \Gamma_0 \) lies exterior to \( L_0 \) and so lies in \( H(B) \), where \( B \) is the boundary of \( R = L_0 \) and therefore lies also in the starshaped region \( S \) of Theorem 1.4.

Thus, by Theorem 1.4, the location of all but at most \( N \) critical points of the Green's function \( \Omega(x, y) \) of region \( R' \) is determined relative to just the part \( \Gamma_0 \) of the boundary of \( R' \). This result is analogous to Theorem 1.3 whereby the location of all but at most \( n - p \) critical points of an \( n \) th degree polynomial of \( f(z) \) is determined relative to just \( p \) of the \( n \) zeros of \( f(z) \).
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