Chapter I. Introduction

1. Objectives. We denote by $V[a_1, \ldots, a_n]$ the number of variations of sign of the sequence $a_1, \ldots, a_n$ of real numbers. Hence, for example, $V[-1, 0, 1] = 1$, $V[1, 0, 1] = 0$, $V[0, 0, 0] = -1$. If $f$ is a real function defined for $0 < x < \infty$, then $V[f(x)] = \text{l.u.b.} \, V[f(x_1), \ldots, f(x_n)]$, taken over all sets $0 < x_1 < x_2 < \cdots < \infty$.

Let $H$ be a real-valued function of $L^1(-\infty, \infty)$, $\phi$ a real-valued, continuous function of $L^\infty(-\infty, \infty)$ and let

\[ H * \phi(x) = \int_{-\infty}^{\infty} H(x-t)\phi(t) \, dt, \quad -\infty < x < \infty. \]

$H$ is said to be a variation diminishing $*$-kernel if and only if, for every such $\phi$,

\[ V[H * \phi(x)] \leq V[\phi(x)]. \]

Let

\[ G(t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{ist} \, ds, \quad -\infty < t < \infty, \]

where

\[ E(s) = e^{\alpha^2 + i\beta} \prod_{k=1}^{\infty} \left( 1 - i \frac{s}{a_k} \right) e^{i\alpha/a_k}, \]

the $a_k$'s being real, with $\sum_{k=1}^{\infty} (1/a_k) < \infty$, and $\beta$ and $\alpha$ real, with $\alpha \geq 0$.

In 1947, I. J. Schoenberg proved that the kernel $G$ defined by (3) is vari-
The following analogous theory, generalizing the kernels of (3), was developed by I. I. Hirschman, Jr. [5]:

Let \( \gamma \) be a fixed positive number, and set

\[
\mu(x) = \frac{x^{2\gamma+1}}{2^{\gamma+1/2}\Gamma(\gamma + 3/2)}.
\]

Define

\[
\mathcal{F}(x) = 2^{\gamma-1/2}\Gamma(\gamma + 1/2)x^{1/2-\gamma}J_{\gamma-1/2}(x),
\]

where \( J_{\gamma-1/2}(x) \) is the ordinary Bessel function of order \( \gamma - 1/2 \). Replacing the exponential factor of the integrand on the right of (3) by \( \mathcal{F}(st) \), we set

\[
G(t) = \int_0^\infty \frac{\mathcal{F}(st)}{E(s)} d\mu(s), \quad -\infty < t < \infty,
\]

where

\[
E(s) = e^{\alpha^2} \prod_{k=1}^\infty \left( 1 + \frac{s^2}{a_k^2} \right),
\]

the \( a_k \)'s being real, \( \sum_k (1/a_k^2) < \infty \), and \( \alpha \geq 0 \). Further, corresponding to

\[
G(x - y) = \frac{1}{2\pi} \int_{-\infty}^\infty \frac{\exp[isx] \exp[isy]}{E(s)} ds,
\]

we set

\[
G(x, y) = \int_0^\infty \frac{\mathcal{F}(sx) \mathcal{F}(sy)}{E(s)} d\mu(s),
\]

and define, for \( \phi \) in \( L^1(0, \infty) \),

\[
G \# \phi(x) = \int_0^\infty G(x, t) \phi(t) d\mu(t), \quad 0 < x < \infty.
\]

A general definition of \( \psi \# \phi(x) \) for any two functions \( \psi \) and \( \phi \) of \( L^1(0, \infty; d\mu(x)) \) will be given in II, §2. Hirschman proved that a #-kernel \( G \) is variation diminishing if and only if it has the form (7). We note that in the special case where \( \gamma = 0 \), \( \mathcal{F}(x) = \cos x \), and we have Schoenberg's theorem for an even kernel.

In 1955, I. I. Hirschman, Jr. and D. V. Widder showed that the *-convolution transform \( f(x) = G \ast \phi(x) \) can be inverted by the differential operator \( E(D) \):
\[
E(D)f(x) = \lim_{N \to \infty} e^{D} \prod_{k=1}^{N} \left(1 - \frac{D}{a_k}\right) e^{D/a_k}f(x) = \phi(x),
\]

where \(D\) stands for differentiation with respect to \(x\). Further, they obtained a corresponding representation theory, [10, pp. 120-169].

These results suggest that we may develop a parallel inversion theory for the \#-convolution of (11). Our primary goal will be to derive such a theory under the least restrictive assumptions and to establish an analogous representation theory. Our main inversion theorem will be the following:

Let \(\phi\) be a function integrable on every finite interval and let

\[
f(x) = \int_{0}^{\infty} G(x, t)\phi(t) \, dt,
\]

where

\[
G(x, y) = \int_{0}^{\infty} \frac{\mathcal{F}(xt) \mathcal{F}(yt)}{\prod_{k=1}^{\infty} \left(1 + \frac{t^2}{a_k^2}\right)} \, dt,
\]

the \(a_k\)'s being real, \(0 < a_1 < \ldots < \infty\), with \(\sum_{k=1}^{\infty} (1/a_k^2) < \infty\). Then

\[
\lim_{N \to \infty} \prod_{k=1}^{N} \left(1 - \frac{\Delta_k}{a_k^2}\right) f(x) = \phi(x),
\]

where \(\Delta_k h(x) = h''(x) + 2\gamma h'(x)/x\), if \(\lim_{k \to 0} 1/h \mathcal{F}(\mathcal{F}(\mathcal{F}(1/(a_k^2 + h(t) - \phi(x))/a_k^2)) = 0\), a condition which holds a.e.

Correspondingly, we prove that necessary and sufficient conditions for a function \(f\) to be represented by \(f(x) = \int_{0}^{\infty} G(x, t) \psi(t) \, dt\) with \(\psi(t) \rceil\) are that \(f(x) \in C^\infty, 0 \leq x < \infty, \prod_{k=1}^{N} (1 - \Delta_k/a_k^2) f(x) \geq 0, 0 \leq x < \infty, 1 = N_0 < N_1 < \ldots , f(x) = o(\mathcal{F}(a_1 x)), x \to \infty, \) where \(\mathcal{F}(a_1 x)\) is defined in III, §3, (3).

Examples which serve to illustrate these results are given in the following table:

<table>
<thead>
<tr>
<th>(\gamma)</th>
<th>(E(t))</th>
<th>(G(x, y))</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>(\cosh(t/2))</td>
<td>((2\pi)^{1/2} \frac{\cosh \pi x \cosh \pi y}{\cosh^2 \pi x + \sinh^2 \pi y})</td>
</tr>
<tr>
<td>0</td>
<td>(\sinh \pi t / \pi t)</td>
<td>((\pi/2)^{1/2} \frac{\cosh x \cosh y + 1}{(\cosh x + \cosh y)^2})</td>
</tr>
<tr>
<td>1</td>
<td>(\cosh(t/2))</td>
<td>((2\pi)^{1/2} \frac{\sinh \pi x \sin \pi y}{xy \sinh^2 \pi x + \cosh^2 \pi y})</td>
</tr>
<tr>
<td>1</td>
<td>(\sinh \pi t / \pi t)</td>
<td>((\pi/2)^{1/2} \frac{1}{xy} \frac{\sinh x \sinh y}{(\cosh x + \cosh y)^2})</td>
</tr>
</tbody>
</table>
Note that the Stieltjes transform

\[ F(x) = \int_{0}^{\infty} \frac{\Phi(t)}{x + t} \, dt \]

becomes, after exponential changes of variables,

\[ h(x) = \int_{-\infty}^{\infty} \frac{\psi(t)}{2 \cosh \frac{x - t}{2}} \, dt, \]

where \( h(t) = F(e^t) e^{i\beta}, \; \psi(t) = e^{i\beta} \Phi(e^t). \)

Hence, if \( \psi \) is an even function, we have

\[ h(x) = \frac{1}{2} \int_{0}^{\infty} \left[ \frac{1}{\cosh \frac{x + t}{2}} + \frac{1}{\cosh \frac{x - t}{2}} \right] \psi(t) \, dt \]

\[ = 2\pi \int_{0}^{\infty} \frac{\cosh \pi x \cosh \pi t}{\cosh^2 \pi x + \cosh^2 \pi t} \psi(2\pi t) \, dt, \]

or

\[ f(x) = \frac{1}{(2\pi)^{1/2}} \int_{0}^{\infty} (2\pi)^{1/2} \frac{\cosh \pi x \cosh \pi t}{\cosh^2 \pi x + \cosh^2 \pi t} \phi(t) \, dt, \]

where \( f(x) = h(x)/\pi, \; \phi(x) = \psi(2\pi x). \) Thus we find that the Stieltjes transform for \( \Phi \) satisfying \( \Phi(1/x) = x \Phi(x) \) is the special case of the \#-convolution illustrated by our first example above. The inversion theorem enables us to conclude that, in this case,

\[ \lim_{N \to \infty} \prod_{k=1}^{N} \left[ 1 - \frac{1}{(2k - 1)^{2\pi^2} \frac{d^2}{dx^2}} \right] f(x) = \phi(x), \]

see [10, p. 69].

2. Formal approach. Before proceeding to a rigorous development, let us, by way of illustration, derive the inversion theorem formally. We consider a real-valued function \( f \) defined on \((0, \infty)\) and set

\[ f(x) = \int_{0}^{\infty} \mathcal{F}(xt) f(t) \, d\mu(t), \quad 0 < x < \infty, \]

so that, by inversion, as in the case of the Fourier transform, we have

\[ f(x) = \int_{0}^{\infty} \mathcal{F}(xt) f(t) \, d\mu(t). \]

We define the linear differential operator \( \Delta_x \) by

\[ f(x) = \int_{0}^{\infty} \mathcal{F}(xt) f(t) \, d\mu(t). \]
By an application of Bessel’s equation, we may show that, for $t$ fixed,

$$\Delta_x \mathcal{F}(xt) = -t^2 \mathcal{F}(xt);$$

see [5, p. 317]. Note the analogy to the Fourier transform where the derivative operator $D$ applied to the exponential gives $D(e^{itx}) = ite^{itx}$. Next, let

$$E(s) = \prod_{k=1}^{\infty} \left[ 1 + \frac{s^2}{a_k^2} \right],$$

where the $a_k$'s are real and $\sum_{k=1}^{\infty} (1/a_k^2) < \infty$. Further, for a real-valued function $\phi$ defined on $(0, \infty)$, let

$$f(x) = \int_{0}^{\infty} G(x,y) \phi(y) d\mu(y), \quad 0 < x < \infty,$$

where $G(x,y)$ is defined in §1, (10). It then follows formally that

$$f(x) = \int_{0}^{\infty} \mathcal{F}(xt) \mathcal{F}(xt) d\mu(t)$$

$$= \int_{0}^{\infty} \mathcal{F}(xt) d\mu(t) \int_{0}^{\infty} G(t,y) \phi(y) d\mu(y)$$

$$= \int_{0}^{\infty} \phi(y) d\mu(y) \int_{0}^{\infty} \mathcal{F}(xt) G(t,y) d\mu(t)$$

$$= \int_{0}^{\infty} \phi(y) \frac{\mathcal{F}(xy)}{E(x)} d\mu(y)$$

$$= \frac{\phi(x)}{E(x)}.$$

Hence

$$f(x) = \int_{0}^{\infty} \mathcal{F}(xt) \mathcal{F}(xt) d\mu(t) = \int_{0}^{\infty} \mathcal{F}(xt) \frac{\phi(t)}{E(t)} d\mu(t).$$

We thus find that

$$\prod_{k=1}^{N} \left[ 1 - \frac{\Delta_x}{a_k^2} \right] f(x) = \int_{0}^{\infty} \left\{ \prod_{k=1}^{N} \left[ 1 - \frac{\Delta_x}{a_k^2} \right] \mathcal{F}(xt) \right\} \frac{\phi(t)}{E(t)} d\mu(t)$$

$$= \int_{0}^{\infty} \mathcal{F}(xt) \frac{\phi(t)}{E(t)} d\mu(t).$$
It, therefore, follows that

\[
\lim_{N \to \infty} \prod_{k=1}^{N} \left[ 1 - \frac{\Delta x}{a_k^2} \right] f(x) = \int_0^\infty \frac{\mathcal{F}(xt) \phi(t)}{\lim_{N \to \infty} \prod_{k=N+1}^{\infty} \left[ 1 + \frac{t^2}{a_k^2} \right]} d\mu(t)
\]

\[
= \int_0^\infty \mathcal{F}(xt) \phi(t) d\mu(t)
\]

\[
= \phi(x),
\]

which is the inversion we seek.

Chapter II. Definitions and preliminary results

1. Basic definitions. We begin by developing the theory of the Hankel transform and by establishing some of the properties analogous to those of the Fourier transform. For fixed \( \gamma > 0 \), we define

\[
\mathcal{H}(x) = \frac{x^{2\gamma}}{2^{\gamma-1/2} \Gamma(\gamma + 1/2)} dx.
\]

We denote by \( L^p(0, \infty) \), \( 1 \leq p \leq \infty \), the space of all real-valued, measurable functions \( f \) defined on \( (0, \infty) \) with norm

\[
\|f\|_p = \left[ \int_0^\infty |f(x)|^p d\mu(x) \right]^{1/p} < \infty,
\]

whereas \( L^\infty(0, \infty) \) denotes the space of those functions \( f \) for which

\[
\|f\|_\infty = \text{ess. l.u.b.} |f(x)| \quad < \infty.
\]

Let \( \Delta(x,y,z) \) be the area of a triangle with sides \( x,y,z \) if such a triangle exists. Set

\[
D(x,y,z) = \frac{2^{3\gamma-5/2}[\Gamma(\gamma + 1/2)]^2 (xyz)^{-2\gamma+1} [\Delta(x,y,z)]^{2\gamma-2}}{\Gamma(\gamma) \pi^{1/2}}
\]

if \( \Delta \) exists and zero otherwise. We note that \( D(x,y,z) \geq 0 \) and that \( D(x,y,z) \) is symmetric in \( x,y,z \). Further, we have the following basic formula:

\[
\int_0^\infty \mathcal{F}(zt) D(x,y,z) d\mu(z) = \mathcal{F}(xt) \mathcal{F}(yt),
\]

[17, p. 411], from which it follows immediately, on setting \( t = 0 \), that

\[
\int_0^\infty D(x,y,z) d\mu(z) = 1.
\]

Using (5), we may show that
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[5, p. 310].

2. Preliminary results. For each \( f \) in \( L^1(0, \infty) \), it is clear, by §1, (7), that the integral \( \int_0^\infty \mathcal{F}(xt) f(t) \, dt \) exists, so that we may define the Hankel transform \( \mathcal{F} \) of a function \( f \) in \( L^1(0, \infty) \) by

\[
\mathcal{F}(x) = \int_0^\infty \mathcal{F}(xt) f(t) \, dt.
\]

Lemma 2.1. Let \( f \) be a function of \( L^1(0, \infty) \). Then \( \mathcal{F}(x) \) is bounded and continuous for \( 0 \leq x < \infty \).

Proof. Since

\[
|\mathcal{F}(x)| \leq \int_0^\infty |\mathcal{F}(xt) f(t)| \, dt \leq \|f\|_1,
\]

we have

\[
\lim_{0 \leq x < \infty} |\mathcal{F}(x)| \leq \|f\|_1
\]

and the transform is clearly bounded.

Further, the continuity of \( \mathcal{F}(x) \) for \( 0 \leq x < \infty \) may be established by noting that, for any real \( x \) and \( h \), \( 0 \leq x < \infty \), we have

\[
|\mathcal{F}(x + h)| \leq \int_0^\infty |\mathcal{F}((x + h)t)| \, dt \leq \|f\|_1.
\]

Now \( |\mathcal{F}((x + h)t)| \leq |f(t)| \) and \( \lim_{h \to 0} |\mathcal{F}((x + h)t)| = |\mathcal{F}(xt)| \), \( 0 \leq t < \infty \), so that the Lebesgue convergence theorem may be applied and the result follows.

Lemma 2.2. Let \( f, f_1, f_2, \ldots \) be a sequence of functions of \( L^1(0, \infty) \) such that \( \lim_{n \to \infty} \|f_n - f\|_1 = 0 \). Then \( \lim_{n \to \infty} \mathcal{F}(x) = \mathcal{F}(x) \), uniformly for \( 0 \leq x < \infty \).

Proof. By Lemma 2.1, (2), we have

\[
|\mathcal{F}(x) - \mathcal{F}(x)| \leq \|f_n - f\|_1.
\]

Definition 2.3. The associated function \( f(x, y) \) corresponding to a function \( f(x) \) of \( L^1(0, \infty) \) is given by

\[
f(x, y) = \int_0^\infty f(u) D(x, y, u) \, du,
\]

\( 0 < x, y < \infty \).

The following lemma justifies the definition.

Lemma 2.4. Let \( f \) be a function of \( L^1(0, \infty) \). Then the integral

\[
\int_0^\infty f(u) D(x, y, u) \, du
\]
converges for almost all \( y \) for each fixed \( x \), and, for \( x \) fixed, \( \| f(x, \cdot) \|_1 \leq \| f \|_1 \).

**Proof.** We have

\[
\int_0^\infty \left| \int_0^\infty f(u) D(x, y, u) d\mu(u) \right| d\mu(y) \\
\leq \int_0^\infty d\mu(y) \int_0^\infty |f(u)| D(x, y, u) d\mu(u) \\
= \int_0^\infty |f(u)| d\mu(u) \int_0^\infty D(x, y, u) d\mu(y) \\
= \| f \|_1,
\]

and hence \( f(x, y) \) exists for almost all \( y \), for each fixed \( x \), and vice versa.

**Definition 2.5.** Let \( f \) and \( g \) be any two functions of \( L^1(0, \infty) \). Then

\[
f \# g(x) = \int_0^\infty f(x, y) g(y) d\mu(y), \quad 0 < x < \infty.
\]

We find that the properties of the \#-convolution parallel those of the \* -convolution, as illustrated by the following lemmas.

**Lemma 2.6.** Let \( f \) and \( g \) be functions of \( L^1(0, \infty) \) and let

\[
f \# g(x) = \int_0^\infty f(x, y) g(y) d\mu(y), \quad 0 < x < \infty.
\]

Then the integral defining \( f \# g(x) \) converges for almost all \( x \), \( 0 < x < \infty \), and

\[
\| f \# g \|_1 \leq \| f \|_1 \| g \|_1.
\]

**Proof.** We have

\[
\int_0^\infty |f \# g(x)| d\mu(x) = \int_0^\infty d\mu(x) \left| \int_0^\infty f(x, t) g(t) d\mu(t) \right| \\
= \int_0^\infty d\mu(x) \left| \int_0^\infty g(t) d\mu(t) \int_0^\infty f(u) D(x, t, u) d\mu(u) \right| \\
\leq \int_0^\infty d\mu(x) \int_0^\infty |g(t)| d\mu(t) \int_0^\infty |f(u)| D(x, t, u) d\mu(u) \\
= \int_0^\infty |g(t)| d\mu(t) \int_0^\infty |f(u)| d\mu(u) \int_0^\infty D(x, t, u) d\mu(x).
\]

The change in order of integration follows by Fubini's theorem. It is thus clear that

\[
\| f \# g \|_1 \leq \| f \|_1 \| g \|_1.
\]

**Lemma 2.7.** If \( f \) and \( g \) are functions of \( L^1(0, \infty) \), then
\[(f \# g) \hat{\gamma}(x) = f \hat{\gamma}(x)g \hat{\gamma}(x), \quad 0 < x < \infty.\]

**Proof.** We have

\[
(f \# g) \hat{\gamma}(x) = \int_0^\infty \mathcal{F}(xt)(f \# g)(t) \, d\mu(t)
\]

\[
= \int_0^\infty \mathcal{F}(xt) \, d\mu(t) \int_0^\infty f(t, u)g(u) \, d\mu(u)
\]

\[
= \int_0^\infty \mathcal{F}(xt) \, d\mu(t) \int_0^\infty g(u) \, d\mu(u) \int_0^\infty f(v) \, d\mu(v)
\]

\[
= \int_0^\infty g(u) \, d\mu(u) \int_0^\infty f(v) \, d\mu(v) \int_0^\infty \mathcal{F}(xt) \, d\mu(t),
\]

the change in order of integration follows by Fubini's theorem. Thus, by §1, (5), we have

\[
(f \# g) \hat{\gamma}(x) = \int_0^\infty \mathcal{F}(xu)g(u) \, d\mu(u) \int_0^\infty \mathcal{F}(xv)f(v) \, d\mu(v)
\]

\[
= f \hat{\gamma}(x)g \hat{\gamma}(x).
\]

The following lemma may be found in [5, p. 315]. It enables us to establish the commutativity and associativity of the \(\#\)-convolution in \(L^1(0, \infty)\).

**Lemma 2.8.** Let \(f\) be a function of \(L^1(0, \infty)\). Then

\[
f(x) = \lim_{n \to \infty} \int_0^\infty k_n(t) \mathcal{F}(xt) \, d\mu(t) \quad a.e.,
\]

where the \(k_n(t), n = 0, 1, 2, \ldots\), are a sequence of functions such that

(i) \(k_n(t) \geq 0, \quad 0 < x < \infty\);

(ii) \(\int_0^\infty k_n(t) \, d\mu(t) = 1\),

(iii) \(\lim_{n \to \infty} \int_t^\infty k_n(t) \, d\mu(t) = 0\) for every \(\delta > 0\),

(iv) \(k_n(t) \in L^1(0, \infty)\),

(v) \(k_n^{-}(x) = k_n(x)\).

An example of a sequence of functions \(k_n\) satisfying the above properties is given by

\[
k_n(x) = \frac{1}{\Gamma(2\gamma + 1)} 2^{\gamma - 1/2} \Gamma(\gamma + 1/2) n^{2\gamma + 1} e^{-nx}.
\]

**Corollary 2.9.** Let \(f\) and \(g\) be functions of \(L^1(0, \infty)\) such that \(f^{-}\hat{\gamma}(x) = g^{-}\hat{\gamma}(x)\), \(0 < x < \infty\). Then \(f(t) = g(t)\) a.e.

**Corollary 2.10.** Let \(f\) be such that \(f\) and \(f^{-}\) belong to \(L^1(0, \infty)\). Then \(\hat{\gamma}(f^{-}) = f(x)\) a.e.

**Lemma 2.11.** Let \(f\), \(g\) and \(h\) all be functions of \(L^1(0, \infty)\). Then \((f \# g)(x)\)
\[ (g \# f)(x) \text{ a.e. and } ((f \# g) \# h)(x) = (f \# (g \# h))(x) \text{ a.e.} \]

**Proof.** We have \((f \# g)(x) = f^-(x)g^+(x) = g^-(x)f^+(x) = (g \# f)^-(x)\) and hence, by Corollary 2.9, \((f \# g)(x) = (g \# f)(x) \text{ a.e. and similarly for associativity.}\)

We conclude the section by including, without proof, the following general theorem on the application of linear differential operators to integrals.

**Theorem 2.12.** Let \(r_m(x), m = 0, 1, \ldots, M\) be functions continuous in \((a, b), r_M(x) > 0\). Define the linear differential operator

\[ L_M = \sum_{m=0}^{M} r_m(x) \frac{d}{dx}^m. \]

If \(f(x) = \int_0^\infty Q(x, y)\phi(y) dy \) converges for \(0 \leq x < \infty\), and if \(q(x) = \int_0^\infty L_M[Q(x, y)]\phi(y) dy \) converges uniformly for \(0 \leq x \leq A < \infty\) for every real number \(A\), then \(L_M[f(x)] = q(x)\).

**Chapter III. Variation diminishing \# -kernels**

1. **Introduction.** In this chapter, we study properties of the variation diminishing \# -kernels \(G(x)\) and of their associated functions \(G(x, y)\) defined by \(G(x) = \int_0^\infty (\int (xt)/E(t)) d\mu(t)\) and

\[ G(x, y) = \int_0^\infty G(u)D(x, y, u) d\mu(u). \]

We propose, first, to establish inequalities on \(E(x)\) in order to verify the existence of basic integrals. We then construct the variation diminishing kernels \(G(x)\) as convolutions of elementary, basic variation diminishing kernels. We examine variation diminishing matrices and explore properties of the associated functions \(G(x, y)\).

2. **Inequalities for \(E(s)\).**

**Lemma 2.1.** Let \(0 < a_1 \leq a_2 \leq \cdots < \infty\), with \(\sum \frac{a_k^2}{s^2/a_k^2} < \infty\), and let \(E(s) = \prod \frac{1 + s^2/a_k^2}{1 + s^2/a_k^2}\). Then \(|E(\sigma + i\tau)| \geq |E(i\tau)|\).

The proof follows immediately from the product representation of \(E(s)\). Note that if \(a_k = \infty\) for \(k = n + 1, n + 2, \ldots\), then \(E(s)\) becomes a polynomial of degree \(2n\), but the result holds nonetheless.

**Theorem 2.2.** Let \(E(s)\) be the function defined in the preceding lemma. Then, for any positive numbers \(p\) and \(R\), \(1/|E(\sigma + i\tau)| = O(1/|\sigma|^p), |\sigma| \to \infty, \text{ uniformly for } |\tau| \leq R\).

The proof follows from the definition of \(E(s)\) and the preceding lemma. Note that if \(E(s)\) is a polynomial of degree \(2n\), the theorem holds for \(p \leq 2n\).

The following results will all be based on the assumption that \(E(s)\) is an infinite product.
3. Generation of variation diminishing kernels. We propose to show that
the kernels $G(x)$ referred to in the Introduction may be generated from
an infinite number of $\ast$-convolutions of elementary basic variation dimin-
ishing kernels $g_\alpha(x), \alpha > 0$, given by

$$g_\alpha(x) = a^{2\gamma + 1} \mathcal{K}(ax),$$

where

$$\mathcal{K}(x) = x^{1/2-\gamma}K_{1/2}(x),$$

$K_{1/2}(x)$ being the Bessel function of the second kind. In our development
we also need the function

$$\mathcal{F}(x) = 2^{1/2-\gamma}\Gamma(\gamma + 1/2)x^{1/2-\gamma}I_{-1/2}(x),$$

where $I_{-1/2}(x)$ is the Bessel function of imaginary argument of order $\gamma - 1/2$.

**Lemma 3.1.** Let $g_\alpha(x)$ be defined by (1). Then $g_\alpha(x) = 1/(1 + x^2/a^2)$.

**Proof.** See [17, p. 410].

**Lemma 3.2.** Let $\mathcal{F}(ax)$ and $\mathcal{K}(ax)$ be defined by (3) and (2) above. Then

$$\left(1 - \frac{\Delta_x}{a^2}\right)^f(x) = -\frac{1}{a^2x^{2\gamma} \mathcal{F}(ax)} \frac{d}{dx}\left[ x^{2\gamma}(\mathcal{F}(ax))^2 \frac{d}{dx} \mathcal{F}(ax) \right]$$

$$= -\frac{1}{a^2x^{2\gamma} \mathcal{K}(ax)} \frac{d}{dx}\left[ x^{2\gamma}(\mathcal{K}(ax))^2 \frac{d}{dx} \mathcal{K}(ax) \right].$$

**Proof.** Each of the identities may be verified by straight computation of
the right-hand side, making use of Bessel's equation.

**Lemma 3.3.**

$$\mathcal{K}(ax) \frac{d}{dx} \mathcal{F}(ax) - \mathcal{F}(ax) \frac{d}{dx} \mathcal{K}(ax) = \frac{2^{1/2-\gamma}\Gamma(\gamma + 1/2)}{x^{2\gamma}a^{2\gamma-1}}.$$

**Proof.** See [17, pp. 79, 80].

**Lemma 3.4.** Let

$$G_\alpha(x,y) = \int_0^\infty \mathcal{F}(xt) \mathcal{F}(yt) d\mu(t).$$

Then

$$G_\alpha(x,y) = a^{2\gamma + 1} \mathcal{K}(ay) \mathcal{F}(ax), \quad x \leq y,$$

$$= a^{2\gamma + 1} \mathcal{K}(ax) \mathcal{F}(ay), \quad x \geq y.$$

**Proof.** See [17, p. 429].
Lemma 3.5. Let \( g_a(x, y) \) be the function defined in Lemma 3.4 and let \( \phi(x) \) be a continuous function of \( L^\infty(0, \infty) \). Then

\[
(1 - \frac{\Delta_x}{a^2}) \int_0^\infty g_a(x, y)\phi(y) \, d\mu(y) = \phi(x).
\]

Proof. By Lemma 3.4, we have

\[
\int_0^\infty g_a(x, y)\phi(y) \, d\mu(y) = \int_0^\infty g_a(x, y)\phi(y) \, d\mu(y) + \int_0^\infty g_a(x, y)\phi(y) \, d\mu(y)
\]

\[
= a^{2\gamma+1} \left[ \mathcal{H}(ax) \int_0^x \mathcal{P}(ay)\phi(y) \, d\mu(y) + \mathcal{P}(ax) \int_x^\infty \mathcal{H}(ay)\phi(y) \, d\mu(y) \right].
\]

Applying the operator \((1 - \Delta_x/a^2)\) to each side and using Leibniz’s rule, we have, because of Bessel’s equations,

\[
(1 - \frac{\Delta_x}{a^2}) \int_0^\infty g_a(x, y)\phi(y) \, d\mu(y)
\]

\[
= a^{2\gamma+1} \left[ - \frac{\phi(x) \Gamma(\gamma + \frac{1}{2})}{a^2} \right] \left[ \mathcal{P}(ax) \frac{d}{dx} \mathcal{H}(ax) - \mathcal{H}(ax) \frac{d}{dx} \mathcal{P}(ax) \right].
\]

Hence the result follows by Lemma 3.3.

Theorem 3.6. \( g_a(x), a > 0 \), is a variation diminishing kernel.

Proof. See [5, p. 322].

Lemma 3.7. Let \( g_1(x), g_2(x), \ldots, g_n(x) \) be a sequence of variation diminishing kernels. Then, if

\[
g(x) = (g_1 \# g_2 \# \cdots \# g_n)(x),
\]

\( g(x) \) is variation diminishing.

Proof. See [5, p. 323].

Theorem 3.8. Let

\[
E(x) = \prod_{k=1}^n \left( 1 + \frac{x^2}{a_k^2} \right),
\]

where \( 0 < a_1 \leq a_2 \leq \cdots \) and \( \sum_{k=1}^\infty (1/a_k^2) < \infty \), and let

\[
G(t) = \int_0^\infty \frac{\mathcal{P}(xt)}{E(x)} \, d\mu(x).
\]

Then
and $G(t)$ is a variation diminishing \#-kernel.

**Proof.** See [5, p. 323].


**Definition 4.1.** A real matrix $A = [a_{ij}]$ $(1 \leq i \leq m; 1 \leq j \leq n)$ is called totally non-negative if all its minors of any order are non-negative.

**Definition 4.2.** Let $A = [a_{ij}]$ $(1 \leq i \leq m; 1 \leq j \leq n)$ be a real matrix of order $R$. Then $A$ is called minor definite if all the following of its minors have the same sign:

(a) those which are of equal order $r < R$;

(b) those which are of order $= R$ and which belong to the same combination of columns.

**Definition 4.3.** A real matrix $A = [a_{ij}]$ $(1 \leq i \leq m; 1 \leq j \leq n)$ is said to be variation diminishing if and only if for any set of real numbers $x_1, \cdots, x_n$, it follows that

$$y_i = \sum_{j=1}^{n} a_{ij} x_j, \quad i = 1, \cdots, m,$$

implies that

$$V[y_1, \cdots, y_m] \leq V[x_1, \cdots, x_n].$$

The associated function of a variation diminishing \#-kernel will be referred to as variation diminishing. An approximation argument readily shows that if $G(x, y)$ is variation diminishing, so is the matrix $[G(x_i, y_j)]$ $(1 \leq i \leq n, 1 \leq j \leq m)$.

**Theorem 4.4.** $[G(x_i, y_j)]_{1 \leq i, j \leq n}$ is totally non-negative.

**Proof.** Consider the quadratic form

$$\sum_{i,j=1}^{n} G(x_i, x_j) t_i t_j = \sum_{i,j=1}^{n} t_i t_j \int_{0}^{\infty} \frac{\mathcal{L}(x, \mu) \mathcal{L}(x, \mu)}{E(\mu)} \; d\mu(u)$$

$$= \int_{0}^{\infty} \left[ \sum_{i,j=1}^{n} t_i t_j \mathcal{L}(x, \mu) \right] \frac{1}{E(\mu)} \; d\mu(u)$$

$$= \int_{0}^{\infty} \left[ \sum_{i=1}^{n} \mathcal{L}(x, \mu) t_i \right] \frac{1}{E(\mu)} \; d\mu(u)$$

$$\geq 0.$$

By a theorem on quadratic forms (see [2, Vol. I, p. 306]), it follows that
\[ \det[G(x_i, x_j)]_{i,j=1,\ldots,n} > 0. \] Now let \( 0 \leq x_1 < x_2 < \cdots < x_n < \infty \) and \( 0 \leq y_1 < y_2 < \cdots < y_n < \infty \), and consider the set consisting of all the \( x_i \)'s and \( y_i \)'s. Arrange these in increasing order, denoting the numbers of the combined set by \( w_j, j = 1, \ldots, r \), where \( 0 \leq w_1 < w_2 < \cdots < w_n \) with \( n \leq r \leq 2n \). Consider the \( n \times r \) matrix \( A = [G(x_i, w_j)]_{i=1,\ldots,n; j=1,\ldots,r} \). By the remark preceding the theorem, \( A \) is a variation diminishing matrix and hence, by [10, p. 101] \( A \) is minor definite. Since \( A \) has rank \( n \), all \( n \times n \) minors have the same sign, and since \( \det[G(x_i, y_j)]_{i,j=1,\ldots,n} \geq 0 \), we also have \( \det[G(x_i, y_j)]_{i,j=1,\ldots,n} \geq 0 \).

**Theorem 4.5.** \( G(x, y) > 0 \).

**Proof.** By the preceding theorem, with \( n = 1 \), it is clear that \( G(x, y) \geq 0 \). Suppose \( G(x, y) = 0 \). Then we may appeal to IV, Theorem 3.2 (the proof of which, though independent of the preceding results, is more conveniently included in IV) to note that there exists a number \( y_1 > y \) such that \( G(x, y_1) > 0 \). Similarly, since \( G(x, y) = G(y, x) \), there exists a number \( x_1 > x \) such that \( G(x_1, y) > 0 \). Now, applying the preceding theorem once more, with \( n = 2 \), we find that

\[
\begin{vmatrix}
G(x, y) & G(x, y_1) \\
G(x_1, y) & G(x_1, y_1)
\end{vmatrix} \geq 0
\]
or

\[-G(x, y_1)G(x_1, y) \geq 0,
\]
a contradiction.

5. **Properties of** \( G_N(x, y) \). Let

\[
E_N(x) = \prod_{k=N+1}^{\infty} \left( 1 + \frac{x^2}{a_k^2} \right),
\]
where \( 0 < a_1 \leq a_2 \leq \cdots \), with \( \sum_{k=N+1}^{\infty} (1/a_k^2) < \infty \), and let \( G_N(x) \) be the variation diminishing kernel whose Hankel transform is the reciprocal of \( E_N(x) \), and \( G_N(x, y) \) be the function associated with \( G_N(x) \). We write \( G(x) \) and \( G(x, y) \) for \( G_0(x) \) and \( G_0(x, y) \), respectively.

The following theorems will be stated for \( G(x, y) \), though they hold equally well for \( G_N(x, y) \) with \( N \) any integer.

**Theorem 5.1.** If \( G(x, y) \) is the function associated with \( G(x) \), then

\[
G(x, y) = \int_0^{\infty} \frac{\mathcal{F}(xt) \mathcal{F}(yt)}{E(t)} \, d\mu(t).
\]

**Proof.** By definition, we have
\[ G(x, y) = \int_0^\infty G(u) D(x, y, u) \, d\mu(u) \]
\[ = \int_0^\infty D(x, y, u) \, d\mu(u) \int_0^\infty \frac{f(tu)}{E(t)} \, d\mu(t) \]
\[ = \int_0^\infty \frac{1}{E(t)} \, d\mu(t) \int_0^\infty f(tu) D(x, y, u) \, d\mu(u), \]

where the change in order of integration follows by Fubini's theorem. Applying II, §1, (5), we have the required result.

Note that \( G(x, 0) = G(x) \).

**Corollary 5.2.** \( (\partial^{m+n}/\partial x^m \partial y^n) \, G(x, y), \ m, n = 0, 1, 2, \ldots, \) is bounded and continuous for \( 0 \leq x, y < \infty \).

**Theorem 5.3.** \( \int_0^\infty G(x, y) \, d\mu(y) = 1, \ 0 \leq x < \infty \).

**Proof.** We have
\[ \int_0^\infty G(x, y) \, d\mu(y) = \int_0^\infty d\mu(y) \int_0^\infty G(t) D(x, y, t) \, d\mu(t) \]
\[ = \int_0^\infty G(t) \, d\mu(t) \int_0^\infty D(x, y, t) \, d\mu(y) \]
\[ = \int_0^\infty G(t) \, d\mu(t) = 1. \]

**Theorem 5.4.** Let \( G(x, y) \) be the function associated with \( G(x) \). Then, for \( x \) fixed,

(a) \( \int_0^\infty t^2 G(x, t) \, d\mu(t) = x^2 + 2(2\gamma + 1)A_2, \)
(b) \( \int_0^\infty t^4 G(x, t) \, d\mu(t) = x^4 + 4x^2(2\gamma + 3)A_2 + 8(2\gamma + 1)(2\gamma + 3)(A_2^2 - A_4), \)
(c) \( \int_0^\infty (t^2 - x^2)^2 G(x, t) \, d\mu(t) = 8x^2A_2 + 4(2\gamma + 1)(2\gamma + 3)(A_2^2 - A_4), \)

where \( A_2 = \sum_{k=1}^\infty (1/a_k^2), \ A_4 = \sum_{i < j} (1/a_i^2 a_j^2) \).

**Proof.** We have
\[ \int_0^\infty G(x, t) \, f(yt) \, d\mu(t) = \frac{f(xy)}{E(y)}. \]

The definitions of \( f(xy) \) and \( E(y) \) give us the following Taylor expansions:

(2) \[ f(xy) = 1 - \frac{x^2}{2(2\gamma + 1)}y^2 + \frac{x^4}{8(2\gamma + 1)(2\gamma + 3)}y^4 - \cdots, \]
(3) \[ E(y) = 1 + A_2 y^2 + A_4 y^4 + \cdots. \]

Hence
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\[
\frac{\xi(xy)}{E(y)} = 1 - \left[ \frac{x^2}{2(2\gamma + 1)} + A_2 \right] y^2
\]
\[+ \left[ \frac{x^4}{8(2\gamma + 1)(2\gamma + 3)} + \frac{x^2}{2(2\gamma + 1)} A_2 + A_2^2 - A_4 \right] y^4 + \ldots. \tag{4}
\]

Substituting (2) and (4) in (1), we find that
\[
\int_0^\infty G(x, t) \left[ 1 - \frac{t^2}{2(2\gamma + 1)} y^2 + \frac{t^4}{8(2\gamma + 1)(2\gamma + 3)} y^4 - \ldots \right] d\mu(t)
\]
\[= 1 - \left[ \frac{x^2}{2(2\gamma + 1)} + A_2 \right] y^2
\]
\[+ \left[ \frac{x^4}{8(2\gamma + 1)(2\gamma + 3)} + \frac{x^2}{2(2\gamma + 1)} A_2 + A_2^2 - A_4 \right] y^4 + \ldots. \]

Equating coefficients of \(y^2\) and \(y^4\), we obtain (a) and (b), respectively, whereas (c) is a direct result of (a), (b) and Theorem 5.3.

**Corollary 5.5.**

\[
\int_0^\infty t^2G_N(t) \, d\mu(t) = 2(2\gamma + 1) \sum_{k=N+1}^\infty \left( \frac{1}{a_k^2} \right). 
\]

**Corollary 5.6.** For any \(\delta > 0\),

\[
\lim_{N\to\infty} \int_s^\infty G_N(t) \, d\mu(t) = 0.
\]

**Proof.** We have, for fixed \(\delta > 0\),

\[
\int_s^\infty G_N(t) \, d\mu(t) \leq \frac{1}{\delta^2} \int_s^\infty t^2G_N(t) \, d\mu(t)
\]
\[= \frac{2(2\gamma + 1)}{\delta^2} \sum_{k=N+1}^\infty \frac{1}{a_k^2},
\]

and the result is immediate on letting \(N \to \infty\).

**Theorem 5.7.** For \(x\) fixed, \(0 < x < \infty\),

\[
\lim_{N\to\infty} \int_a^b G_N(x, y) \, d\mu(y) = 1, \quad 0 \leq a < x < b \leq \infty,
\]
\[= 0, \quad 0 \leq a \leq b < x < \infty,
\]
\[= 0, \quad 0 < x < a \leq b \leq \infty.
\]

**Proof.** Suppose \(0 \leq a \leq b < x < \infty\). Let \(b = x - \delta\), \(\delta > 0\). Then we have
\[ \int_a^b G_N(x, y) \, d\mu(y) \leq \int_0^{x-b} G_N(x, y) \, d\mu(y) \]
\[ = \int_0^{x-b} d\mu(y) \int_0^\infty G_N(u) D(x, y, u) \, d\mu(u) \]
\[ \leq \int_0^\infty d\mu(y) \int_b^\infty G_N(u) D(x, y, u) \, d\mu(u) \]
\[ = \int_b^\infty G_N(u) \, d\mu(u) \int_0^\infty D(x, y, u) \, d\mu(y) \]
\[ = \int_b^\infty G_N(u) \, d\mu(u). \]

The result we seek follows directly on letting \( N \to \infty \) and taking note of Corollary 5.6. The proof for \( 0 < x < a \leq b \leq \infty \) is similar, and that for \( 0 \leq a < x < b \leq \infty \) follows from the first two cases and Theorem 5.3.

Let us define a frequency function as any non-negative function \( \phi(t) \) for which \( \int_0^\infty \phi(t) \, d\mu(t) = 1 \). The mean, \( m_\phi \), and the variance, \( V_\phi \), of the frequency function \( \phi \) are defined by

\[ m_\phi = \int_0^\infty t^2 \phi(t) \, d\mu(t), \]
\[ V_\phi = \int_0^\infty (t^2 - m_\phi^2) \phi(t) \, d\mu(t). \]

We note that the associated functions \( G_N(x, y) \) are frequency functions, and, by Theorem 5.4,

\[ m_{G_N}^2 = x^2 + 2(2\gamma + 1) \sum_{k=N+1}^\infty \frac{1}{a_k^2}, \]
\[ V_{G_N} = 8x^2 \sum_{k=N+1}^\infty \frac{1}{a_k^2} \]
\[ + 4(2\gamma + 1)(2\gamma + 3) \left[ \left( \sum_{k=N+1}^\infty \frac{1}{a_k^2} \right)^2 - \sum_{N+1 \leq i < j} \frac{1}{a_i a_j^2} \right], \]

where \( x \) is fixed. It follows that as \( N \to \infty \), \( m_{G_N} \to x \) and \( V_{G_N} \to 0 \).

**Chapter IV. Convergence of the convolution transform**

1. **Introduction.** In this chapter, we develop asymptotic estimates for the variation diminishing kernel and its associated function. This leads us to the establishment of the convergence behavior of the \( \# \)-convolution transform. We find, in fact, that \( G \# \phi(x) \) converges for all \( x > 0 \) if \( G \# \phi(x_0) \) converges for some \( x_0 > 0 \). Hence, we may refer to \( G \# \phi \) as convergent or
divergent. In this respect, we note that $G \neq \phi$ behaves like the Stieltjes transform.

2. Residues.

**Theorem 2.1.** Let $z = a_1i$ be a zero of order $m_1 + 1$ of $E(z)$. Then the residue $R$ of

$$\frac{z^{1/2 + \gamma} H_{-1/2}(zy) \mathcal{F}(zx)}{E(z)}$$

at $z = a_1i$ is

$$\left. \left( \left( \frac{d}{da} \right)^{m_1} \{ \psi(a) - \mathcal{F}(ax) K_{-1/2}(ay) \} \right) \right|_{a = a_1},$$

where $\psi(a_1) \neq 0$.

The proof, involving only direct computation, is omitted.

**Corollary 2.2.** With the notation of the theorem, for $x$ fixed, $0 \leq x < \infty$,

$$R \sim C \mathcal{F}(a,x) y^{m_1 - 1/2} e^{-a_1 y}, \quad y \to \infty,$$

where $C$, a constant independent of $x$ and $y$, is positive.

**Proof.** By the theorem, we have

$$R = \left. \left( \left( \frac{d}{da} \right)^{m_1} \{ \psi(a) - \mathcal{F}(ax) K_{-1/2}(ay) \} \right) \right|_{a = a_1}.$$

On carrying out the differentiation, we note that the dominant term in $y$, for fixed $x$, is of the form

$$B \mathcal{F}(ax) y^{m_1} K_{-1/2 - m_1}(a_1 y), \quad B > 0.$$

Since, by [17, p. 202],

$$K_{-1/2 - m_1}(a_1 y) = \left( \frac{\pi}{2 a_1 y} \right)^{1/2} e^{-a_1 y} \left[ 1 + O \left( \frac{1}{y} \right) \right],$$

the result follows.

3. Asymptotic estimate for $G(x,y)$.

**Lemma 3.1.**

$$G(x,y) = y^{1/2 - \gamma} \int_C \frac{\mathcal{F}(xt)}{E(t)} t^{\gamma + 1/2} H_{-1/2}^{(1)}(yt) \, dt,$$

where $C$ is the contour
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Proof. The definitions of $f(z)$ and $d\mu(z)$ give

$$f(yt) d\mu(t) = y^{1/2-\gamma}t^{1/2+\gamma}J_{\gamma-1/2}(yt) \, dt,$$

and since

$$G(x,y) = \int_0^\infty \frac{f(xt) f(yt)}{E(t)} \, d\mu(t),$$

we have

$$G(x,y) = y^{1/2-\gamma} \int_0^\infty \frac{f(xt)}{E(t)} t^{1/2+\gamma}J_{\gamma-1/2}(yt) \, dt.$$

By [17, p. 75],

$$G(x,y) = y^{1/2-\gamma} \int_0^\infty \frac{f(xt)}{E(t)} t^{1/2+\gamma} \left[ H_{\gamma-1/2}(yt) - e^{(\gamma-1/2)it}H_{\gamma-1/2}(yt)e^{-it} \right] dt$$

$$= y^{1/2-\gamma} \left[ \int_0^\infty \frac{f(xt)H_{\gamma-1/2}(yt)}{E(t)} dt - e^{(\gamma-1/2)it} \int_0^\infty \frac{f(xte^{-i\theta})H_{\gamma-1/2}(yt)e^{-it}}{E(t)} dt \right]$$

$$= y^{1/2-\gamma} \left[ \int_0^\infty \frac{f(xt)H_{\gamma-1/2}(yt)}{E(t)} dt + \int_0^\infty \frac{f(xt)H_{\gamma-1/2}(yt)}{E(t)} dt \right]$$

since $f$ and $E$ are even functions.

Theorem 3.2. Under the assumptions of Theorem 2.1, with $x$ fixed, $0 \leq x < \infty$,

$$G(x,y) = ce^{-a_1 y} e^{-\gamma y} \mathcal{F}(a_1 x) \left[ 1 + O\left(\frac{1}{y}\right) \right], \quad y \to \infty,$$

where $c > 0$.

Proof. Let $a$ be such that $a_1 < a < a_2$, and let $C$ be the indicated contour:

![Diagram](image)

By the residue theorem, we have
\[
\int_c z^{1/2+\gamma} \frac{\mathcal{F}(xz)H_{\gamma-1/2}^{(1)}(yz)}{E(z)} \, dz = 2\pi i \left\{ \text{Res} \frac{z^{1/2+\gamma} \mathcal{F}(xz)H_{\gamma-1/2}^{(1)}(yz)}{E(z)} \right\}_{z=a_1}.
\]

We may apply III, Theorem 2.2 and routine estimates of Bessel functions to get, on letting \( R \to \infty \) and \( r \to 0 \),

\[
\int_{-\infty}^{\infty} t^{1/2+\gamma} \frac{\mathcal{F}(xt)H_{\gamma-1/2}^{(1)}(yt)}{E(t)} \, dt = 2\pi i \left\{ \text{Res} \frac{z^{1/2+\gamma} \mathcal{F}(xz)H_{\gamma-1/2}^{(1)}(yz)}{E(z)} \right\}_{z=a_1} + S(x,y),
\]

where \( |S(x,y)| = O(y^{-1/2}e^{-\alpha y}), y \to \infty \). An appeal to Lemma 3.1 and Corollary 2.2 leads to the desired result.


**Theorem 4.1.** Let \( \phi \) be a function integrable in every finite interval, and let

\[
\int_0^\infty G(x_0,y)\phi(y) \, d\mu(y) = \lim_{T \to \infty} \int_0^T G(x_0,y)\phi(y) \, d\mu(y), \quad x_0 \geq 0,
\]

converge conditionally. Then \( \int_0^\infty G(x,y)\phi(y) \, d\mu(y) \) converges conditionally for all \( x \) and uniformly for \( x \) in any finite interval.

**Proof.** Let \( 0 \leq s_1 < s \) and \( 0 \leq t_1 < t \). Then, by III, Theorem 4.4, we have that

\[
\left| \begin{array}{cc}
G(s_1,t_i) & G(s_1,t) \\
G(s,t_i) & G(s,t)
\end{array} \right| \geq 0,
\]

or, by III, Theorem 4.5, \( G(s,t)/G(s_1,t) \geq G(s,t_i)/G(s_1,t_i) \). Let

\[
g(y) = \frac{G(x,y)}{G(x_0,y)}.
\]

Then, clearly, \( g(y) > 0 \), and if \( x_0 > x \), \( g(y) \downarrow \). Hence

\[
0 < g(y) \leq g(0) = \frac{G(x,0)}{G(x_0,0)} = \frac{G(x)}{G(x_0)},
\]

and \( g(y) \) is uniformly bounded for all \( x < x_0 \). On the other hand, if \( x_0 < x \), \( g(y) \uparrow \) and, by Theorem 3.2, \( g(y) = G(x,y)/G(x_0,y) \sim \mathcal{F}(a,x)/\mathcal{F}(a,x_0) \), \( y \to \infty \). Hence, in this case, \( g(y) \) is uniformly bounded for all \( x, x_0 \leq x \leq A \), for every real number \( A \geq x_0 \).

Now

\[
\int_0^\infty G(x,y)\phi(y) \, d\mu(y) = \int_0^\infty \frac{G(x,y)}{G(x_0,y)} G(x_0,y)\phi(y) \, d\mu(y)
\]

\[
= \int_0^\infty g(y)G(x_0,y)\phi(y) \, d\mu(y).
\]
Using the second mean value theorem, we find that
\[ \left| \int_{T_1}^{T_2} G(x, y) \phi(y) \, d\mu(y) \right| \leq |g(T_1)| \left| \int_{T_1}^{w} G(x_0, y) \phi(y) \, d\mu(y) \right| + |g(T_2)| \left| \int_{w}^{T_2} G(x_0, y) \phi(y) \, d\mu(y) \right|, \]

where \( T_1 \leq w \leq T_2 \). Since \( g(y) \) is uniformly bounded, and since, by hypothesis, we know that given \( \epsilon > 0 \), there is a \( T > 0 \) such that for \( T_1, T_2 > T \), each of the integrals on the right is less than \( \epsilon \), the theorem follows.

**Chapter V. Inversion for continuous functions**

1. **Introduction.** In this chapter, we derive the inversion theorem under general hypotheses. Since the behavior of \( G_N(x, y)/G(x, y) \) and of \( G_N(x, y) \) plays a significant role in the development, we give a detailed study of the essential properties of these functions.

2. **The changes of trend of** \( G_N(x, y)/G(x, y) \).

**Lemma 2.1.** Let \( \Delta(s) = 1 - |s| \) for \( |s| < 1 \), \( \Delta(s) = 0 \), otherwise. Then

\[ G_N(x, y) = \lim_{h \to 0} \int_{0}^{\infty} G_N(s, y) \frac{\Gamma(\gamma + 1/2) \Delta\left(\frac{x - s}{h}\right)}{2^{1-2\gamma}s^{2\gamma}h} \, d\mu(s). \]

**Proof.** We have

\[ I = \int_{0}^{\infty} G_N(s, y) \frac{\Gamma(\gamma + 1/2) \Delta\left(\frac{x - s}{h}\right)}{2^{1-2\gamma}s^{2\gamma}h} \, d\mu(s) \]

\[ = \int_{x-h}^{x+h} G_N(s, y) \frac{\Delta\left(\frac{x - s}{h}\right)}{h} \, ds. \]

Letting \( s = x - s'h \), we get

\[ I = \int_{-1}^{1} G_N(x - s'h, y) \Delta(s') \, ds'. \]

Now

\[ \lim_{h \to 0} G_N(x - s'h, y) = G_N(x, y), \]

and

\[ |G_N(x - s'h, y) \Delta(s')| \leq \|G_N\| \infty. \]

Hence, by Lebesgue's limit theorem, it follows that
Lemma 2.2. Let

\[ E_N(t) = \frac{E(t)}{E_N(t)} = \prod_{k=1}^{N} \left( 1 + \frac{t^2}{a_k^2} \right), \]

and let

\[ G^*(t) = \int_0^\infty \frac{f(tu)}{E_N(u)} \, d\mu(u). \]

Then

\[ G(x, y) = \int_0^\infty G_N(x, s)G_N^*(s, y) \, d\mu(s). \]

Proof. We have

\[ \int_0^\infty G_N(x, s)G_N^*(s, y) \, d\mu(s) = (G_N \# G_N^*(\cdot, y))(x). \]

Then

\[ (G_N \# G_N^*(\cdot, y))'(x) = G_N(x)G_N^*(\cdot, y)'(x) \]

\[ = \frac{1}{E_N(x)} \int_0^\infty \frac{f(xy)}{E_N(x)} \, d\mu(x) = \frac{\int f(xy) \, d\mu(x)}{E(x)} = G(\cdot, y)'(x). \]

The lemma thus follows by inversion.

Theorem 2.3. For any real number \( a \), and \( x \) fixed, \( G(x, y) - aG_N(x, y) \) has at most two changes of sign for \( 0 \leq y < \infty \).

Proof. By Lemmas 2.1 and 2.2, we have

\[ G(x, y) - aG_N(x, y) \]

\[ = \lim_{h \to 0} \int_0^\infty G_N(y, s) \left[ G_N^*(x, s) - \frac{a\Gamma(\gamma + 1/2) \Delta \left( \frac{x-s}{h} \right)}{2^{1.2-\gamma}h^{s_{\gamma}}} \right] \, d\mu(s). \]

Since \( G_N(x, y) \) is a variation diminishing kernel, it follows that, for \( x \) fixed,

\[ V \left[ \int_0^\infty G_N(y, s) \left( G_N^*(x, s) - \frac{a\Gamma(\gamma + 1/2) \Delta \left( \frac{x-s}{h} \right)}{2^{1.2-\gamma}h^{s_{\gamma}}} \right) \, d\mu(s) \right] \]

\[ \leq V \left[ G_N^*(x, y) - \frac{a\Gamma(\gamma + 1/2) \Delta \left( \frac{x-y}{h} \right)}{2^{1.2-\gamma}h^{y_{\gamma}}} \right]. \]
so that, by [10, p. 81], for \( x \) fixed,
\[
V[G(x, y) - aG_N(x, y)] \leq \liminf_{h \to 0^+} V \left[ G_N^*(x, y) - \frac{a\Gamma(\gamma + 1/2)\Delta\left(\frac{x - y}{h}\right)}{2^{1/2 - \gamma}hy^{2\gamma}} \right].
\]
Since, for all sufficiently small \( h \), and \( x \) fixed,
\[
G_N^*(x, y) - \frac{a\Gamma(\gamma + 1/2)\Delta\left(\frac{x - y}{h}\right)}{2^{1/2 - \gamma}hy^{2\gamma}}
\]
has at most two changes of sign, so does \( G(x, y) - aG_N(x, y) \).

**Theorem 2.4.** For \( x \) fixed, \( \lim_{y \to \infty} G_N(x, y)/G(x, y) = 0 \).

**Proof.** Let \( \alpha_i \) be a zero of order \( m_i + 1 \) of \( E(t) \). If \( m_i + 1 > N \), then \( \alpha_i \) is a zero of order \( m'_i = m_i + 1 - N \) of \( E_N(t) \). Hence by IV, Theorem 3.2,
\[
G_N(x, y) \sim C_N \mathcal{J}(\alpha_i, x) e^{-\alpha_i y^{m'_i - N}},
\]
so that \( G_N(x, y)/G(x, y) \sim C_N y^{-N} \), and \( \lim_{y \to \infty} G_N(x, y)/G(x, y) = 0 \). If \( m_i + 1 \leq N \), then \( \alpha_i \) is not a zero of \( E_N(t) \), and, by the proof of IV, Theorem 3.2, it follows that
\[
G_N(x, y) = O(y^{-\gamma}e^{-\alpha y}), \quad \alpha > \alpha_i.
\]
Thus, using IV, Theorem 3.2 for \( G(x, y) \), we again find that
\[
\lim_{y \to \infty} \frac{G_N(x, y)}{G(x, y)} = 0.
\]

**Theorem 2.5.** For \( x \) fixed, \( G_N(x, y)/G(x, y) \) has at most one change of trend.

**Proof.** Consider, for some real number \( a \),
\[
G(x, y) - aG_N(x, y) = aG(x, y) \left[ \frac{1}{a} - \frac{G_N(x, y)}{G(x, y)} \right].
\]
Since \( G(x, y) > 0 \), it follows that
\[
V[G(x, y) - aG_N(x, y)] = V \left[ \frac{1}{a} - \frac{G_N(x, y)}{G(x, y)} \right].
\]
If \( G_N(x, y)/G(x, y) \) were to have more than two changes of trend, there would, necessarily, exist a real number \( a \) for which \( V[G(x, y) - aG_N(x, y)] > 2 \), contradicting Theorem 2.3. Suppose then that \( G_N(x, y)/G(x, y) \) has two changes of trend. We have \( G_N(x, y)/G(x, y) > 0 \). Suppose \( G_N(x, y)/G(x, y) \) is increasing in the neighborhood of the origin as in Figure a. If the quotient had two changes of trend, it would have to decrease once and then increase for all large values of \( y \), contradicting Theorem 2.4. Hence in this case,
$G_N(x,y)/G(x,y)$ must have exactly one change of trend. On the other hand, suppose the quotient is decreasing in the neighborhood of the origin as in Figure b. Then since $\lim_{y \to 0} (G_N(x,y)/G(x,y)) = 0$, if there were two changes of trend, there would exist a real number $a$ for which $V[G(x,y) - aG_N(x,y)] = 3$, contradicting Theorem 2.3. Hence in this case $G_N(x,y)/G(x,y)$ has no change in trend.

\begin{center}
\begin{tabular}{c|c}
\textbf{Figure a} & \textbf{Figure b} \\
\end{tabular}
\end{center}

\textbf{Theorem 2.6.} Let $x$ be fixed and $\delta$ any positive number. Then, for $N$ sufficiently large, $G_N(x,y)/G(x,y)$ has exactly one change of trend in the interval $(x - \delta, x + \delta)$.

\textbf{Proof.} Let $A$ be a number such that $0 < A < 1$. We note first that there must exist a $y$ in the interval $(x - \delta, x - \delta/2)$ for which $G_N(x,y)/G(x,y) < A$; for, otherwise, we have $G_N(x,y)/G(x,y) \geq A$ for all $y$, $x - \delta < y < x - \delta/2$. By III, Theorem 5.7, it then follows that

$$0 = \lim_{N \to \infty} \int_{x - \delta}^{x - \delta/2} G_N(x,y) \, d\mu(y)$$

$$= \lim_{N \to \infty} \int_{x - \delta}^{x - \delta/2} \frac{G_N(x,y)}{G(x,y)} \, G(x,y) \, d\mu(y)$$

$$\geq A \int_{x - \delta}^{x - \delta/2} G(x,y) \, d\mu(y) > 0,$$

a contradiction. Similarly, we may show that in the interval $(x + \delta/2, x + \delta)$, there must exist a $y$ for which $G_N(x,y)/G(x,y) < A$. Finally, in the interval $(x - \delta/2, x + \delta/2)$, there must exist a $y$ for which $G_N(x,y)/G(x,y) > A$, for, otherwise, we have $G_N(x,y)/G(x,y) \leq A$ for all $y$ in the interval. But then

$$\lim_{N \to \infty} \int_{x - \delta/2}^{x + \delta/2} G_N(x,y) \, d\mu(y) = \lim_{N \to \infty} \int_{x - \delta/2}^{x + \delta/2} \frac{G_N(x,y)}{G(x,y)} \, G(x,y) \, d\mu(y)$$

$$\leq A \int_{x - \delta/2}^{x + \delta/2} G(x,y) \, d\mu(y) \leq A < 1.$$

On the other hand, III, Theorem 5.7, gives
\[
\lim_{N \to \infty} \int_{x-\delta/2}^{x+\delta/2} G_N(x, y) \, d\mu(y) = 1,
\]
a contradiction. This result in conjunction with Theorem 2.5, proves the theorem.

**Theorem 2.7.** For \( x \) fixed and \( \delta \) any positive number,

\[
\lim_{N \to \infty} \frac{G_N(x, y)}{G(x, y)} = 0,
\]
for \( 0 \leq y \leq x - \delta, \, x + \delta \leq y \leq \infty \).

**Proof.** By Theorem 2.6, we know that for \( N \) sufficiently large, \( G_N(x, y)/G(x, y) \) has one change of trend in the interval \( (x - \delta/2, x + \delta/2) \). It therefore follows that \( G_N(x, y)/G(x, y) \uparrow \) for \( 0 \leq y \leq x - \delta/2 \). Hence

\[
\int_{x-\delta}^{x+\delta/2} G_N(x, y) \frac{d\mu(y)}{G(x, y)} \geq \frac{G_N(x, x - \delta)}{G(x, x - \delta)} \int_{x-\delta}^{x+\delta/2} d\mu(y).
\]

Further, \( G(x, y) > 0 \) so that \( 1/G(x, y) \) is bounded. Hence

\[
\int_{x-\delta}^{x+\delta/2} \frac{G_N(x, y)}{G(x, y)} d\mu(y) \leq \text{l.u.b.} \frac{1}{G(x, y)} \int_{x-\delta}^{x+\delta/2} G_N(x, y) \, d\mu(y).
\]

Thus

\[
\frac{G_N(x, x - \delta)}{G(x, x - \delta)} \leq \text{l.u.b.} \frac{1}{G(x, y)} \int_{x-\delta}^{x+\delta/2} G_N(x, y) \, d\mu(y),
\]

and by III, Theorem 5.7, we have \( \lim_{N \to \infty} (G_N(x, x - \delta)/G(x, x - \delta)) = 0 \). Similarly, we may show that \( \lim_{N \to \infty} (G_N(x, x + \delta)/G(x, x + \delta)) = 0 \), and the theorem follows.

3. **The change of trend of** \( G_N(x, y) \).

**Theorem 3.1.** Let

\[
h_i(x, y) = \int_0^\infty \frac{\ell(xt) \ell(yt)}{e^{t^2/2}} \, d\mu(t), \quad 0 \leq x, \, y < \infty,
\]

and let

\[
G_N(x, y) = \int_0^\infty G_N(s, y) h_i(x, s) \, d\mu(s), \quad 0 \leq x, \, y < \infty,
\]

Then

\[
\lim_{\epsilon \to 0} \frac{G_N(x, y)}{h_i(x, x)} = 1, \quad 0 \leq x, \, y < \infty.
\]
Proof. We have

\[ h_t(x,y) = \int_0^\infty \frac{\mathcal{F}(xt) \mathcal{F}(yt)}{e^{t^2 + t^2}} \, d\mu(t) \]

\[ = 2^{\gamma-1} \Gamma(\gamma + 1/2) (xy)^{1/2-\gamma} \int_0^\infty te^{-t^2} J_{\gamma-1/2}(xt) J_{\gamma-1/2}(yt) \, dt, \]

so that, by [17, p. 395],

\[ h_t(x,y) = \left( \frac{x^2}{2} \right)^{\gamma + 1/2} e^{-x^2/(2 + y^2)} \mathcal{F} \left( \frac{\varepsilon xy}{2} \right). \]

Thus

\[ \frac{h_t(x,y)}{h_t(x,x)} = \frac{\mathcal{F} \left( \frac{x^2}{2} \right)}{\mathcal{F} \left( \frac{\varepsilon x^2}{2} \right)} e^{-\varepsilon x^2 - y^2/4}, \]

and, since \( \mathcal{F}(0) = 1 \), it follows that

\[ \lim_{t \to 0} \frac{h_t(x,y)}{h_t(x,x)} = 1, \quad 0 \leq x, y < \infty. \]

Now we have

\[ \frac{G_N(x,y)}{h_t(x,x)} = \int_0^\infty G_N(s,y) \frac{h_t(x,s)}{h_t(x,x)} \, d\mu(s). \]

It is clear that

\[ \lim_{t \to 0} G_N(s,y) \frac{h_t(x,s)}{h_t(x,x)} = G_N(s,y). \]

Further, for \( 0 \leq x < \alpha \), the inequalities \( 1 \leq \mathcal{F}(x) \leq e^x \) readily follow from the power series expansion for \( \mathcal{F}(x) \). Hence

\[ \left| \frac{h_t(x,s)}{h_t(x,x)} \right| = \frac{\mathcal{F} \left( \frac{x^2 s^2}{2} \right)}{\mathcal{F} \left( \frac{\varepsilon x^2}{2} \right)} e^{-\varepsilon (s^2 - x^2)/4} \]

\[ \leq e^{x^2 s^2} e^{-\varepsilon (s^2 - x^2)/4} \]

\[ = e^{x^2 s^2} e^{-\varepsilon (s^2 - x^2)/4} < e^{x^2}, \]

where the last inequality holds for all \( s \) and for every \( \varepsilon < 1 \). Thus we may apply Lebesgue’s limit theorem to get

\[ \lim_{t \to 0} \frac{G_N(x,y)}{h_t(x,x)} = \int_0^\infty G_N(s,y) \, d\mu(s) = 1. \]
Theorem 3.2. For $x$ fixed and $a$ any real number,

$$V[G_N(x,y) - a] \leq 2.$$\[April\]

Proof. We have, by Lemma 2.1, and by the definition of $G_{N,a}(x,y)$,

$$G_N(x,y) - aG_{N,a}(x,y) = \lim_{h \to 0} \int_0^\infty G_N(s,y) \left[ \Gamma(\gamma + 1/2) \frac{\Delta \left( \frac{x-s}{h} \right)}{2^{1/2-\gamma} h^\gamma} - ah(x,s) \right] d\mu(s),$$

so that a proof entirely analogous to that of Theorem 2.3, leads to the conclusion that

$$V[G_N(x,y) - aG_{N,a}(x,y)] \leq 2.$$\[April\]

Since $x$ is fixed and $a$ is arbitrary, we take $a = a'/h(x,x)$, $a'$ any real number. Then

$$V \left[ G_N(x,y) - a' \frac{G_{N,a}(x,y)}{h(x,x)} \right] \leq 2.$$\[April\]

By Theorem 3.1 and [10, p. 84], it follows that

$$V[G_N(x,y) - a'] \leq \lim_{\gamma \to -a} V \left[ G_N(x,y) - a' \frac{G_{N,a}(x,y)}{h(x,x)} \right] \leq 2.$$\[April\]

Theorem 3.3. For $x$ fixed, $\lim_{y \to x} G_N(x,y) = 0$.

Proof. The conclusion is a direct result of IV, Theorem 3.2.

Theorem 3.4. For $x$ fixed, and for any $\delta > 0$, $G_N(x,y)$ has a variation of trend in $(x - \delta, x + \delta)$ for $N$ sufficiently large.

Proof. We proceed in a manner entirely similar to the proof of Theorem 2.6. Let $A$ be a positive number such that $0 < A \int_{x-\delta}^{x+\delta/2} d\mu(y) < 1$. Within the interval $(x - \delta, x - \delta/2)$, if $N$ is large enough, there must exist a $y$ for which $G_N(x,y) < A$; for, if not, $G_N(x,y) \geq A$ for all $y$ in the interval. But then, applying III, Theorem 5.7, we find that

$$0 = \lim_{N \to -\infty} \int_0^{x-\delta/2} G_N(x,y) d\mu(y)$$

$$= \lim_{N \to -\infty} \int_0^{x-\delta} G_N(x,y) d\mu(y) + \lim_{N \to -\infty} \int_{x-\delta}^{x-\delta/2} G_N(x,y) d\mu(y)$$

$$= \lim_{N \to -\infty} \int_{x-\delta}^{x-\delta/2} G_N(x,y) d\mu(y)$$

$$\geq A \int_{x-\delta}^{x-\delta/2} d\mu(y) > 0,$$\[April\]
a contradiction. Similarly, we may show that in the interval \((x + \delta/2, x + \delta)\), there must exist a \(y\) for which \(G_N(x, y) < A\).

Moreover, in the interval \((x - \delta/2, x + \delta/2)\), \(G_N(x, y)\) must exceed \(A\) at some point \(y\); for, otherwise, we have \(G_N(x, y) \leq A\) for all \(y\) in the interval. But then

\[
\lim_{N \to +\infty} \int_{x-\delta/2}^{x+\delta/2} G_N(x, y) \, d\mu(y) \leq A \int_{x-\delta/2}^{x+\delta/2} d\mu(y) < 1,
\]

by the definition of \(A\); whereas, using III, Theorem 5.7, we have

\[
\lim_{N \to +\infty} \int_{x-\delta/2}^{x+\delta/2} G_N(x, y) \, d\mu(y) = 1,
\]

a contradiction. It thus follows that for large \(N\), \(G_N(x, y)\) has a change of trend in the interval \((x - \delta, x + \delta)\).

**Theorem 3.5.** For \(x\) fixed and \(N\) sufficiently large, \(G_N(x, y)\) has exactly one change of trend at \(\xi_N(x), 0 < \xi_N < \infty, \) and \(|x - \xi_N(x)| \leq c(s_N)^{1/2}, \) where \(c\) is a constant depending only on \(\gamma,\) and \(s_N = \sum_{k=N+1}^{\infty} (1/a_k^2)\).

**Proof.** That \(G_N(x, y)\) has at least one change of trend for \(N\) sufficiently large is proved in Theorem 3.4. That \(G_N(x, y)\) has at most one change of trend follows from the proof of Theorem 2.5 on replacing \(G(x, y)\) by \(1.\) Thus it follows that for large \(N\), \(G_N(x, y)\) has exactly one change of trend at some point \(\xi_N(x),\) and it remains for us to establish the bound for its distance from \(x.\) To this end, let

\[(1) \quad A = (2(2\gamma + 1)s_N)^{1/2},\]

and consider

\[(2) \quad \int_{x-2A}^{x+2A} G_N(x, y) \, d\mu(y) = 1 - \int_0^{x-2A} G_N(x, y) \, d\mu(y) - \int_{x+2A}^{\infty} G_N(x, y) \, d\mu(y).\]

Now

\[
\int_0^{x-2A} G_N(x, y) \, d\mu(y) = \int_0^{x-2A} d\mu(y) \int_0^\infty G_N(u) D(x, y, u) \, d\mu(u)
\]

\[
\leq \int_0^{x-2A} d\mu(y) \int_{2A}^{2x-2A} G_N(u) D(x, y, u) \, d\mu(u)
\]

\[
\leq \int_{2A}^{2x-2A} G_N(u) \, d\mu(u) \int_0^\infty D(x, y, u) \, d\mu(y)
\]

\[
\leq \frac{1}{4A^2} \int_{2A}^{2x-2A} u^2 G_N(u) \, d\mu(u) \leq \frac{1}{4},
\]

where the change in order of integration is justified by Fubini's theorem, and the last inequality follows by III, Theorem 5.4 (a). Similarly,
\[
\int_{x+2A}^{\infty} G_N(x, y) \, d\mu(y) = \int_{x+2A}^{\infty} d\mu(y) \int_{x+2A}^{\infty} G_N(u) D(x, y, u) \, d\mu(u) \\
\leq \frac{1}{4A^2} \int_{2A}^{\infty} u^2 G_N(u) \, d\mu(u) \leq \frac{1}{4}.
\]

Applying these inequalities to (2), we have

\[
(3) \quad \int_{x-2A}^{x+2A} G_N(x, y) \, d\mu(y) \geq \frac{1}{2},
\]
or

\[
\frac{1}{2} \leq \frac{1}{2} \int_{x-2A}^{x+2A} \left( \int_{x-2A}^{x+2A} G_N(x, y) y^{2\gamma} \, dy \right) \leq \frac{1}{4} \int_{x-2A}^{x+2A} G_N(x, y) \, d\mu(y)
\]

or

\[
\frac{1}{2} \leq \frac{1}{2} \int_{x-2A}^{x+2A} \left( \int_{x-2A}^{x+2A} G_N(x, y) y^{2\gamma} \, dy \right) \leq \frac{1}{4} \int_{x-2A}^{x+2A} G_N(x, y) \, d\mu(y)
\]

so that

\[
(4) \quad \text{l.u.b.} \quad G_N(x, y) \geq \frac{\Gamma(\gamma + 1/2)}{2^{1-2\gamma} A(x + 2A)^{2\gamma}}.
\]

Suppose now that \(|x - \xi_N(x)| > 1A\).

Then \(G_N(x, y) \uparrow\) within the interval \((x - 2A, x + 11A)\) if \(x < \xi_N(x)\), as in Figure a, and \(G_N(x, y) \downarrow\) within the interval \((x - 11A, x + 2A)\) if \(x > \xi_N(x)\), as in Figure b. It therefore follows that (4) holds for \(y\) in \((x + 2A, x + 11A)\) and \((x - 11A, x - 2A)\). Hence

\[
\int_{x-2A}^{x+2A} G_N(x, y) \, d\mu(y)
\]

\[
\geq \frac{1}{2^{1-2\gamma} \Gamma(\gamma + 1/2)} \int_{x+2A}^{x+11A} G_N(x, y) y^{2\gamma} \, dy
\]

\[
\geq \frac{1}{2^{1-2\gamma} \Gamma(\gamma + 1/2)} \left[ \frac{\Gamma(\gamma + 1/2)}{2^{1-2\gamma} A(x + 2A)^{2\gamma}} \left( x + 2A \right)^{2\gamma} \right] 9A = \frac{9}{8}.
\]
a contradiction. Similarly,

\[
\int_0^\infty G_N(x,y) \, d\mu(y) \\
\geq \frac{1}{2^{\gamma-1/2} \Gamma(\gamma + 1/2)} \int_{x-11A}^{x-2A} G_N(x,y) y^{2\gamma} \, dy \\
= \frac{1}{2^{\gamma-1/2} \Gamma(\gamma + 1/2)} \left[ \frac{\Gamma(\gamma + 1/2)}{2^{1/2-\gamma}} \frac{1}{A(x+2A)^{2\gamma}} \right] (x - 11A)^{2\gamma} 9A \\
= \frac{9}{8} \left( \frac{x - 11A}{x + 2A} \right)^{2\gamma},
\]

and

\[
\liminf_{N \to \infty} \int_0^\infty G_N(x,y) \, d\mu(y) \geq \frac{9}{8},
\]

These contradictions imply that our assumption must be false, so that for \( N \) sufficiently large, \(|x - \xi_N(x)| \leq 11A\), and the theorem holds.

**Theorem 3.6.** For \( N \) large and all \( x \) and \( y \), \( G_N(x,y) \leq A(x)/(s_N)^{1/2} \), where \( s_N = \sum_{k=N+1}^\infty (1/a_k^2) \).

**Proof.** We have

\[
G_N(x,y) = \int_0^\infty \frac{\mathcal{F}(xt) \mathcal{F}(yt)}{E_N(t)} \, d\mu(t) \\
= \frac{1}{2^{\gamma-1/2} \Gamma(\gamma + 1/2)} \int_0^1 \frac{\mathcal{F}(xt) \mathcal{F}(yt)}{E_N(t)} t^{2\gamma} \, dt \\
+ 2^{\gamma-1/2} \Gamma(\gamma + 1/2) (xy)^{1/2-\gamma} \int_1^\infty \frac{J_{\gamma-1/2}(xt) J_{\gamma-1/2}(yt)}{E_N(t)} \, t \, dt.
\]

Now

\[
E_N(t) = \prod_{k=N+1}^\infty \left( 1 + \frac{t^2}{a_k^2} \right) = 1 + \left( \sum_{k=N+1}^\infty \frac{1}{a_k^2} \right) t^2 + \left( \sum_{N+1 < k} \frac{1}{a_k^2} \right) t^4 + \ldots,
\]

where the coefficients of powers of \( t \) are all positive. Hence \( E_N(t) \geq 1 + s_N t^2 \). Further, for \( 0 \leq u < \infty \), \(|\mathcal{F}(u)| \leq 1\), and the asymptotic form for \( J_{\gamma}(u) \), see [17, p. 194], gives, for \( u > 0 \), \(|J_{\gamma-1/2}(u)| \leq c/(u)^{1/2}\), where \( c \) is a constant. Using these inequalities in the integrals defining \( G_N(x,y) \), we find that

\[
G_N(x,y) \leq k_1 \int_0^1 \frac{dt}{1 + s_N t^2} + k_2 (xy)^{-\gamma} \int_1^\infty \frac{dt}{1 + s_N t^2} \\
\leq [k_1 + k_2 (xy)^{-\gamma}] \int_0^\infty \frac{dt}{1 + s_N t^2} \leq \frac{K(x,y)}{(s_N)^{1/2}}.
\]
For $N$ large, if $\xi_N(x)$ is the maximum point of $G_N(x,y)$, it follows that
\[
G_N(x,y) \leq G_N(x,\xi_N(x)) \leq \frac{K(x,\xi_N(x))}{(s_N)^{1/2}} \leq \frac{A(x)}{(s_N)^{1/2}},
\]
the last inequality following by Theorem 3.5.


**Lemma 4.1.** For fixed $y$,
\[
\prod_{k=1}^{N} \left(1 - \frac{\Delta x}{a_k^2}\right) G(x,y) = G_N(x,y).
\]

**Proof.** We have
\[
G(x,y) = \int_0^\infty \frac{\mathcal{E}(xt) \mathcal{F}(yt)}{E(t)} d\mu(t)
\]
and
\[
G_N(x,y) = \int_0^\infty \frac{\mathcal{E}(xt) \mathcal{F}(yt)}{E_N(t)} d\mu(t).
\]
Applying the operator $\prod_{k=1}^{N} (1 - \frac{\Delta x}{a_k^2})$ to $G(x,y)$ and noting that, by I, §2, (4),
\[
\prod_{k=1}^{N} \left(1 - \frac{\Delta x}{a_k^2}\right) \mathcal{F}(xt) = \prod_{k=1}^{N} \left(1 + \frac{t^2}{a_k^2}\right) \mathcal{F}(xt),
\]
we find that
\[
\prod_{k=1}^{N} \left(1 - \frac{\Delta x}{a_k^2}\right) G(x,y) = \prod_{k=1}^{N} \left(1 - \frac{\Delta x}{a_k^2}\right) \int_0^\infty \frac{\mathcal{E}(xt) \mathcal{F}(yt)}{E(t)} d\mu(t)
\]
\[
= \int_0^\infty \left[ \prod_{k=1}^{N} \left(1 - \frac{\Delta x}{a_k^2}\right) \mathcal{F}(xt) \mathcal{F}(yt) \right] \frac{E(t)}{E(t)} d\mu(t)
\]
\[
= \int_0^\infty \prod_{k=1}^{N} \left(1 + \frac{t^2}{a_k^2}\right) \mathcal{F}(xt) \mathcal{F}(yt) \frac{E(t)}{E(t)} d\mu(t)
\]
\[
= \int_0^\infty \frac{\mathcal{F}(xt) \mathcal{F}(yt)}{E_N(t)} d\mu(t) = G_N(x,y),
\]
where Theorem 2.12 of II justifies moving the operator under the integral sign.
Theorem 4.2. Let $\phi(x)$ be integrable in every finite interval, and let
\[ f(x) = \int_0^\infty G(x, y)\phi(y) \, d\mu(y), \]
where the integral converges. Then
\[ \prod_{k=1}^N \left(1 - \frac{\Delta_2}{a_k^2}\right) f(x) = \int_0^\infty G_N(x, y)\phi(y) \, d\mu(y). \]

Proof. By Lemma 4.1,
\[ \prod_{k=1}^N \left(1 - \frac{\Delta_2}{a_k^2}\right) G(x, y) = G_N(x, y), \]
and hence, by Theorem 2.12 of II, it is sufficient to show that
\[ \int_0^\infty G_N(x, y)\phi(y) \, d\mu(y) \]
converges uniformly for $x$ in a finite interval. Now, $G_N(x, y)/G(x, y)$ is positive, has one change in trend for $N$ sufficiently large, and $\to 0$ as $y \to \infty$. Hence for $y$ large enough, $(G_N(x, y)/G(x, y)) \downarrow$. By the second mean value theorem, we have
\[ \begin{align*}
\int_{T_1}^{T_2} G_N(x, y)\phi(y) \, d\mu(y) &= \int_{T_1}^{T_2} \frac{G_N(x, y)}{G(x, y)} G(x, y)\phi(y) \, d\mu(y) \\
&= \frac{G_N(x, T_1)}{G(x, T_1)} \int_{T_1}^w G(x, y)\phi(y) \, d\mu(y) \\
&\quad + \frac{G_N(x, T_2)}{G(x, T_2)} \int_w^{T_2} G(x, y)\phi(y) \, d\mu(y),
\end{align*} \]
where $T_1 \leq w \leq T_2$. It then follows by Theorem 2.4 and by IV, Theorem 4.1, that
\[ \lim_{T_1, T_2 \to \infty} \int_{T_1}^{T_2} G_N(x, y)\phi(y) \, d\mu(y) = 0, \]
uniformly for $x$ in any finite interval, and hence the theorem is proved.

5. Inversion.

Theorem 5.1. Let $\phi(t)$ be a function integrable on every finite interval, and let
\[ f(x) = \int_0^\infty G_N(x, t)\phi(t) \, d\mu(t), \quad 0 < x < \infty, \]
converge. If
\[
\lim_{h \to 0} \frac{1}{h} \int_{x}^{x+h} \left[ \phi(t) - \phi(x) \right] d\mu(t) = 0,
\]

then

\[
\lim_{N \to \infty} \prod_{k=1}^{N} \left( 1 - \frac{\Delta t}{a_k^2} \right) f(x) = \phi(x).
\]

**Proof.** Let

\( I_N = \int_{0}^{\infty} G_N(x, y) \left[ \phi(y) - \phi(x) \right] d\mu(y) \).

The proof will be complete if we can show that \( \limsup_{N \to \infty} |I_N| = 0 \). Let

\( \psi(y) = \int_{x}^{y} \left[ \phi(t) - \phi(x) \right] d\mu(t), \)

so that

\( \psi'(y) dy = \left[ \phi(y) - \phi(x) \right] d\mu(y). \)

From the hypothesis, it follows that for a given \( \epsilon > 0 \), there is a \( \delta > 0 \) such that

\( |\psi(y)| \leq \left| \int_{x}^{y} \left[ \phi(t) - \phi(x) \right] d\mu(t) \right| \leq \epsilon |y - x|, \)

for \( |y - x| < \delta \). With \( x \) and \( \delta \) fixed, \( \delta < x/2 \), choose \( N \) so large that \( G_N(x, y) \) has its one change of trend at \( \xi_N(x) \) within the interval \( (x - \delta/2, x + \delta/2) \).

Now let

\[
I_N = \left( \int_{x}^{x-\delta} + \int_{x-\delta}^{x+\delta} + \int_{x+\delta}^{\infty} \right) G_N(x, y) \left[ \phi(y) - \phi(x) \right] d\mu(y)
\]

(5)

\[
= I_1 + I_2 + I_3.
\]

Since \( G_N(x, y) \uparrow \) in \( (0, x - \delta) \), we have, by the mean value theorem,

\[
I_1 = \int_{0}^{x-\delta} G_N(x, y) \left[ \phi(y) - \phi(x) \right] d\mu(y)
\]

\[
= G_N(x, x - \delta) \int_{y}^{x-\delta} \left[ \phi(y) - \phi(x) \right] d\mu(y),
\]

where \( 0 \leq y \leq x - \delta \). Hence, by Theorem 2.7,

\[
\lim_{N \to \infty} I_1 = 0.
\]

Also, using the mean value theorem again, we find that
\[ I_3 = \int_{x+i}^{+\infty} G_N(x, y) [\phi(y) - \phi(x)] d\mu(y) \]

\[ = \int_{x+i}^{+\infty} \frac{G_N(x, y)}{G(x, y)} G(x, y) \phi(y) d\mu(y) - \phi(x) \int_{x+i}^{+\infty} G_N(x, y) d\mu(y) \]

\[ = \frac{G_N(x, x + \delta)}{G(x, x + \delta)} \int_{x-\delta}^{x+\delta} G(x, y) \phi(y) d\mu(y) - \phi(x) \int_{x+i}^{+\infty} G_N(x, y) d\mu(y), \]

where \( x + \delta \leq \xi < \infty \). By Theorem 2.7, and by III, Theorem 5.7, we have

\[ \lim_{N \to +\infty} I_3 = 0. \]

Further,

\[ I_2 = \int_{x-\delta}^{x+\delta} G_N(x, y) [\phi(y) - \phi(x)] d\mu(y) \]

\[ = \int_{x-\delta}^{x+\delta} G_N(x, y) \psi'(y) dy \]

\[ = G_N(x, x + \delta) \psi(x + \delta) - G_N(x, x - \delta) \psi(x - \delta) \]

\[ - \int_{x-\delta}^{x+\delta} \psi(y) \frac{d}{dy} G_N(x, y) dy. \]

Hence, by Theorem 2.7,

\[ |I_2| \leq o(1) + \int_{x-\delta}^{x+\delta} |\psi(y)| \left| \frac{d}{dy} G_N(x, y) \right| dy \]

as \( N \to +\infty \). By (4),

\[ |I_2| \leq o(1) + \epsilon \int_{x-\delta}^{x+\delta} |y - x| \left| \frac{d}{dy} G_N(x, y) \right| dy \]

\[ \leq o(1) + \epsilon \int_{x-\delta}^{x+\delta} (|y - \xi_N(x)| + |\xi_N(x) - x|) \left| \frac{d}{dy} G_N(x, y) \right| dy \]

\[ \leq o(1) + \epsilon \left\{ \int_{x-\delta}^{x+\delta} (\xi_N(x) - y) \frac{d}{dy} G_N(x, y) dy \right. \]

\[ + \ |\xi_N(x) - x| \left[ \int_{x-\delta}^{x+\delta} \frac{d}{dy} G_N(x, y) dy \right. \]

\[ - \int_{x-\delta}^{x+\delta} \frac{d}{dy} G_N(x, y) dy \left. \right\}. \]

Now, on integrating by parts, we have, as \( N \to +\infty \),
\[\int_{x-\delta}^{x+\delta} (\xi_N(x) - y) \frac{d}{dy} G_N(x, y) \, dy\]

\[= o(1) + \int_{x-\delta}^{x+\delta} G_N(x, y) \, dy\]

\[= o(1) + \frac{\Gamma(\gamma + 1/2)}{2^{1/2-\gamma}} \int_{x-\delta}^{x+\delta} \frac{1}{y^{\gamma/2}} G_N(x, y) \, d\mu(y)\]

(9)

\[\leq o(1) + \frac{\Gamma(\gamma + 1/2)}{2^{1/2-\gamma} x^{\gamma/2}} \int_{x-\delta}^{x+\delta} G_N(x, y) \, d\mu(y)\]

\[\leq o(1) + \frac{\Gamma(\gamma + 1/2)}{2^{1/2-\gamma} x^{\gamma/2}}\]

\[= o(1) + K(x),\]

where the last inequality follows since \(\delta\) was chosen < \(x/2\). Also,

\[\int_{x-\delta}^{x+\delta} \frac{d}{dy} G_N(x, y) \, dy - \int_{N}^{x+\delta} \frac{d}{dy} G_N(x, y) \, dy\]

(10)

\[= 2G_N(x, \xi_N(x)) + o(1), \quad N \to \infty.\]

Applying (9) and (10) to (8), we find that

\[|I_N| \leq o(1) + \epsilon \{ o(1) + K(x) + |\xi_N(x) - x| [2G_N(x, \xi_N(x)) + o(1)] \}, \quad N \to \infty.\]

By Theorems 3.5 and 3.6,

\[\limsup_{N \to \infty} |\xi_N(x) - x| |G_N(x, \xi_N(x))| = B(x)\]

is finite. If we select, for arbitrary \(\epsilon' > 0\),

\[\epsilon \leq \frac{\epsilon'}{K(x) + 2B(x)},\]

it follows that

(11)

\[\limsup_{N \to \infty} |I_N| \leq \epsilon',\]

and hence, combining (6), (7) and (11), we have \(\limsup_{N \to \infty} |I_N| \leq \epsilon'\), and the theorem follows.

Chapter VI. Representation

1. Introduction. In this chapter, we develop a representation theory corresponding to the inversion theory. We find that we must consider the Stieltjes integral \(\int_0^{\infty} G(x, y) \, d\phi(y)\) rather than \(\int_0^{\infty} G(x, y) \phi(y) \, d\mu(y)\). Our major preceding results, however, may be established equally well for the
Stieltjes integral. In particular, if

\( f(x) = \int_0^\infty G(x, y) \, d\psi(y) \)

converges conditionally for any value of \( x, \, 0 \leq x < \infty \), then it converges for all such \( x \) and uniformly for \( x \) in any finite interval. Further, by the Stieltjes form of \( V \), Theorem 4.2, \( f(x) \) is infinitely differentiable for \( 0 \leq x < \infty \) and

\( \prod_{k=1}^N \left( 1 - \frac{\Delta_k}{a_k} \right) f(x) = \int_0^\infty G_N(x, y) \, d\psi(y), \quad 0 \leq x < \infty, \quad N = 0, 1, \ldots. \)

Note that if \( \psi(y) \uparrow \), since \( G_N(x, y) > 0 \),

\( \prod_{k=1}^N \left( 1 - \frac{\Delta_k}{a_k} \right) f(x) \geq 0, \quad 0 \leq x < \infty, \quad N = 0, 1, \ldots. \)

It is our aim to show that necessary and sufficient conditions for a function \( f \) to have the representation (1) with \( \psi(y) \uparrow \) are that \( f(x) \) be infinitely differentiable for \( 0 \leq x < \infty \), that (3) hold and that \( f(x) = o(\mathcal{P}(a_1 x)), \, x \to \infty \).

2. Behavior at infinity. If the \(*\)-convolution transform

\( f(x) = \int_{-\infty}^\infty G(x - t) \, d\alpha(t) \)

converges for some value of \( x \), where \( G \) is a variation diminishing \(*\)-kernel, it has been shown, [10, p. 147] that \( f(x) = o(e^{\alpha x}), \, x \to \infty \). We derive an analogous result for the \#-convolution.

**Theorem 2.1.** Let \( f(x) = \int_0^\infty G(x, t) \, d\psi(t), \, 0 \leq x < \infty, \) converge. Then \( f(x) = o(\mathcal{P}(a_1 x)), \, x \to \infty \).

**Proof.** Let \( s(y) = \int_0^\infty G(0, u) \, d\psi(u) \) and \( t(y) = G(x, y)/G(0, y) \). By hypothesis, it follows that, for a given \( \epsilon > 0 \), there exists a \( y_0 \) such that \( |s(y)| < \epsilon, \, y \geq y_0 \). Further, by III, Theorem 4.4, \( t(y) \uparrow \), and by IV, Theorem 3.2, \( \lim_{y \to \infty} t(y) = \mathcal{P}(a_1 x) \). Now let \( f(x) = f_1(x) + f_2(x) \), where \( f_1(x) = \int_0^{y_0} G(x, y) \, d\psi(y) \) and \( f_2(x) = \int_0^\infty G(x, y) \, d\psi(y) \). Since \( (G(x, y)/G(0, y)) \uparrow \), on applying the mean value theorem, we have

\[
\begin{align*}
f_1(x) &= \int_0^{y_0} \frac{G(x, y)}{G(0, y)} G(0, y) \, d\psi(y) \\
&= \frac{G(x, y_0)}{G(0, y_0)} \int_0^{y_0} G(0, y) \, d\psi(y),
\end{align*}
\]

where \( 0 \leq \eta \leq y_0 \). Then IV, Theorem 3.2 implies that, as \( x \to \infty \), \( f_1(x) = o(1) \).

Further,
so that \( f(x) = o(\mathcal{F}(a,x)), x \to \infty. \)

3. A basic representation theorem. In this section we develop a fundamental representation theorem which will be needed to derive our major result.

**Lemma 3.1.** Let

\[
H_1(x, y) = \int_0^\infty \frac{\mathcal{I}(xt) \mathcal{I}(yt)}{1 + \frac{t^2}{a^2}} d\mu(t), \quad 0 \leq x, y < \infty.
\]

Then

\[
H_1(x, y) = a^{2\gamma - 1/2} \Gamma(\gamma + 1/2) \mathcal{F}(ax) \mathcal{F}(ay) \int_y^\infty \frac{dt}{t^{2\gamma} [\mathcal{F}(at)]^2} \text{ if } x \leq y,
\]

\[
= a^{2\gamma - 1/2} \Gamma(\gamma + 1/2) \mathcal{F}(ax) \mathcal{F}(ay) \int_x^\infty \frac{dt}{t^{2\gamma} [\mathcal{F}(at)]^2} \text{ if } x \geq y.
\]

**Proof.** We have by III, Lemma 3.3,

(1) \[
\mathcal{H}(ax) \frac{d}{dx} \mathcal{F}(ax) - \mathcal{F}(ax) \frac{d}{dx} \mathcal{H}(ax) = \frac{2^{\gamma - 1/2} \Gamma(\gamma + 1/2)}{x^{2\gamma} a^{2\gamma - 1}}.
\]

Dividing both sides by \([\mathcal{F}(ax)]^2\) and integrating from \(y\) to \(\infty\), we have, since \(\lim_{x \to \infty} (\mathcal{H}(ax)/\mathcal{F}(ax)) = 0\),

(2) \[
\frac{\mathcal{H}(ay)}{\mathcal{F}(ay)} = \frac{2^{\gamma - 1/2} \Gamma(\gamma + 1/2)}{a^{2\gamma - 1}} \int_y^\infty dx \frac{dx}{x^{2\gamma} [\mathcal{F}(ax)]^2}.
\]

But, by III, Lemma 3.4,

(3) \[
H_1(x, y) = a^{2\gamma + 1} \mathcal{H}(ay) \mathcal{F}(ax), \quad x \leq y,
\]

\[
= a^{2\gamma + 1} \mathcal{H}(ax) \mathcal{F}(ay), \quad x \geq y.
\]

Substituting (2) in (3), we have the desired result.
Lemma 3.2. Let \( \Phi(t) \) be a function integrable in every finite interval and non-negative for \( 0 \leq x < \infty \). Then

\[
\int_0^\infty H(x,t)\Phi(t)\,d\mu(t) = \int_x^\infty \frac{a^2P(ax)}{u^{2\gamma} P'(au)} t^{2\gamma} \int_t^\infty \Phi(at)\,d\mu(t)\,dt,
\]

whenever either side is finite.

Proof. Since, clearly, \( H(x,y) = H(y,x) \), we have, on applying Lemma 3.1,

\[
\int_0^\infty H(x,t)\Phi(t)\,d\mu(t)
= \int_0^x H(t,x)\Phi(t)\,dt + \int_x^\infty H_1(x,t)\Phi(t)\,dt
= \int_0^x t^{2\gamma} P(t)\,dt + \int_x^\infty \frac{t^{2\gamma} dt}{2^{\gamma-1/2}\Gamma(\gamma + 1/2)}
\]

By Fubini's theorem, the order of integration may be inverted to give the desired result.

Lemma 3.3. Let \( f(x) \in C^2, 0 \leq x < \infty \); \( f(x) = o( P(ax)) \), \( a > 0 \), \( x \to \infty \); \( f''(x) \geq O( P(ax)) \), \( x \to \infty \). Then \( f'(x) = o( P(ax)) \).

Proof. On integrating by parts, we may verify that for any real number \( \theta \),

\[
f'(x) = \frac{f(x + \theta) - f(x)}{\theta} + \frac{1}{\theta} \int_x^{x+\theta} (t - x - \theta)f''(t)\,dt.
\]

Since \( f''(x) \geq O( P(ax)) \), \( x \to \infty \), there exists a non-negative number \( A \) such that

\[
f''(x) \geq - A P(ax), \quad 0 \leq x < \infty,
\]

and hence

\[
f'(x) \leq o( P(ax)) + A \theta P(a(x + \theta)), \quad x \to \infty, \quad \theta > 0,
\]

\[
\geq o( P(ax)) + A \theta P(ax), \quad x \to \infty, \quad \theta < 0.
\]

Since \( \theta \) may be chosen arbitrarily small, it follows that

\[
f'(x) = o( P(ax)), \quad x \to \infty,
\]

as was to be shown.
Lemma 3.4. Let

\[ Q(D) = q_n(x)D^n + q_{n-1}(x)D^{n-1} + \cdots + q_0(x), \quad 0 < x < \infty, \]

be a linear differential operator of degree \( n \) with coefficients such that the \( q_j(x), j = 0, 1, \ldots, i, \ i = 0, 1, \ldots, n \) are all bounded for \( x_0 \leq x < \infty \) for any \( x_0 > 0 \). If \( f(x) \in \mathcal{C}^\infty, \ 0 \leq x < \infty; \ f(x) = o(\mathcal{I}(ax)), \ a > 0, x \rightarrow \infty; \ Q(D)f(x) \geq O(\mathcal{I}(ax)), \ x \rightarrow \infty, k = 1, 2, \ldots, n - 1. \)

Proof. It is sufficient to prove the theorem for \( k = 1 \). For, suppose the theorem holds for \( k = 1 \), so that with the given hypotheses, we have \( f'(x) = o(\mathcal{I}(ax)), \ x \rightarrow \infty \). Let \( Q^*(D) = q_n(x)D^{n-1} + \cdots + q_1(x) \). Then

\[ Q^*(D)f(x) = Q^*(D)f'(x) = Q(D)f(x) - o_0(x)f(x). \]

Since \( q_0(x) \) is bounded, this implies that \( Q^*(D)f'(x) \geq O(\mathcal{I}(ax)), \ x \rightarrow \infty \). But, applying the theorem, which we assume holds for \( k = 1 \), to \( f'(x) \) and the operator \( Q^*(D) \), it follows that \( f''(x) = o(\mathcal{I}(ax)), \ x \rightarrow \infty \). Proceeding in this way, we may clearly conclude that \( f^{(k)}(x) = o(\mathcal{I}(ax)), \ x \rightarrow \infty, k = 2, \ldots, n - 1 \). It thus remains for us to establish the theorem only for \( k = 1 \). To this end, set

\[ (1) \quad F(x) = \int_{x_0}^x (x - t)^{n-1}Q(D)f(t) \, dt, \quad x_0 > 0. \]

On integrating by parts, we find that

\[ F(x) = P_{n-1}(x) + (n - 1)!q_n(x)f(x) \]

\[ + \sum_{k=0}^n (-1)^k \int_{x_0}^x [(x - t)^{n-1}q_n(t)]^{(k)}f(t) \, dt, \quad (2) \]

where \( P_{n-1}(x) \) is a polynomial of degree \( n - 1 \). Since the \( q_i^{(j)}, j = 0, \ldots, i, i = 0, \ldots, n \) are bounded for \( x_0 \leq x < \infty \) and since \( f(x) = o(\mathcal{I}(ax)), x \rightarrow \infty, \) it follows from (2) that

\[ F(x) = o(\mathcal{I}(ax)), \quad x \rightarrow \infty. \]

Further, differentiating (1) twice, we have

\[ (4) \quad F''(x) = (n - 1)(n - 2) \int_{x_0}^x (x - t)^{n-3}Q(D)f(t) \, dt, \]

and since \( Q(D)f(x) \geq O(\mathcal{I}(ax)), \) we find that

\[ F''(x) \geq O(\mathcal{I}(ax)), \quad x \rightarrow \infty. \]

\( F(x) \) thus satisfies the conditions of Lemma 3.2 and hence
(6) \[ F'(x) = o(J(ax)), \quad x \to \infty. \]

But, on differentiating (2), we find that

(7) \[ F'(x) = (n - 1)! q_n(x) f'(x) + o(J(ax)), \quad x \to \infty, \]

and since \( q_n(x) \) is bounded, it follows that \( f'(x) = o(J(ax)), \quad x \to \infty, \) and the lemma is proved.

**Lemma 3.5.** Let (a) \( f(x) \in C^2, \quad 0 \leq x < \infty, \) (b) \( f(x) = o(J(ax)), \quad x \to \infty. \) Then

\[
f(x) = \int_{x}^{\infty} a_t^2 J(a_t x) \frac{d}{dt} \int_{0}^{t} u^{2 \gamma} J(a_u x) dt.
\]

**Proof.** Note that the assumption that \( |1 - \Delta_x/a_t^2| f(0) \) is defined implies that \( f'(0) = 0. \) By III, Lemma 3.2, we have

(1) \[ \left[ 1 - \frac{\Delta_x}{a_t^2} \right] f(x) = - \frac{1}{a_t^2 x^{2 \gamma} J(a_t x)} \frac{d}{dx} \left[ x^{2 \gamma} J(a_t x) \right] \frac{d}{dt} \left( \frac{f(x)}{J(a_t x)} \right). \]

Multiplying each side of (1) by \( a_t^2 x^{2 \gamma} J(a_t x) \) and integrating with respect to \( x \) from 0 to \( u, \) then dividing both sides by \( u^{2 \gamma} J(a_u x) \) and integrating with respect to \( u \) from 0 to \( x, \) we find that

(2) \[ f(x) = J(a_t x) \left\{ f(0) - \int_{0}^{x} a_t^2 du \int_{0}^{u} t^{2 \gamma} J(a_t u) \left[ 1 - \frac{\Delta_x}{a_t^2} \right] f(t) dt \right\}. \]

As a result of hypothesis (b), it is clear that

(3) \[ f(0) = \int_{0}^{x} a_t^2 du \int_{0}^{u} t^{2 \gamma} J(a_t u) \left[ 1 - \frac{\Delta_x}{a_t^2} \right] f(t) dt \]

and hence

(4) \[ f(x) = \int_{x}^{\infty} a_t^2 J(a_t x) \frac{d}{dt} \int_{0}^{t} u^{2 \gamma} J(a_u x) dt \left[ 1 - \frac{\Delta_x}{a_t^2} \right] f(t) dt. \]

**Theorem 3.6.** Let (a) \( f(x) \in C^\infty, \quad 0 \leq x < \infty, \) (b) \( f(x) = o(J(ax)), \quad x \to \infty, \)
(c) \( \prod_{k=1}^{N} (1 - \frac{\Delta_x}{a_t^2}) f(x) \geq 0, \quad 0 \leq x < \infty, \quad N = 1, 2, \ldots. \) Then

\[
f(x) = \int_{0}^{\infty} G^n(x, y) \left[ \prod_{k=1}^{N} \left( 1 - \frac{\Delta_x}{a_t^2} \right) f(y) \right] d\mu(y), \quad 0 \leq x < \infty, \quad N = 1, 2, \ldots,
\]

where

\[
G^n(x, y) = \int_{0}^{\infty} \frac{f(x t) f(y t)}{\prod_{k=1}^{N} \left( 1 + \frac{t^2}{a_t^2} \right)} d\mu(t), \quad 0 \leq x, y < \infty, \quad N = 1, 2, \ldots.
\]
Proof. We note that by Lemma 3.4,

(1) \( f^{(i)}(x) = o(\mathcal{F}(a_1 x)), \quad x \to \infty, \quad k = 1, 2, \ldots \)

Now if

(2) \( f^N(x) = \prod_{k=1}^{N} \left( 1 - \frac{\Delta_x}{a_k^2} \right) f(x), \quad 0 \leq x < \infty, \)

then clearly

(3) \( f^N(x) = \left( 1 - \frac{\Delta_x}{a_N^2} \right) f^{N-1}(x). \)

Since, as a result of (1), \( f^{N-1}(x) \) satisfies the conditions of Lemma 3.5, we have

\[
 f^{N-1}(x) = \int_{x}^{\infty} \frac{a_{N-1}^2 \mathcal{F}(a_{N-1} x)}{u_{N-1}^2(\mathcal{F}(a_{N-1} u_{N-1}))^2} \, du_{N-1} \int_{0}^{u_{N-1}} t_{N-1}^2 \mathcal{F}(a_{N-1} t_{N-1}) \, dt_{N-1}.
\]

Now writing

\[
 f^{N-1}(x) = \left( 1 - \frac{\Delta_x}{a_{N-1}^2} \right) f^{N-2}(x)
\]

and repeating the argument, we find that

\[
 f^{N-2}(x) = \int_{x}^{\infty} \frac{a_{N-2}^2 \mathcal{F}(a_{N-2} x)}{u_{N-2}^2(\mathcal{F}(a_{N-2} u_{N-2}))^2} \, du_{N-2} \int_{0}^{u_{N-2}} t_{N-2}^2 \mathcal{F}(a_{N-2} t_{N-2}) \, dt_{N-2}.
\]

Proceeding in this manner, we finally express \( f(x) \) in terms of \( 2N \) iterated integrals

\[
 f(x) = \int_{x}^{\infty} \frac{a_1^2 \mathcal{F}(a_1 x)}{u_1^2(\mathcal{F}(a_1 u_1))^2} \, du_1 \int_{0}^{u_1} t_1^2 \mathcal{F}(a_1 t_1) \, dt_1 \int_{0}^{u_1} \frac{a_2^2 \mathcal{F}(a_2 t_1)}{u_2^2(\mathcal{F}(a_2 u_2))^2} \, du_2 \int_{0}^{u_2} t_2^2 \mathcal{F}(a_2 t_2) \, dt_2 \cdots \int_{0}^{u_N} \frac{a_N^2 \mathcal{F}(a_N t_{N-1})}{u_N^2(\mathcal{F}(a_N u_N))^2} \, du_N \int_{0}^{u_N} t_N^2 \mathcal{F}(a_N t_N) \, dt_N \cdot \prod_{k=1}^{N} \left( 1 - \frac{\Delta_N}{a_k^2} \right) f(t_N) \, dt_N.
\]

Condition (c) now enables us to apply Lemma 3.2 repeatedly with the result that
\[ f(x) = \int_0^\infty H_1(x, t) \, d\mu(t) \int_0^\infty H_2(t_1, t_2) \, d\mu(t_2) \cdots \int_0^\infty H_{N-1}(t_{N-2}, t_{N-1}) \, d\mu(t_{N-1}) \]

\[ \cdot \int_0^\infty H_N(t_{N-1}, t_N) \left[ \prod_{k=1}^N \left( 1 - \frac{\Delta t_N}{a_k^2} \right) f(t_N) \right] \, d\mu(t_N), \]

where

\[ H_N(x, y) = \int_0^\infty \frac{\mathcal{F}(xt) \, \mathcal{F}(yt)}{1 + \frac{t^2}{a_k^2}} \, d\mu(t). \]

By V, Lemma 2.2, and Fubini's theorem, it now follows that

\[ f(x) = \int_0^\infty G_N^*(x, t) \left[ \prod_{k=1}^N \left( 1 - \frac{\Delta t}{a_k^2} \right) f(t) \right] \, d\mu(t), \]

where \( G_N^*(x, t) \) is defined as above.

**Corollary 3.7.** Let (a) \( f(x) \in C^{2N}, \; 0 \leq x < \infty, \; N = 1, 2, \ldots \), (b) \( f(x) = o(\mathcal{F}(a_1 x)), \; x \to \infty \), (c) \( \prod_{k=1}^N (1 - \Delta t_k/a_k^2) f(x) \geq 0, \; 0 \leq x < \infty, \; 1 = N_0 < N_1 < \ldots \). Then

\[ f(x) = \int_0^\infty G_N(x, y) \prod_{k=1}^{N_1} \left( 1 - \frac{\Delta y}{a_k^2} \right) f(y) \, d\mu(y), \; 0 \leq x < \infty, \; 1 = N_0 < N_1 < \ldots. \]

**Proof.** With the weaker conditions of the corollary the proof of the theorem may be followed to the point where \( f(x) \) is expressed by the iterated integrals (4). Lemma 3.2, in this case however, can be applied only for those values of \( N \) in the sequence \( N_0, N_1, \ldots \) and hence \( f(x) \) has the representation given above.

**4. Representation.**

**Lemma 4.1.** Let \( G_N^*(x, y) \) be defined as in Theorem 3.6. Then \( \lim_{N \to \infty} G_N^*(x, y) = G(x, y) \) uniformly for \( x \) fixed, \( 0 \leq x < \infty \), and for \( y \) in any finite interval.

**Proof.** Consider

\[ |G_N^*(x, y) - G(x, y)| \]

\[ = \left| \int_0^\infty \mathcal{F}(xt) \, \mathcal{F}(yt) \left[ \prod_{k=1}^N \left( 1 + \frac{t^2}{a_k^2} \right) - \prod_{k=1}^\infty \left( 1 + \frac{t^2}{a_k^2} \right) \right] \, d\mu(t) \right| \]

\[ + \int_0^\infty \left| \prod_{k=1}^N \left( 1 + \frac{t^2}{a_k^2} \right) - \prod_{k=1}^\infty \left( 1 + \frac{t^2}{a_k^2} \right) \right| \, d\mu(t). \]
Now
\[
\lim_{N \to \infty} \left| \frac{1}{\prod_{k=1}^{N} \left(1 + \frac{t^2}{a_k^2}\right)} - \frac{1}{\prod_{k=1}^{\infty} \left(1 + \frac{t^2}{a_k^2}\right)} \right| = 0,
\]
and, for \( t \geq 1 \) and all \( N \geq 2^\gamma + 1 \), we have
\[
\left| \frac{1}{\prod_{k=1}^{N} \left(1 + \frac{t^2}{a_k^2}\right)} - \frac{1}{\prod_{k=1}^{\infty} \left(1 + \frac{t^2}{a_k^2}\right)} \right| \leq \frac{2}{\prod_{k=1}^{N} \left(1 + \frac{t^2}{a_k^2}\right)}
\]
\[
\leq \frac{2}{1 + ct^{2N}} \leq \frac{2}{1 + ct^{4\gamma + 2}},
\]
c \( < 0 \), so that Lebesgue's limit theorem may be applied to obtain
\[
\lim_{N \to \infty} \int_{0}^{\infty} \left| \frac{1}{\prod_{k=1}^{N} \left(1 + \frac{t^2}{a_k^2}\right)} - \frac{1}{\prod_{k=1}^{\infty} \left(1 + \frac{t^2}{a_k^2}\right)} \right| d\mu(t) = 0,
\]
whence the result.

Helly's first and second theorems are proved in [11, Vol. I, pp. 222, 233]. We find it useful to combine and restate them in the following forms:

**Theorem 4.2.** Let \( f(x) \) be a continuous function defined for \( 0 \leq x < \infty \) and such that \( f(\infty) \) exists. Let \( g_n(x) \) be a sequence of functions, defined on \( 0 \leq x < \infty \), which are uniformly bounded and which are of total variation uniformly bounded by \( K \). Then there exists a subsequence \( g_{n_k}(x) \) of the sequence \( g_n(x) \) converging to a function \( g(x) \) at every point of continuity of \( g(x) \). \( g(x) \) is of total variation bounded by \( K \) and
\[
\lim_{n_k \to \infty} \int_{0}^{\infty} f(x) d\mu_n(x) = \int_{0}^{\infty} f(x) d\mu(x) + c f(\infty).
\]

We are now in a position to derive our main representation theorem.

**Theorem 4.3.** Necessary and sufficient conditions that
\[
f(x) = \int_{0}^{\infty} G(x, t) d\psi(t),
\]
with \( \psi(t) \uparrow \) are that
(a) \( f(x) \in C^\infty, 0 \leq x < \infty \),
(b) \( \prod_{i=1}^{N} \left(1 - \Delta\beta/\alpha_i^2\right) f(x) \geq 0, 0 \leq x < \infty, 1 \leq N_0 < N_1 < \ldots \),
(c) \( f(x) = o(\mathcal{F}(\alpha_i x)), x \to \infty \).

**Proof.** The necessity of conditions (a) and (b) have already been dealt with in the introduction to the chapter, and of condition (c) in Theorem
2.1. It thus remains to establish the sufficiency of the conditions. By Corollary 3.7, we have

\begin{equation}
\begin{aligned}
f(x) &= \int_0^\infty G_N(x, t) \left[ \prod_{k=1}^{N_i} \left( 1 - \frac{\Delta_k}{a_k^2} \right) f(t) \right] d\mu(t) \\
&= \int_0^\infty G_N(x, t) \frac{G_N^*(0, t)}{G_N^*(0, t)} \left[ \prod_{k=1}^{N_i} \left( 1 - \frac{\Delta_k}{a_k^2} \right) f(t) \right] d\mu(t).
\end{aligned}
\end{equation}

Now let

\begin{equation}
\alpha_{N_i}(x, t) = \frac{G_N^*(x, t)}{G_N^*(0, t)}
\end{equation}

and

\begin{equation}
\beta_{N_i}(t) = \int_0^t G_N^*(0, t) \left[ \prod_{k=1}^{N_i} \left( 1 - \frac{\Delta_k}{a_k^2} \right) f(t) \right] d\mu(t).
\end{equation}

Then (1) becomes

\begin{equation}
f(x) = \int_0^\infty \alpha_{N_i}(x, t) d\beta_{N_i}(t).
\end{equation}

Note that since the integrand defining \( \beta_{N_i}(t) \) is non-negative, \( \beta_{N_i}(t) \uparrow \) and

\begin{equation}
\int_0^\infty d\beta_{N_i}(t) = \beta_{N_i}(\infty) = f(0).
\end{equation}

This implies that the \( \beta_{N_i}(t) \) form a sequence of uniformly bounded functions which are of uniformly bounded total variation. Further, if we set

\begin{equation}
\alpha(x, t) = \frac{G(x, t)}{G(0, t)},
\end{equation}

then, for each \( x \), \( \alpha(x, t) \uparrow \) by III, Theorem 4.4. Also, \( \alpha(x, t) \) is a continuous function of \( t \) for each \( x \), and

\begin{equation}
\alpha(x, \infty) = \mathcal{F}(a, x).
\end{equation}

The hypotheses of Theorem 4.2 are thus satisfied by \( \alpha(x, t) \) and the \( \beta_{N_i}(t) \), so that

\begin{equation}
\lim_{N_i \to \infty} \int_0^\infty \alpha(x, t) d\beta_{N_i}(t) = \int_0^\infty \alpha(x, t) d\beta(t) + c \mathcal{F}(a, x),
\end{equation}

where

\begin{equation}
\beta(t) = \lim_{N_i \to \infty} \beta_{N_i}(t).
\end{equation}
for every $t$ which is a point of continuity of $\beta(t)$. Clearly $\beta(t) \not= 0$ and $\beta(t) \uparrow$. For $N$ sufficiently large, the $\alpha_N(x, t)$ are also continuous functions of $t$, $\alpha_N(x, t) \uparrow$ for fixed $x$ and $\alpha_N(x, \infty) = \mathcal{F}(a; x)$. Further, by Lemma 4.1, we have that $\lim_{N \to \infty} \alpha_N(x, t) = \alpha(x, t)$ uniformly for $x$ fixed and for $t$ in every finite interval. Hence $\lim_{N \to \infty} \| \alpha_N(x, t) - \alpha(x, t) \|_\infty = 0$ for each $x$.

Now consider
\[
f(x) = \int_0^{\infty} \alpha(x, t) \, d\beta_N(t) = \int_0^{\infty} [\alpha_N(x, t) - \alpha(x, t)] \, d\beta_N(t),
\]
so that
\[
\left| f(x) - \int_0^{\infty} \alpha(x, t) \, d\beta_N(t) \right| \leq \int_0^{\infty} |\alpha_N(x, t) - \alpha(x, t)| \, d\beta_N(t)
\]
\[
\leq \| \alpha_N(x, t) - \alpha(x, t) \|_\infty f(0).
\]

Thus
\[
f(x) = \lim_{N \to \infty} \int_0^{\infty} \alpha(x, t) \, d\beta_N(t),
\]
or by (5), (7) and (8),
\[
f(x) = \int_0^{\infty} \alpha(x, t) \, d\beta(t) + c \mathcal{F}(a; x)
\]
\[
= \int_0^{\infty} G(x, t) \, d\psi(t) + c \mathcal{F}(a; x),
\]
where
\[
\psi(t) = \int_0^t \frac{1}{G(0, u)} \, d\beta(u).
\]

Theorem 2.1 establishes the fact that
\[
\int_0^{\infty} G(x, t) \, d\psi(t) = o(\mathcal{F}(a; x))), \quad x \to \infty,
\]
and hypothesis (c), that $f(x) = o(\mathcal{F}(a; x)), \quad x \to \infty$, whence $c = 0$, and we have $f(x) = \int_0^{\infty} G(x, t) \, d\psi(t)$, with $\psi(t) \uparrow$.
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