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BY

YUZO UTUMI

0. Throughout this paper we assume that every ring has a unit element.

A module is called injective if it is a direct summand of every extension module.

A ring is said to be left self injective if it is injective as the left module over itself.

The main results we shall show in the present paper are the following:

Let \( S \) be a left self injective ring. Then \( S/\mathcal{N}(S) \) is also left self injective, where \( \mathcal{N}(S) \) denotes the Jacobson radical of \( S \). Any system of orthogonal idempotents of \( S/\mathcal{N}(S) \) can be lifted to a system of orthogonal idempotents of \( S \).

This theorem about orthogonal idempotents can be proved under a somewhat weaker assumption than the left self injectivity of \( S \). In fact, it is enough to suppose that \( S \) is a ring satisfying the following two conditions:

0.1. Condition. For any left ideal \( A \) there is an idempotent \( e \) such that \( Se \) is an essential extension of \( A \).

0.2. Condition. If \( Sf, f = f^2, is isomorphic to a left ideal \( B \), then \( B \) also is generated by an idempotent.

We call a ring \( S \) which satisfies the above two conditions left continuous.

Then, if \( S \) is left continuous, \( S/\mathcal{N}(S) \) is a (von Neumann) regular ring which is left continuous in the sense that the lattice of principal left ideals of \( S \) is upper continuous.

We shall also show some sufficient conditions for a left continuous ring to be left self injective.


1.1. Lemma. Let \( S \) be a ring with Condition 0.2, and \( A \) a left ideal. Let \( e \) and \( f \) be idempotents such that \( Se \cap S(1-f) = 0 \). If \( Se \) is an essential extension of \( A \), then \( Se \) is generated by an idempotent, and is an essential extension of \( Af \).

Proof. Since \( Se \cap S(1-f) = 0 \), the right multiplication of \( f \) gives an isomorphism of \( Se \) onto \( Se \). Hence \( Se \) is an essential extension of \( Af \). By Condition 0.2 \( Se \) is generated by an idempotent.

1.2. Theorem. Any left continuous ring satisfies the following two conditions:

1.3. Condition. For any idempotent \( e \), and for any left ideal \( A \) contained in \( Se \), there exists an idempotent \( f \in Se \) such that \( Sf \) is an essential extension of \( A \).
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1.4. Condition. If $Sg \cap Sh = 0$ for idempotents $g$ and $h$, $Sg + Sh$ is generated by an idempotent.

Proof. By Condition 0.1, $A$ has an essential extension $Sp$, $p = p^2$. Since $A \subseteq Se$, $A \cap S(1 - e) = 0$, and hence $Sp \cap S(1 - e) = 0$. By Lemma 1.1, it follows that $Spe$ is generated by an idempotent $f$, and is an essential extension of $A (= Ae)$.

Next, let $Sg \cap Sh = 0$, $g = g^2$ and $h = h^2$. Then $S(1 - g)$ contains an isomorphic image $B$ of $Sh$. Condition 0.2 assures that $B$ is generated by an idempotent $q$. Thus, $Sg + B$ is generated by the idempotent $g + q - gq$, whence $Sg + Sh$ also is generated by an idempotent since it is isomorphic to $Sg + B$, completing the proof.

Proofs of the following two lemmas are straightforward, and will be omitted.

1.5. Lemma. Let $v$ be a homomorphism of a ring $S$ into a ring $T$, and suppose that the kernel of $v$ contains no nonzero idempotent. Let $e$ and $f$ be idempotents of $S$. If $Se \subset Sf$ and $v(Se) = v(Sf)$, then $Se = Sf$.

1.6. Lemma. Let $S$ be a ring, and $e$ an idempotent. Then $Se = Sf$ and $f = f^2$ if and only if $f = e + (1 - e)x$ for some $x \in S$.

The following is a direct consequence of the above known Lemma 1.6.

1.7. Lemma. Let $v$ be a homomorphism of a ring $S$ onto a ring $T$. Let $e$ and $v(x)$ be idempotents of $S$ and $T$ respectively. If $v(Se) = Tv(x)$, there is an idempotent $f$ of $S$ such that $Se = Sf$ and $v(f) = v(x)$.

Proof. Since $Tv(e) = Tv(x)$,

$$v(x) = v(e) + (v(1) - v(e))v(y)v(e)$$

for some $y$.

Set $f = e + (1 - e)y$. Then $Se = Sf$, $f = f^2$, and evidently $v(f) = v(x)$, as desired.

2. Under Condition 1.3. If a module $M$ is an essential extension of a submodule $N$, we say that $M$ is essential over $N$, and that $N$ is essential in $M$. Let $w$ be a homomorphism of a module $M_1$ into a module $M_2$. If $N$ is essential in $M_2$, then $w^{-1}(N)$ is essential in $M_1$. (See [4].) A left ideal of a ring $S$ is called essential if it is essential in $S$ as a left $S$-module.

We denote the left annihilator of a subset $A$ of a ring by $l(A)$. Similarly, $r(A)$ is the right annihilator of $A$. Following R. E. Johnson we call an element $x$ left singular if $l(x)$ is an essential left ideal. The set of left singular elements of a ring $S$ forms an ideal of $S$, which is called the left singular ideal of $S$. Notation: $Z(S)$. As is easily seen, $Z(S)$ contains no nonzero idempotents. The right singular ideal is defined in the obvious way. (See [4].)

2.1. Lemma. Let $S$ be a ring satisfying Condition 1.3, and $e$ an idempotent. Let $A$ be a left ideal contained in $Se$. Then $Se$ is essential over $A$ if and only if for any $x \in Se$ there exists an essential left ideal $X$ such that $Xx \subseteq A$. 

Proof. The right multiplication of $x$ gives a homomorphism of $S$ into $Se$. If $A$ is essential in $Se$, the inverse image $X$ of $A$ is essential in $S$. Since $Xx \subset A$, this proves the only if part. If part: By Condition 1.3, $Se$ contains an idempotent $f$ such that $Sf$ is essential over $A$. Let $Se = Sf \oplus B$, $B$ being a left ideal. Then $B$ is generated by an idempotent $g$. By assumption $Gg \subset A$ for some essential left ideal $G$. $Gg \subset A \cap Sg \subset Sf \cap B = 0$. Hence $g \in Z(S)$, and $g = 0$. Therefore $Se = Sf$, and hence $Se$ is essential over $A$, as desired.

This lemma has the following consequence.

2.2. Lemma. Let $S$ be a ring with Condition 1.3. Let $A$ be an essential left ideal, and $e$ an idempotent. Then $Se$ is an essential extension of $Ae$.

Proof. Let $x \in S$. The right multiplication of $x$ is an endomorphism of the left $S$-module $S$. Since $A$ is essential, the inverse image $B$ of $A$ is also essential. $Bx \subset A$, and hence $B(xe) \subset Ae$. Thus, $Se$ is essential over $Ae$ by Lemma 2.1, as desired.

We denote by $\bar{A}$ the image of a subset $A$ of a ring $S$ under the canonical mapping of $S$ onto $S/Z(S)$.

2.3. Lemma. Let $S$ be a ring with Condition 1.3, and let $e$ and $f$ be idempotents. Then $Se \subset \bar{Sf}$ if and only if $Se$ is essential over $Se \cap Sf$.

Proof. $Se \subset \bar{Sf}$ if and only if $e\bar{f} = \bar{e}$. By the definition of $Z(S)$, $e\bar{f} = \bar{e}$ if and only if $A(ef-e) = 0$ for some essential left ideal $A$. Also $A(ef-e) = 0$ if and only if $Ae \subset Sf$. Suppose first that $Ae \subset Sf$. Then $Ae \subset Se \cap Sf \subset Se$. Since $Se$ is essential over $Ae$ by Lemma 2.2, $Se$ is an essential extension of $Se \cap Sf$. Conversely, if $Se \cap Sf$ is essential in $Se$, there is an essential left ideal $A$ such that $Ae \subset Se \cap Sf$ by Lemma 2.1. Thus $Ae \subset Sf$, as desired.

3. Under Conditions 1.3, 1.4. As is easily verified Condition 1.4 is equivalent to the following: If $Se \cap Sf = 0$, $e = e^2$ and $f = f^2$, there is an idempotent $g$ such that $Se = Sg$ and $Sf \subset S(1-g)$.

3.1. Lemma. Let $S$ be a ring with Conditions 1.3 and 1.4. Let $e$ be an idempotent, and $x$ an element such that $x = x^2$. If $\bar{x} = \bar{e}^2$, there exists an idempotent $f$ such that $fe = f$ and $f = \bar{x}$.

Proof. Since the intersection of two essential left ideals is again essential, we can find an essential left ideal $A$ with the properties that $A(xe-x) = 0$ and $A(x - x^2) = 0$. Hence $Ax \subset Se$ and $Ax \cap A(1-x) = 0$. By Condition 1.3 there are idempotents $f$ and $g$ such that (i) $Ax \subset Sf \subset Se$ and $A(1-x) \subset Sg$, (ii) $Sf$ and $Sg$ are essential over $Ax$ and $A(1-x)$ respectively. Then $Sf \cap Sg = 0$. By Condition 1.4 we may suppose that $Sg \subset S(1-f)$. Since $Ax \subset Sf$, $A(xf-x) = 0$. On the other hand, since $A(1-x) \subset Sg \subset S(1-f)$, we have $A(f-xf) = 0$. Therefore $A(f-x) = 0$, and $f = \bar{x}$, as desired.
Since we have assumed that $S$ has a unit element, the following is a direct consequence of Lemma 3.1.

3.2. **Corollary.** Let $S$ be a ring with Conditions 1.3, 1.4. If $\bar{x} = \bar{x}^2$, $\bar{e} = \bar{e}$ for some idempotent $e$ of $S$.

The following is slightly different from Lemma 3.1.

3.3. **Lemma.** Let $S$ be a ring satisfying Conditions 1.3 and 1.4. Let $e$ and $f$ be idempotents such that $ef = \bar{e}$. Then there is an idempotent $g$ with the properties that $eg = g$ and $S = Sg \oplus S(1 - e)$.

**Proof.** Since $\bar{e}f = \bar{e}$, $Ae \subseteq Sf$ for some essential left ideal $A$. By Condition 1.3, $Sf$ contains an idempotent $g$ such that $Sg$ is essential over $Ae$. Since $Ae \cap S(1 - e) = 0$, we have $Sg \cap S(1 - e) = 0$. Now $Ae$ is essential in $Se$ by Lemma 2.2, and hence $Ae \oplus S(1 - e)$ is essential (in $Se \oplus S(1 - e) = S$). Thus $Sg \oplus S(1 - e)$ is also essential. However, it is a direct summand of $S$ by Condition 1.4. It follows therefore that $S = Sg \oplus S(1 - e)$. Moreover $gf = g$ since $Sg \subseteq Sf$, as desired.

3.4. **Lemma.** Let $S$ be a ring with Condition 1.3, and suppose that $S/\pi(S)$ satisfies Condition 1.4. Let $e$ and $f$ be idempotents of $S$. If $Se \cap Sf = 0$, then $Se \cap Sf = 0$.

**Proof.** By Condition 1.4 for $S/\pi(S)$ there is an idempotent $\tilde{x}$ of $S$ such that $S\tilde{x} = S\tilde{x}$ and $Sf \subseteq S(1 - \tilde{x})$. By Lemma 1.7 we can find an idempotent $g$ of $S$ such that $Se = Sg$ and $g = \tilde{x}$. Since $\tilde{f} = 0$, $f\tilde{g} = 0$, and so $Af = 0$ for some essential left ideal $A$. Hence $Af \cap Sg = 0$, and $Af \cap Se = 0$. $Af$ is essential in $Sf$ by Lemma 2.2. Therefore $Se \cap Sf = 0$, as desired.

We need the following in the proof of Lemma 3.6.

3.5. **Lemma.** Let $S$ be a ring with Conditions 1.3, 1.4, and suppose that $S/\pi(S)$ fulfills Condition 1.4. Let $e, f, g$ be idempotents of $S$. If $Se \oplus Sf = Sg$ and $Se + Sf \subseteq Sg$, then $Se \oplus Sf = Sg$.

**Proof.** $Se \cap Sf = 0$ by Lemma 3.4. Hence $Se \oplus Sf = Sh$, $h = h^2$ by Condition 1.4. Then $Sh = Sg$ and $Sh \subseteq Sg$. By Lemma 1.5, $Sh = Sg$, as desired.

3.6. **Lemma.** Let $S$ be a ring satisfying Conditions 1.3 and 1.4. Suppose that $S/\pi(S)$ satisfies Condition 1.4. Let $e$ and $f$ be idempotents such that $\bar{e}f = \bar{f}$. Then there is an idempotent $g$ with the properties that $\tilde{g} = \tilde{f}$ and $eg = ge$.

**Proof.** Since $\bar{e}f = \bar{e}f$ and $\bar{f} = \bar{f}f$ are orthogonal idempotents, by Lemma 3.1 we may suppose that each $e_i$ is an idempotent such that $e_1, e_2 \subseteq S$, $e_3, e_4 \in S(1 - e)$. Then $Se = S\epsilon_1 \oplus S\epsilon_2$ and $S(1 - e) = S\epsilon_3 \oplus S\epsilon_4$ by Lemma 3.5. Let $e = x_1\epsilon_1 + x_2\epsilon_2$ and $1 - e = x_3\epsilon_3 + x_4\epsilon_4$. 
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+ x₄ₖ₄, and set xₖₖ₊ᵢ = fᵢ for i = 1, 2, 3, 4. Then (fᵢ) is a system of orthogonal idempotents. Set g = f₁ + f₃. Evidently g = g² and eg = ge. Now Sg = SF₁ + SF₃ = S(e₁ + e₃) = SF, and similarly S(1 - g) = S(1 - f). Therefore g = f, as desired.

4. **Left continuous rings.** Recall the definition of left continuous rings: A ring S is left continuous if it satisfies Conditions 0.1 and 0.2. Thus, in this case S is a ring with Conditions 1.3 and 1.4 by Theorem 1.2. That S/Z(S) also satisfies Condition 1.4 is a consequence of the following. We denote the Jacobson radical of a ring S by N(S).

4.1. **Lemma.** *If S is a left continuous ring, Z(S) = N(S), and S/N(S) is regular (in the sense of von Neumann).*

**Proof.** First we shall show that Z(S) ⊆ N(S). Let x ∈ Z(S). Then Ax = 0 for some essential left ideal A. Hence l(1 + x) ∩ A = 0, and l(1 + x) = 0. This implies that the right multiplication of 1 + x is a monomorphism of S into itself. Since S(1 + x) is generated by an idempotent by Condition 0.2, the inverse mapping of the monomorphism is given by the right multiplication of an element 1 + y. Then (1 + x)(1 + y) = 1, that is, x is right quasi-regular. Thus, every element of the ideal Z(S) is right quasi-regular, and hence is quasi-regular, which shows that Z(S) ⊆ N(S).

Next, we shall prove that S/Z(S) is regular. Let z ∈ S, and let B be a maximal left ideal disjoint to l(z). Then it is easy to see that B ⊕ l(z) is essential. By Condition 0.1, B has an essential extension which is generated by an idempotent. Hence B itself is generated by an idempotent because of the maximality of B. Since the right multiplication of z gives an isomorphism of B onto Bz, Bz also is generated by an idempotent in view of Condition 0.2. Thus the inverse mapping of Bz onto B is given by the right multiplication of an element t. Then (B ⊕ l(z))(z - ztz) = 0, and so z - ztz ∈ Z(S), which means that S/Z(S) is a regular ring.

Since every regular ring is semisimple, it follows by the above argument that Z(S) = N(S), completing the proof.

4.2. **Corollary.** A left continuous ring is regular if (and only if) it is semi-simple.

A right continuous ring is defined in the obvious way. A ring which is both left and right continuous is called continuous. The right-left symmetry of Lemma 4.1 assures that the right singular ideal of a right continuous ring coincides with the Jacobson radical. Thus we obtain the following.

4.3. **Corollary.** The left singular ideal of a continuous ring coincides with the right singular ideal.

4.4. **Lemma.** Let S be a left continuous ring, and let (eᵢ) be a set of idempotents of S. If the sum of S(eᵢ) is direct, so is the sum of Seᵢ.
Proof. It is enough to show the lemma in the case $(e_i)$ is finite. Suppose that we have seen that $\sum_{i=1}^{n} Se_i$ is direct. Then $\sum_{i=1}^{n} Se_i = Sf, f = f^2$ by Condition 1.4. $\text{Sf} \cap S\bar{e}_n = 0$ by assumption. Thus $\text{Sf} \cap S\bar{e}_n = 0$ by Lemma 3.4 since $S$ satisfies Condition 1.4 by Lemma 4.1. Therefore $\sum_{i=1}^{n} Se_i$ is direct, which completes the proof by induction.

4.5. Lemma. Let $S$ be a left continuous ring. Let $(e_i)$ be a set of idempotents of $S$ such that the sum of $Se_i$ is direct. If $Se_i, e = e^2$, is essential over $\sum Se_i$, then $Se$ is essential over $\sum Se_i$.

Proof. Let $\bar{x}$ be an idempotent of $S$ such that $S\bar{x} \subseteq \sum \bar{e}_i$ and $S\bar{x} \cap \sum S\bar{e}_i = 0$. By Lemma 3.1 we may suppose that $\bar{x}$ is an idempotent in $Se$. In view of Lemma 4.4 the sum $Sx + \sum Se_i$ is direct. Since $Se$ is essential over $\sum Se_i$, $x = 0$, and so $\bar{x} = 0$. It follows from this that $Se$ is an essential extension of $\sum S\bar{e}_i$, since $S$ is regular by Lemma 4.1. This completes the proof.

In [7] we called a regular ring left continuous if the lattice of principal left ideals was upper continuous. By [8, Theorem 2] a regular ring $S$ is left continuous in this sense if and only if it satisfies Condition 0.1. Thus, the definition of left continuity in this paper is consistent with the definition in [7].

4.6. Theorem. If $S$ is left continuous, then $S / N(S)$ is left continuous regular.

Proof. $S / N(S)$ is regular by Lemma 4.1. Let $A$ be a left ideal of $S$. We shall show the existence of an idempotent $\bar{e}$ of $S$ such that $Se$ is essential over $A$. By Zorn’s lemma we can find a direct sum $\sum S\bar{x}_i$ of principal left ideals such that $A$ is an essential extension of $\sum S\bar{x}_i$. Since $S$ is regular, we may suppose that each $\bar{x}_i$ is an idempotent of $S$. Furthermore we may assume that every $x_i$ is an idempotent by Corollary 3.2. Let $Se$, $e = e^2$, be an essential extension of $\sum Sx_i$. Then $Se$ is essential over $\sum S\bar{x}_i$ by Lemma 4.5. Let $\bar{x} \in A$. Since $A$ is essential over $\sum S\bar{x}_i$, $S\bar{x}$ is essential over $S\bar{x} \cap \sum S\bar{x}_i$. Hence $S\bar{x}$ is essential over $Se$ too, and therefore $S\bar{x} = S\bar{x} \cap Se$, whence $S\bar{x} \subseteq Se$. This implies that $\sum S\bar{x}_i \subseteq A \subseteq Se$. Since we have seen that $Se$ is essential over $\sum S\bar{x}_i$, $Se$ is essential over $A$, completing the proof.

Next we shall show that a similar theorem (Theorem 4.8) holds for left self injective rings too.

4.7. Theorem. Any left self injective ring is left continuous.

This is evident by [1, Theorem 57.13].

4.8. Theorem. If $S$ is left self injective, so is $S / N(S)$.

Proof. By [1, Theorem 57.14] it is enough to see that any left $S$-homomorphism $\nu$ of a left ideal $A$ of $S$ into $S$ is given by the right multiplication of an element of $S$. Since $S$ is left continuous, as in the proof of Theorem 4.6 we can find a system $(x_i)$
of idempotents of $S$ such that the direct sum $\Sigma S\xi_t$ is essential in $A$. The sum $\Sigma S\xi_t$ is also direct by Lemma 4.4. For each $t$ the restriction of $v$ on $S\xi_t$ is given by the right multiplication of an element $y_t$. The right multiplication of $y_t$ gives a homomorphism of $S\xi_t$ into $S$. Combining these homomorphisms for all $t$, we obtain a homomorphism of $\Sigma S\xi_t$ into $S$, which is given by the right multiplication of an element $y$ since $S$ is left self injective. Then $x_ty_t = x_ty$, and so $v(x_t) = x_ty_t = \xi_t\tilde{y}$ for each $t$. Denote by $w$ the difference of $v$ and the right multiplication of $\tilde{y}$ on $A$. Since $A$ is essential over $\Sigma S\xi_t$, it is easy to see, by Lemma 2.1, that for any $\bar{a} \in A$ there is an essential left ideal $P$ of $S$ such that $P\bar{a} \subset \Sigma S\xi_t$. Now $w(\Sigma S\xi_t) = 0$. Hence $Pw(\bar{a}) \subset w(\Sigma S\xi_t) = 0$, and therefore $w(A) \subset \mathcal{Z}(S)$. Thus $w(A)$ does not contain any nonzero idempotent, which means that $w(A) = 0$ since $S$ is regular. This implies that $v$ is a restriction of the right multiplication of $\tilde{y}$, completing the proof.

In the following we shall use the fact that in a regular ring a left ideal has at most one principal essential extension.

4.9. Theorem. Let $S$ be a left continuous ring, and $e$ an idempotent. Let $(\tilde{e}_t)$ be a system of orthogonal idempotents of $S/N(S)$, and suppose that $S\tilde{e}$ is essential over $\Sigma S\tilde{e}_t$. Then there is a system $(f_t)$ of orthogonal idempotents of $S$ such that $\tilde{e}_t = f_t$ for every $t$, and that $S\tilde{e}$ is an essential extension of $\Sigma Sf_t$.

Proof. By Lemma 3.1 we may assume that each $e_t$ is an idempotent of $S$ contained in $S\tilde{e}_t$. Let $Sp, p = p^2$, be an essential extension of $\Sigma S\tilde{e}_t$ such that $Sp \subset S\tilde{e}_t$. By Lemma 4.5, $Sp$ is essential over $\Sigma S\tilde{e}_t$. Since $S$ is regular, it follows that $Sp = S\tilde{e}$. Hence $Sp = Se$ by Lemma 1.5. Thus $Se$ is essential over $\Sigma Se_t$. By Condition 1.3, $Se$ contains an idempotent $g_t$ for each $t$ such that $\Sigma u \neq e, Se_u$ is essential in $Sg_t$. $Sg_t$ is essential over $\Sigma u \neq e, S\tilde{e}_u$ by Lemma 4.5. By the regularity of $S$, then $S\tilde{e} = S\tilde{e}_t \oplus Sg_t$. Since $Se = Se_t + Sg_t, Se = Se_t \oplus Sg_t$ by Lemma 3.5. Now $\Sigma u \neq e, S\tilde{e}_u \subset S(1 - \tilde{e}_t)$, and so $Sg_t \subset S(1 - \tilde{e}_t)$. Let $S(1 - \tilde{e}_t) = Sg_t \oplus Sh_t, h_t = h_t^2$. We may suppose that $h_t = h_t^2$. Since $S = S\tilde{e}_t \oplus S(1 - \tilde{e}_t) = S\tilde{e}_t \oplus Sg_t \oplus Sh_t = S\tilde{e} \oplus Sh_t$, it follows that $S = Se \oplus Sh_t$ by Lemma 3.5. Thus, $S = Se_t \oplus Sg_t \oplus Sh_t$, whence we can find an idempotent $f_t$ such that $Se_t = Sf_t$ and $Sg_t \oplus Sh_t = S(1 - f_t)$. Then $Se_t = Sf_t$ and $S(1 - \tilde{e}_t) = Sg_t \oplus Sh_t = S(1 - f_t)$. Therefore $\tilde{e}_t = f_t$. We have already seen that $Se$ is essential over $\Sigma Se_t$, and hence it is so over $\Sigma Sf_t$. If $t \neq u, f_t f_u = Se_u f_t = Sg_t f_t = S(1 - f_t)f_t = 0$. Thus $(f_t)$ is a system of orthogonal idempotents, which completes the proof.

As a direct consequence of this we have

4.10. Corollary. Let $S$ be a left continuous ring, and $(\tilde{e}_t)$ a system of orthogonal idempotents of $S/N(S)$. Then there exists a system $(f_t)$ of orthogonal idempotents of $S$ such that $\tilde{e}_t = f_t$ for every $t$.

Proof. Let $S\tilde{e}$ be the essential extension of $\Sigma S\tilde{e}_t$, where $\tilde{e} = \tilde{e}^2$. We may suppose that $e$ is an idempotent by Corollary 3.2. Thus the corollary follows by Theorem 4.9.
4.11. **Corollary.** In Theorem 4.9 if we assume moreover that \( \tilde{e}_t = \tilde{e}_t \) for each \( t \), then we can find a system \((g_t)\) of orthogonal idempotents of \( S \) such that \( S e \) is essential over \( \sum S g_t \), and \( \tilde{e}_t = \tilde{g}_t \) and \( e g_t = g_t \) for each \( t \).

**Proof.** Set \( g_t = e f_t \), where \( f_t \) is the idempotent in Theorem 4.9. Then \( S g_t = S f_t \), and the corollary follows immediately from Theorem 4.9.

4.12. **Corollary.** Let \( S \) be a left continuous ring, and \( e \) an idempotent. Let \((\tilde{e}_t)\) be a finite system of orthogonal idempotents of \( S / N(S) \) such that \( \tilde{e} = \sum \tilde{e}_t \). Then we can choose a system \((g_t)\) of orthogonal idempotents of \( S \) in such a way that \( \tilde{e}_t = \tilde{g}_t \) for every \( t \) and \( e = \sum g_t \).

**Proof.** Let \((g_t)\) be the system in Corollary 4.11, and set \( g = \sum g_t \). Since \( S e \) is essential over \( \sum S g_t = S g \), \( S e = S g \), and so \( e g = e \). Since moreover \( e g = g \) by Corollary 4.11, we have \( e = g \), as desired.

5. Continuous rings.

5.1. **Theorem.** Let \( S \) be a continuous ring. Then \( S \) satisfies the following.

5.2. **Condition.** \( xy = 1 \) implies \( yx = 1 \), that is, any one-sided inverse element is two-sided.

This theorem is a consequence of the following.

5.3. **Lemma.** If a ring \( S \) fulfills Condition 0.1 and its right-left symmetry, then \( S \) satisfies Condition 5.2.

**Proof.** Suppose that \( xy = 1 \) and \( yx \neq 1 \) for some \( x, y \in S \). Then \( S \) contains a system \((e_{ij}; i, j = 1, 2, \ldots)\) of matrix units of countably infinite degree by a theorem of Jacobson. (See [2].) Let \( S e, e = e^2 \), be an essential extension of \( \sum S e_{ii} \). We may suppose that \( e e_{ij} = e_{ij} \) for every \( i, j \), taking \( e e_{ij} \) instead of \( e_{ij} \) if necessary. Let \( f S \) be an essential extension of \( \sum_{j>1} (e_{1j} + e_{jj}) S \), \( f \) being an idempotent.

First assume that \( e \neq \frac{f}{e} \). Then \( 0 \neq (1 - f) e \in S e \), and hence there is \( x \) such that 
\[
0 \neq x(1-f)e \in \sum_{i=1}^n S e_{ii} \quad \text{for some finite } n.
\]
Then \( x(1-f)e e_{n+1,n+1} = 0 \) by the orthogonality of \((e_{ii})\). On the other hand, \((1-f)(e_{1j} + e_{jj}) = 0 \) for each \( j > 1 \) by the definition of \( f \). Hence
\[
x(1-f)e_{1,n+1} = x(1-f)(e_{1,n+1} + e_{n+1,n+1}) - x(1-f)e e_{n+1,n+1} = 0.
\]
Thus, \( x(1-f)e_{1,n+1} = 0 \), and so \( x(1-f)e_{1,i} = 0 \) for every \( i \). In particular, \( x(1-f)e_{11} = 0 \). For any \( j > 1 \) we have
\[
x(1-f)e_{jj} = x(1-f)(e_{1j} + e_{jj}) - x(1-f)e_{1j} = 0.
\]
Therefore \( x(1-f)e_{ii} = 0 \) for every \( i \). Now denote by \( A \) the set of elements \( y \in S e \) such that \( ye_{ii} = 0 \) for every \( i \). Then \( x(1-f)e \in A \). \( A \) is a left ideal contained in \( S e \),
and is disjoint to $\sum Se_{ii}$. Since $Se$ is essential over $\sum Se_{ii}$, it follows that $A = 0$, whence $x(1 - f)e = 0$, a contradiction.

Next, suppose that $e = fe$. Then $e_{11} = ee_{11} = fee_{11} \in fS$. Hence $0 \neq e_{11}z \in \sum_{j=1}^{\infty} (e_{1j} + e_{jj})S$ for some $z$. Let $e_{11}z = \sum_{j=2}^{\infty} (e_{1j} + e_{jj})z_j$. Since the sum $\sum e_{ii}S$ is direct, we have $e_{11}z - \sum_{j=2}^{\infty} e_{1j}z_j = 0$ and $e_{jj}z_j = 0$ for $j = 2, \ldots, m$, and therefore $e_{11}z = 0$, a contradiction. This completes the proof.

The following is almost obvious.

5.4. Lemma. Let $S$ be a ring with Condition 5.2. Let $e, f$ be idempotents such that $Se \subset Sf$ and $Se \simeq Sf$. Then $Se = Sf$.

Proof. Set $g = 1 - f + fe$. Then $g = g^2$, and $Sg = Se \oplus S(1 - f) \simeq S$. Hence $1 = xy$ and $yx = g$ for some $x, y$. Thus $g = 1$, and $Se = Sf$, as desired.

As is known the lattice of principal left ideals of a left continuous regular ring is complete, and hence any annihilator left ideal is generated by an idempotent. (See [7, Lemma 1].) If a principal left ideal of a regular ring is an ideal, then it is generated by a central idempotent. (See [5, Lemma 2.6, II].)

We shall use the following in the proof of Theorem 5.6.

5.5. Lemma. Let $S$ be a left continuous ring, and $e, f$ idempotents. Suppose that $Sg \not\subset Sh$ for any nonzero idempotents $g$ and $h$ such that $g = ge$ and $h = hf$. Then there exist idempotents $p, q, s$ and $t$ with the following properties:

1. $Sp \oplus S(1 - e) = S$ and $Sq \oplus S(1 - f) = S$;
2. $ps = p$ and $qt = q$;
3. $st = ts = 0$;
4. $s$ and $t$ are central in $S$.

Proof. Let $\bar{x} \in \bar{e}S\bar{f}$. Then the right multiplication of $\bar{x}$ gives a homomorphism $v$ of $\bar{e}S$ into $\bar{f}S$. The kernel $K$ of $v$ is generated by an idempotent. Let $\bar{S} = K \oplus \bar{S}g$, $\bar{g} = \bar{g}^2$. We may suppose that $g = g^2 \in Se$. The image of $v$ is also generated by an idempotent $\bar{h}$. We assume that $h = h^2 \in Sf$. Evidently $\bar{S}g \simeq \bar{S}h$. Since $N(S)$ is the Jacobson radical of $S$, it follows that $Sg \simeq Sh$. Hence $h = 0$ by assumption. Thus, $v = 0$, and $\bar{x} = 0$, whence $\bar{e}S\bar{f} = 0$.

Let $\bar{s} = I(r(\bar{e}S))$ and $\bar{t} = r(I(\bar{S}f))$, $\bar{s}$ and $\bar{t}$ being idempotents. Then $\bar{s}$, $\bar{t}$ are central and orthogonal, proving (4). By Lemma 3.6 we may assume that $s$, $t$ are idempotents of $S$ such that $st = ts$. Thus, $st = (st)^2 \in N(S)$, and so $st = 0$, proving (3). By Lemma 3.3, since $\bar{e}S \subset \bar{s}S$, we can find an idempotent $p$ such that $ps = p$ and $S = Sp \oplus S(1 - e)$. Similarly we have an idempotent $q$ such that $qt = q$ and $S = Sq \oplus S(1 - f)$, proving (1) and (2). This completes the proof of the lemma.

5.6. Theorem. Let $S$ be a left self injective ring satisfying Condition 5.2. Then any isomorphism between two left ideals of $S$ can be extended to an automorphism of the left $S$-module $S$.

Proof. By Zorn's lemma there is a maximal isomorphism $v$ between left ideals $A$ and $B$ of $S$ which contains the given isomorphism in the sense of graph.
Let \( S(1 - e), e = e^2, \) and \( S(1 - f), f = f^2 \), be essential over \( A \) and \( B \) respectively. Then by [1, Theorem 57.13] \( v \) can be extended to an isomorphism of \( S(1 - e) \) and \( S(1 - f) \). Thus, \( A = S(1 - e) \) and \( B = S(1 - f) \) by the maximality of \( v \). \( Se \) and \( Sf \) do not contain any mutually isomorphic left ideals. Hence, by Lemma 5.5 we have idempotents \( p, q, s \) and \( t \) with the properties (1), (2), (3) and (4) in Lemma 5.5. \( Ss \cap St = 0 \) by (3), and so \( Sp \cap St = 0 \) by (2). In view of (1) this means that \( S(1 - e) \) contains an isomorphic image of \( St \). Since \( S(1 - e) \cong S(1 - f) \), \( S(1 - f) \) also contains an isomorphic image \( Su \) of \( St \). By Condition 0.2 we may suppose that \( u = u^2 \). Hence \( Si \cong Su \). Now \( Si \) is an ideal by (4). Thus, \( Si \cong Su \). Since \( S \) satisfies Condition 5.2, so does \( S = S / N(S) \). Therefore \( Si = Su \) by Lemma 5.4. By Lemma 2.3, \( St \) is an essential extension of \( St \cap Su \). However, \(Sq \subset St \) by (2), and also \( Sq \cap Su \subset Sq \cap S(1 - f) = 0 \) by (1). Thus, \( Sq = 0 \), and so \( S(1 - f) = S \) by (1), whence \( S \cong S(1 - e) \). By Lemma 5.4, \( S = S(1 - e) \). Therefore \( v \) is an automorphism of the left \( S \)-module \( S \), completing the proof.

6. Join of orthogonal idempotents. Let \( (e_t) \) be a system of orthogonal idempotents of a ring \( S \). We call an idempotent \( e \) a join of \( (e_t) \) if \( Se \) and \( eS \) are essential over \( \sum Se_t \) and \( \sum e_tS \) respectively.

6.1. Theorem. If an idempotent \( e \) is a join of a system of orthogonal idempotents \( (e_t) \) of a ring \( S \), we have \( S(1 - e) = l((e_t)) \) and \( (1 - e)S = r((e_t)) \). \( e \) is the only join of \( (e_t) \).

Proof. Since \( e_t \subset e \) for every \( t \), \( l((e_t)) \supset S(1 - e) \). Now \( l((e_t)) \cap \sum Se_t = 0 \), and hence \( l((e_t)) \cap Se = 0 \). Thus \( l((e_t)) = S(1 - e) \). Similarly \( r((e_t)) = (1 - e)S \). In case \( f \) is also a join of \( (e_t) \), then \( S(1 - e) = S(1 - f) \) and \( (1 - e)S = (1 - f)S \). It follows from these that \( e = f \), as desired.

6.2. Corollary. If \( (e_t) \) is a system of orthogonal central idempotents, and if \( e \) is its join, then \( e \) also is central.

Proof. In this case \( l((e_t)) = r((e_t)) \), and hence \( S(1 - e) = (1 - e)S \) by Theorem 6.1. This implies that \( 1 - e \), and hence \( e \) also is central.

6.3. Theorem. Let \( S \) be a right self injective ring. Let \( e \) be the join of a system \( (e_t) \) of orthogonal idempotents. Then \( Se \) is isomorphic to the complete direct sum \( D = \{ [x_t e_t]: x_t \in S \} \) of \( Se_t \) by the correspondence \( v: x (\in Se) \rightarrow [xe_t] (\in D) \).

Proof. It is evident that \( v \) is a homomorphism. If \( xe_t = 0 \) for every \( t, x \in S(1 - e) \) by Theorem 6.1, and hence \( x \in S(1 - e) \cap Se = 0 \), which shows that \( v \) is a monomorphism. Let \( [x_t e_t] \in D \). The left multiplication of \( x_t \) gives a homomorphism of \( e_tS \) into \( S \). Combining these homomorphisms for all \( t \) we obtain a homomorphism of \( \sum e_tS \) into \( S \), which is given by the left multiplication of an element \( x \) in view of the right self injectivity of \( S \). \( x e_t = xe_t = x_t e_t \) for every \( t \). Hence \( v(xe) = [x_t e_t] \), and therefore \( v \) is an isomorphism, as desired.
6.4. THEOREM. Let $S$ be a continuous ring, and $(e_i)$ a system of orthogonal idempotents. Then there exists the join of $(e_i)$.

**Proof.** (1) Suppose first that $S$ is continuous regular. Then the lattice of principal left ideals of $S$ is complete, and the join $\bigcup Se_i$ is essential over $\sum Se_i$. As is easily seen $(\sum Se_i) \cap (\bigcap S(1-e_i)) = 0$, and hence $(\bigcup Se_i) \cap (\bigcap S(1-e_i)) = 0$. (Note that the meet $\bigcap S(1-e_i)$ is the set-theoretical intersection of $S(1-e_i)$ since the lattice is complete. See [7, Lemma 1].) Similarly $(\bigcup e_i S) \cap (\bigcap (1-e_i)S) = 0$. Taking the left annihilators of both sides of this relation, we have $(\bigcap S(1-e_i)) + (\bigcup Se_i) = S$. Therefore $(\bigcup Se_i) \oplus (\bigcap S(1-e_i)) = S$, whence there exists an idempotent $e$ such that $Se = \bigcup Se_i$ and $S(1-e) = \bigcap S(1-e_i)$. It follows from the last relation that $eS = \bigcup e_i S$, where $\bigcup e_i S$ is essential over $\sum e_i S$ by assumption. Thus, $e$ is the join of $(e_i)$, as desired.

(2) To see the theorem in the general case, let $Se_i, e = e^2_i$, be essential over $\sum Se_i$, and $fS, f = f^2$, essential over $\sum e_i S$. Then $Se_i$ and $fS$ are essential over $\sum e_i S$, and $\sum e_i S$ and $\sum fS$ respectively by Lemma 4.5. Let $\tilde{g}$ be the join of $(\tilde{e}_i)$, which exists by (1). $\tilde{S}e = \tilde{S}g$ and $fS = \tilde{g}S$ by the regularity of $S$. Hence there are idempotents $r$ and $s$ such that $Se = Sr$, $\tilde{r} = \tilde{g}$, and $fS = sS$, $\tilde{s} = \tilde{g}$ by Lemma 1.7. Thus $\tilde{r} = \tilde{s}$, and $\tilde{r} = \tilde{S}(1-s)$ is essential over $S(1-s) \cap S(1-r)$ by Lemma 2.3, and so $S(1-s) \cap S(1-r) = 0$. By Lemma 1.1, $Srs$ is essential over an idempotent, and moreover $Srs$ is essential over $\sum Se_i$. Now $\sum Se_i \tilde{S}r = \sum Se_i \tilde{S}e_i$ since $\tilde{e}_i \tilde{S} = \tilde{e}_i \tilde{S}$, and $\tilde{S}e_i$ is essential over $\sum Se_i$. Therefore $\tilde{S}r \tilde{S} = \tilde{S}r$. Hence $\tilde{S}r \tilde{S}$ is essential over $\sum Se_i$, by Lemma 4.5. On the other hand, $S\tilde{S}$ is also essential over $\sum Se_i$ since $Se_i = S\tilde{g}$ and $fS = S\tilde{g}$ by Lemma 1.5. Hence $Se = Sr \oplus S(1-r)$, and hence $S = Sr \oplus S(1-r)$. There exists an idempotent $p$ such that $Sr = Sp$ and $S(1-s) = S(1-p)$. Then $Se = Sr = Sp$ and $fS = sS = pS$, whence $p$ is the join of $(e_i)$, completing the proof.

6.5. THEOREM. Let $S$ be a continuous ring, and $e$ an idempotent. Let $(\tilde{e}_i)$ be a system of orthogonal idempotents of $S / N(S)$, and suppose that $\tilde{e}$ is the join of $(\tilde{e}_i)$. Then there is a system $(f_i)$ of orthogonal idempotents of $S$ such that $\tilde{e}_i = \tilde{f}_i$, for every $i$, and that $e$ is the join of $(e_i)$.

**Proof.** By Corollary 4.11 we can find a system $(f_i)$ of orthogonal idempotents of $S$ such that $Se$ is essential over $\sum Sf_i$, and $\tilde{f}_i = \tilde{e}_i$ and $ef_i = f_i$ for every $i$. Since $eS \supseteq \sum f_i S$, there is an essential extension $\tilde{f}S$ of $\sum f_i S$ such that $\tilde{e}S \supseteq \tilde{f}S$ and $\tilde{f} = f^2$ by Condition 1.3. $\tilde{f}S$ is essential over $\sum f_i S = (\sum \tilde{e}_i S)$ by Lemma 4.5. By assumption $\tilde{e}S$ is also essential over $\sum \tilde{e}_i S$. Hence $\tilde{f}S = \tilde{e}S$. Therefore $\tilde{f}S = eS$ by Lemma 1.5, whence $e$ is the join of $(e_i)$, as desired.

7. Sufficient conditions. In this section we shall consider some sufficient conditions for a left continuous ring to be left self injective.
7.1. THEOREM. Let $S$ be a left continuous ring, and suppose that the unit element $1$ is a sum of orthogonal idempotents $e_i$, $i = 1, 2, \cdots, n$, $n$ being greater than $1$. If each $S(1 - e_i)$ contains an isomorphic image of $Se_i$, then $S$ is left self injective.

To see this we need the following two lemmas.

7.2. LEMMA. Let $S$ be a left continuous ring, and let $Se_e = e_2$, be an essential extension of a left ideal $A$. Let $\nu$ be a homomorphism of $A$ into $S$. Suppose that $Se_e \cap Sf = 0$ and $\nu(A) \subset Sf$ for an idempotent $f$. Then $\nu$ can be extended to a homomorphism of $Se$ into $Sf$.

Proof. As $Se \oplus Sf$ is generated by an idempotent, we may suppose that $e$, $f$ are orthogonal. Set $G = \{a + \nu(a): a \in A\}$. Then $G \subset S(e + f)$, and hence $S(e + f)$ contains an idempotent $g$ such that $Sg$ is essential over $G$ by Condition 1.3. It is easy to see that $G \cap S(1 - e) = 0$, whence $Sg \cap S(1 - e) = 0$. Since $Ge = A$, it follows by Lemma 1.1 that $Sge$ is essential over $A$, and is generated by an idempotent. Hence $Se = Sge$. Let $e = xge$, and set $xgf = t$. Then $a + at = ae + at = axge + axgf = axg \in Sg$ for any $a \in A$. On the other hand, $a + \nu(a) \in G \subset Sg$. Therefore $at = -\nu(a) \in Sg \cap Sf \subset Sg \cap S(1 - e) = 0$, and hence $\nu$ is a restriction of the right multiplication of $t$. Since $Set = Sexgf \subset Sf$, this completes the proof.

In the next lemma we shall consider the following property of a submodule $N$ of a module $M$:

7.3. PROPERTY. Any homomorphism defined on a submodule of $N$, and having the values in $M$ can be extended to a homomorphism of $N$ into $M$.

7.4. LEMMA. Let $M$ be a module, and $N_1$, $N_2$ be submodules of $M$ such that $N_1 \cap N_2 = 0$. If both $N_1$ and $N_2$ have Property 7.3, so does $N_1 + N_2$.

Proof. Let $K$ be a submodule of $N_1 \oplus N_2$, and $\nu$ a homomorphism of $K$ into $M$. By assumption the restriction of $\nu$ over $K \cap N_2$ can be extended to a homomorphism $p$ of $N_2$ into $M$. As $\nu$ and $p$ coincide on $K \cap N_2$, there is a homomorphism $q$ of $(K + N_2) \cap N_1$ into $M$ given by $q(k + n) = \nu(k) + p(n)$ for all $k \in K$, $n \in N_2$ with $k + n \in N_1$. By assumption $q$ can be extended to a homomorphism $r$ of $N_1$ into $M$. Denote by $e_1$ and $e_2$ the projections of $N_1 \oplus N_2$ to $N_1$ and $N_2$ respectively. Let $x \in K$. Then $x = e_1(x) + e_2(x)$, and hence $e_1(x) = x - e_2(x) \in N_1 \cap (K + N_2)$. Thus, $re_1(x) = qe_1(x) = \nu(x) - pe_2(x)$, and therefore $\nu(x) = (re_1 + pe_2)(x)$, where $re_1 + pe_2$ is a homomorphism of $N_1 \oplus N_2$ into $M$, as desired.

Proof of Theorem 7.1. By virtue of Lemma 7.4 it is enough to show that any homomorphism $\nu$ of a left ideal $A$ of $S$ into $S$ can be extended to a homomorphism of $Se_i$ into $S$ if $A \subset Se_i$. Let $Se$, $e = e^2$, be an essential extension of $A$ such
that $S e \subset S e_i$ and let $e = e_i e$. Then $S(1 - e_i) \subset S(1 - e)$, and hence $S(1 - e)$ contains an isomorphic image of $S e$ by assumption, which is generated by an idempotent $f$ by Condition 0.2. There are $p, q$ such that $pq = e$, $p = pf$. The mapping $a \to w(a)(1 - e)$ for $a \in A$ is a homomorphism of $A$ into $S(1 - e)$, and hence is extended to a homomorphism of $S e$ into $S(1 - e)$ by Lemma 7.2. Thus it is given by the right multiplication of an element $x$. Similarly the mapping $a \to w(a)p$ ($a \in A$) is also obtained by the right multiplication of an element $y$. Then $a(x + yq) = w(a)(1 - e) + w(a)pq = w(a)$ for any $a \in A$, as desired.

A ring $S$ is said to be of order $n$ if the unit element is the sum of orthogonal idempotents $e_i, i = 1, \ldots, n$, such that $S e_j \cong S e_k$ for any $j, k$. (See [5, Chapter 3, II].)

7.5. COROLLARY. A ring of order $n, n > 1$, is left continuous (if and) only if it is left self injective.

A ring is called strongly regular if for any element $x$ there is an element $y$ such that $x^2 y = x$. A regular ring is strongly regular if and only if it contains no nonzero nilpotent element, that is, it is of (nilpotency) index 1.

7.6. THEOREM. Let $S$ be a left continuous ring, and suppose that $S / N(S)$ does not contain any nonzero ideal which is strongly regular as a ring. Then $S$ is left self injective.

To see this theorem we prepare the following.

7.7. LEMMA. Let $S$ be a left self injective regular ring with no nonzero strongly regular ideal. Then there is a system of orthogonal idempotents $e_1, e_2, e_3$ such that (1) $1 = e_1 + e_2 + e_3$, (2) $S e_1 \cong S e_2$, and (3) $S e_1 \oplus S e_2$ contains an isomorphic image of $S e_3$.

Proof. By [7, Lemma 4] $S = S e_1 \oplus S e_2 \oplus S e_3$, where $e_i$'s are orthogonal idempotents such that $S e_1 \cong S e_2$, and that $S e_3$ does not contain any direct sum of two nonzero mutually isomorphic left ideals. If $S e_1 \oplus S e_2$ contains no isomorphic image of $S e_3$, then $S e_3$ contains a nonzero central idempotent $z$ by [7, Lemma 3]. $S z$ does not contain any direct sum of two mutually isomorphic nonzero left ideals. Hence $S z$ contains no nonzero nilpotent element by [7, (S1)]. Thus $S z$ is strongly regular, contradicting the assumption. Therefore $S e_1 \oplus S e_2$ contains an isomorphic image of $S e_3$, as desired.

7.8. LEMMA. Let $S$ be a left continuous ring, and suppose that $S / N(S)$ satisfies the assumption of Theorem 7.1. Then $S$ itself also satisfies the assumption.

Proof. $1 = \sum_{i=1}^n \tilde{e}_i$, where $\tilde{e}_i$'s are orthogonal idempotents, and $n > 1$. By assumption each $S(1 - \tilde{e}_i)$ contains an isomorphic image $S f_i$ of $S \tilde{e}_i$. Since $S$ is regular by Lemma 4.1 we may suppose that $f_i$ is an idempotent for each $i$. By Corollary 4.12 we may assume that $e_i$'s are orthogonal idempotents with
1 = \sum_{i=1}^{n} e_i. Moreover, by Lemma 3.1 we may assume also that each \( f_i \) is an idempotent contained in \( S(1 - e_i) \). Since \( N(S) \) is the Jacobson radical of \( S \), the assumption \( S\hat{e_i} \cong S_f \) implies \( S\hat{e_i} \cong S_f \), completing the proof.

**Proof of Theorem 7.6.** \( S/N(S) \) is left continuous by Theorem 4.6. Hence \( S/N(S) \) is left self injective by [7, Corollary to Theorem 3]. Thus, \( S/N(S) \) satisfies the assumption of Theorem 7.1 by Lemma 7.7, whence \( S \) also satisfies the assumption by Lemma 7.8. Therefore \( S \) is left self injective by Theorem 7.1.

7.9. **Theorem.** A (left or right) primitive ring \( S \) is left self injective if (and only if) it is left continuous.

**Proof.** \( S \) is then semisimple, and hence is regular by Corollary 4.2. If \( S \) is strongly regular, it is a division ring since every idempotent of a strongly regular ring is central. If \( S \) is not strongly regular \( S \) does not contain any nonzero strongly regular ideals by [7, Corollary to Theorem 4]. Thus, it is left self injective by Theorem 7.6. This completes the proof.

As is known a ring with minimum conditions for left ideals and for right ideals is left self injective if and only if it is right self injective. In this case the ring is called a quasi-Frobenius ring. (See [1, Theorem 58.6].)

7.10. **Theorem.** A ring \( S \) with minimum conditions for left and right ideals is quasi-Frobenius if (and only if) it is continuous.

**Proof.** If \( A \) is a minimal left ideal of \( S \), then \( AS = \sum_{x \in S} Ax \) is a sum of minimal left ideals isomorphic to \( A \). This fact shows that every minimal ideal of \( S \) is contained in the left socle \( P \), and also that any homogeneous component of \( P \) is an ideal.

Denote by \( T \) the sum of minimal ideals, that is, the socle of the \((S, S)\)-module \( S \). Then \( P \supset T \) as we have seen. We shall show that \( P = T \). Let \( B \) be a nonzero ideal contained in a homogeneous component \( H \) of \( P \), and \( A_1 \) a minimal left ideal contained in \( B \). Let \( H = A_1 \oplus \cdots \oplus A_k \), each \( A_i \) being a minimal left ideal. By Condition 0.1, \( A_i \) has an essential extension \( Se_i, e_i = e_i^2, Se_i \cap Se_j = 0 \) for every \( j > 1 \). Now \( A_1 \) is isomorphic to \( A_j \), and the isomorphism can be extended to a homomorphism of \( Se_i \) into \( Se_j \) by Lemma 7.2, and hence is given by the right multiplication of an element of \( S \). Thus, \( A_j \subset A, S \subset B \) for any \( j > 1 \), whence \( B = H \). This shows that each homogeneous component \( H \) of \( P \) is a minimal ideal. Therefore \( T \supset P \), and \( T = P \). Similarly we can show that the right socle \( Q \) of \( S \) also coincides with \( T \). Thus, we have \( P = Q \).

Let \( e \) be a primitive idempotent. Then by Condition 1.3, \( Se \) is essential over every nonzero left ideal contained in it. Hence \( Se \cap P \) is a minimal left ideal. Since \( Qe = Pe = P \cap Se, Qe \) is minimal. Right-left symmetrically \( eP \) is a minimal right ideal. Thus \( S \) satisfies (ii) of [1, Theorem 58.6] by [1, Lemma 58.3]. Therefore \( S \) is quasi-Frobenius, completing the proof.
7.11. Remark. There is a left continuous ring which is not left self injective. See [7, Example 3]. The ring may be commutative, regular, and may have a minimal ideal.

8. Total matrix rings. Let $S$ be a ring, and denote the total matrix ring of degree $n$ over $S$ by $S_n$. Let $(e_{ij})$ be a system of matrix units: $S_n = \sum Se_{ij}$. The following two properties are well known:

8.1. $S_n$ is the endomorphism ring of the left module $e_{11}S_n$ over $e_{11}S_ne_{11}$ in the natural way.

8.2. The lattice $L$ of submodules of the left $e_{11}S_ne_{11}$-module $e_{11}S_n$ and the lattice $M$ of left ideals of $S_n$ are isomorphic under the following mutually reciprocal mappings:

$$ p: A (\in L) \to S_nA (\in M). $$

$$ q: B (\in M) \to e_{11}B (\in L). $$

We shall now show the following.

8.3. Theorem. A ring $S$ is left self injective if and only if so is the total matrix ring $S_n$.

Proof. Suppose first that $S$ is left self injective. Let $B$ be a left ideal of $S_n$: $B \in M$. By assumption $e_{11}S_ne_{11}$ ($\simeq S$) is left self injective, and so is the $e_{11}S_ne_{11}$-module $e_{11}S_n$ by [1, Theorem 57.3]. Hence $e_{11}B (\in L)$ has an essential extension $G$ which is a direct summand of the module $e_{11}S_n$. (See [1, Theorem 57.13, 57.9].) By 8.1 there is an idempotent $e$ such that $G = e_{11}S_ne_e$. Then $S_ne_e$ ($p(G)$) is essential over $B = pq(B) = p(e_{11}B)$ in view of 8.2. This proves that $S_n$ satisfies Condition 0.1.

To see that $S_n$ satisfies Condition 0.2 too, suppose that a left ideal $C$ of $S_n$ is isomorphic to $S_n/f$, $f = f^2$. Then there is an element $x \in S_n$ such that $S_nfx = C$ and $l(x) \cap S_nf = 0$. Thus the right multiplication of $x$ gives an isomorphism of $e_{11}S_nf$ onto $e_{11}C$. Since $e_{11}S_nf$ is a direct summand of the injective module $e_{11}S_n$, it is also injective, and hence $e_{11}C$ too is injective. Therefore $e_{11}C$ is a direct summand of $e_{11}S_n$, whence $e_{11}C = e_{11}S_ng$ for some idempotent $g \in S_n$. It follows then that $C = pq(C) = p(e_{11}C) = p(e_{11}S_ng) = S_ng$. This shows that $S_n$ fulfills Condition 0.2. Thus, $S_n$ is left continuous. Since $S_n$ is of order $n$, if $n > 1$, $S_n$ is left self injective by Corollary 7.5.

Suppose next that $S_n$ is left self injective, and we shall show that $S$ is left self injective. Let $D$ be a left ideal of $e_{11}S_ne_{11}$, and $v$ an $e_{11}S_ne_{11}$-homomorphism of $D$ into $e_{11}S_ne_{11}$. Consider the correspondence

$$ w: \sum x_id_i \to \sum x_i\nu(d_i) \quad \text{for } x_i \in S_n, d_i \in D. $$

If $\sum x_id_i = 0$, $\sum e_{1j}x_ie_{11}d_i = e_{1j}\sum x_id_i = 0$ for every $j$, and so

$$ 0 = \nu(\sum e_{1j}x_ie_{11}d_i) = \sum e_{1j}x_i\nu(d_i) = e_{1j}\sum x_i\nu(d_i), $$

whence $e_{jj}\sum x_i\nu(d_i) = 0$. 
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for every $j$. Thus, $\sum x_i v(d_i) = 0$, which implies that $w$ is a homomorphism. Since $S_n$ is left self injective, $w$ is given by the right multiplication of an element $y \in S_n$. It follows then that the right multiplication of $e_{11} ye_{11}$ is an extension of $v$, proving the left self injectivity of $e_{11} S_n e_{11}$ ($\approx S$). This completes the proof.

8.4. Corollary. Let $S$ be a ring. Then the following conditions are equivalent:

1. $S$ is left self injective.
2. The total matrix ring $S_n$ of degree $n$ is left continuous for some $n > 1$.
3. $S_n$ is left continuous for every $n$.

Proof. (1) implies (3) by Theorems 8.3 and 4.7. If we assume (2), $S_n$ for the $n$ is left self injective by Corollary 7.5, and hence $S$ itself is also left self injective by Theorem 8.3.
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