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Introduction. In this work a concrete nonlinear problem in the theory of elliptic partial differential equations is studied by the methods of functional analysis on Sobolev spaces. More specifically, let $G$ be a bounded domain in Euclidean $N$-space $\mathbb{R}^N$, and let $A$ be a formally self-adjoint linear elliptic differential operator of order $2m$ defined on $G$. Then we consider the boundary value problem

$$Au - \lambda f(u, x) = 0,$$

$$u|_{\partial G} = Du|_{\partial G} = \cdots = D^{m-1}u|_{\partial G} = 0,$$

where $\lambda$ is a real number and $f(t, x)$ is a real-valued function defined on $\mathbb{R}^1 \times G$ with $f(0, x) \equiv 0$.

If $f(u, x) = u$, the study of the boundary value problem (1) forms the foundation of the spectral analysis of $A$, a problem of great importance both in mathematics and its applications. If $f(u, x)$ does not depend on $u$ in a linear manner, one enters the relatively uncharted world of nonlinear functional analysis.

We shall be concerned with the existence of real-valued nontrivial solutions of (1), i.e. eigenfunctions. There are basically two different approaches to such nonlinear existence problems: first the methods of fixed point theory and other topological principles used with success in the study of elliptic partial differential equations since the pioneering work of S. Bernstein and J. Schauder; second the variational method, dating back to Gauss, Dirichlet and Riemann, and currently, in combination with the new methods of Sobolev spaces, undergoing a rapid development. Throughout this study we shall rely on this latter approach.

For second order operators $A$, one of the first treatments of boundary value problems of the type considered here was given by A. Hammerstein [17], in 1930, as an application of his study of nonlinear integral equations.

The approach used in this dissertation is based on a direct study of elliptic differential operators without recourse to integral equations and Green’s functions. By focusing attention on the so-called generalized solutions of (1), we are able to use a variety of Hilbert spaces in our study and to eliminate the auxiliary analytic machinery of a priori estimates, and smoothness properties on the domain $G$.

The following questions will occupy our attention in this study.

(i) (Existence Problem). Under what restrictions on the function $f(t, x)$ does...
the boundary value problem (1) possess a real-valued generalized eigenfunction with associated real eigenvalue \( \lambda \)?

(ii) Is there a generalized eigenfunction for (1) whose associated eigenvalue \( \lambda \) is the first eigenvalue for (1) in some sense?

(iii) (Regularity Problem). Under what condition on (1) is every generalized eigenfunction sufficiently smooth to be an eigenfunction for (1) in the classical sense?

(iv) What features of the boundary value problem (1) distinguish it from its linear analogue when \( f(u, x) = g(x)u \)?

(v) In the case of second order operators \( A \), what are the positivity properties of the generalized and classical eigenfunctions obtained? Can the above results be sharpened for ordinary differential equations? For bounded domains \( G \) in \( \mathbb{R}^2 \)?

The basic notations and results used throughout are summarized in §1. In §II we state the existence problem in full detail and show how its solution can be reduced to consideration of a certain operator equation in the Hilbert space \( \mathcal{H}^{2m}(G) \).

Tentative solutions of this operator equation are normalized, but not, as in the linear case, by the requirement that they be of norm 1. Rather, they lie on an “energy level” set \( \partial M_R \) in \( \mathcal{H}^{2m}(G) \). The study and definition of these sets are taken up in §III. From the point of view of the geometry of Banach spaces, the energy level \( \partial M_R \) is the boundary of a closed convex but unbounded set in \( \mathcal{H}^{2m}(G) \). Surprisingly however, \( \partial M_R \) is both weakly closed and bounded away from 0.

In §IV, the variational problem \( \inf a(u, u) \) over the energy level \( \partial M_R \) is considered, where \( a(u, v) \) is the associated Dirichlet form for the elliptic operator \( A \). This variational problem is solved by the direct method of the calculus of variations, and its solution is also a generalized eigenfunction for the boundary value problem (1). This method is a complete analogue of the linear case (cf. Riesz and Nagy [31]). The most important restriction on the function \( f(t, x) \) is a polynomial growth condition similar to that arising in the studies of Višik [37] and Browder [7].

By imposing natural smoothness restrictions on the boundary value problem (1) and retaining the growth condition on \( f(t, x) \) mentioned above, we show that any generalized eigenfunction of (1) is actually an eigenfunction in the classical sense. This is the main result of §V. Its proof is based on a powerful bootstrap procedure developed by F. E. Browder using the \( L_p \) regularity theory for nonhomogeneous linear elliptic differential equations.

The investigation of one distinctively nonlinear feature of (1) is the subject of §VI. In particular we study the dependence of the eigenvalue \( \lambda \), characterized in §IV, on the normalization constant \( R \). In sharp contrast to the linear situation, in many cases the set of numbers \( \{ \lambda(R) \mid 0 < R < \infty \} \) contains subsequences tending both to 0 and \( + \infty \).
In §VII, we sharpen the results on the existence problem. First, for second order operators $A$, we obtain a partial extension of the Courant Nodal Line Theorem to a nonlinear context. In case $2m > N$, we show the existence theorem of §IV holds without growth restrictions on $f(t, x)$ (cf. M. Golomb [15]). Finally for second order operators $A$, in $R^2$, we mention N. Levinson’s result [23] on exponential rates of growth for the function $f(t, x)$.

Previous studies of nonlinear eigenvalue problems fall into several categories. First, there are special studies for ordinary second order differential equations such as Nehari [27], Ljusternik [25] and Pimbley [30]. Secondly, there are general studies in abstract function spaces, of which the works Banach [3], Krein-Rutman [21], Golomb [15], Ljusternik [26] and Schaeffer [32] are representative. Some of the results obtained apply to partial differential equations but only at the cost of placing extremely strong restrictions on the function $f(t, x)$. For example in Golomb [15], $|f(t, x)|$ must be bounded above by a linear function in $t$. Finally there are studies directly applicable to partial differential equations. Representative works are Levinson [23], Vainberg [35], [36] and Duff [11]. The present work extends Levinson’s study from $R^2$ to $R^N$ and from the Laplace operator to a large class of elliptic operators of order $2m$. Further, by replacing a study of Green’s functions with Gårding’s inequality and Sobolev’s Imbedding Theorem we are able to fit Vainberg’s studies into a unified pattern.

In [11], Duff proves the existence of a real positive solution $u_1(u)$ for the second order boundary value problem

$$ Au - \lambda F(u, x) = 0, \quad F(u, x) \geq \delta > 0, $$

$$ u|_{\partial G} = g(x). $$

Our study gives conditions under which (2) has still another distinct real positive solution $u_2(x)$ with the same number $\lambda$, for setting $v(x) = u_2(x) - u_1(x)$, the equation

$$ Av - \lambda [F(v + u_1, x) - F(u_1, x)] = 0, $$

$$ v|_{\partial G} = 0, $$

is a boundary value problem of type (1).
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I. Preliminaries. In this section we set down the basic terminology and auxiliary results needed in the present study.

I.1. Domains in $R^N$. Let $G$ be a fixed bounded domain in Euclidean $N$-space,
$R^N$, with boundary $\partial G$ and closure $\bar{G} = G \cup \partial G$. A general point of $G$ will be denoted by $x = (x_1, \ldots, x_N)$. $G$ is said to be of class $C^m$, if the boundary $\partial G$ can be covered by a finite number of open sets, each admitting a representation of the form

$$x_k = g_k(x_1, x_2, \ldots, x_{k-1}, x_{k+1}, \ldots, x_N), \quad k = 1, \ldots, N,$$

where the functions $g_k$ have continuous derivatives of all orders up to and including order $m$. All functions defined on $G$ will be assumed to be real-valued. Integration over $G$ will always be taken with respect to Lebesgue $N$-dimensional measure.

1.2. Differential operators. We proceed to discuss differential operators defined on $G$. (All derivatives are taken in the generalized sense of L. Schwartz [33].) The following notation is very convenient: the elementary differential operators are written $D_j = \partial_i \partial x_j$ $(1 \leq j \leq N)$ and for any $N$-tuple of nonnegative integers $\alpha = (\alpha_1, \alpha_2, \ldots, \alpha_N)$, the corresponding differential operator of order $|\alpha| = \alpha_1 + \alpha_2 + \ldots + \alpha_N$ is written $D^\alpha = D_1^{\alpha_1}D_2^{\alpha_2} \ldots D_N^{\alpha_N}$.

Thus, in this notation, a general real linear differential operator of order $2m$ is written: $Au = \sum_{|\alpha| \leq 2m} a_\alpha(x)D^\alpha u$, where $a_\alpha(x)$ are real-valued functions defined on $G$. The formal adjoint $A^1$ of $A$ is defined as the differential operator $A^1u = \sum_{|\alpha| \leq 2m} D^\alpha[a_\alpha(x)u]$. If the differential operators $A$ and $A^1$ are identical $A$ is called formally self-adjoint. An operator $A$ is said to be in divergence form, if it can be written $Au = \sum_{|\alpha|, |\beta| \leq m} D^\alpha[a_{\alpha\beta}(x)D^\beta u]$. In particular, if $a_{\alpha\beta}(x) = a_{\beta\alpha}(x)$, $A$ is formally self-adjoint.

It is useful to classify differential operators by their properties which remain invariant under differentiable coordinate transformations $x = (x_1, \ldots, x_N) \rightarrow x' = (x'_1, \ldots, x'_N)$. For linear differential operators $A$, the so-called homogeneous characteristic form, having simple transformation properties, is a valuable classifying device.

The homogeneous characteristic form of $A$ is the multinomial $a(x, \xi) = \sum_{|\alpha| = 2m} a_\alpha(x)\xi^\alpha$, where $\xi = (\xi_1, \xi_2, \ldots, \xi_N)$ is an $N$-vector of real indeterminates $\xi_1, \ldots, \xi_N$, and $\xi^\alpha = \xi_1^{\alpha_1}\xi_2^{\alpha_2} \ldots \xi_N^{\alpha_N}$. Properties of $a(x, \xi)$ invariant under nonsingular real linear transformations are invariant under all differentiable coordinate transformations. Thus, we say the linear differential operator $A$ is elliptic in $G$ if $a(x, \xi) \neq 0$ for any $x \in G$, and any nonzero $\xi \in R^N$. The linear differential operator $A$ is uniformly elliptic in $G$, if there is a constant $c_0 > 0$, such that $a(x, \xi) \geq c_0 |\xi|^{2m}$ for any $x \in G$ and all $\xi \in R^N$, where $|\xi| = (\xi_1^2 + \ldots + \xi_N^2)^{1/2}$ is the length of the real $N$-vector $\xi$.

1.3. Function spaces. Our study of elliptic differential operators will be expressed in the language of functional analysis. In particular, three special classes of Banach spaces enter the theory of elliptic differential equations in a natural manner. (We recall a Banach space is a normed vector space, complete with respect to the norm.)

(1) $C^m(G)$ spaces. (a) $C^m(G)$ is the collection of functions $u(x)$, such that $u$ and all its derivatives of order $\leq m$ are defined and continuous on $G$. 
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(b) $C^m(G)$ is the collection of functions in $C^m(G)$ such that $D^a u$ for $|a| \leq m$ are uniformly bounded on $G$. $C^m(G)$ is a Banach space with respect to the norm $\| u \| = \sum_{|a| \leq m} \sup_G |D^a u(x)|$.

(c) $C^m_0(G)$ is the collection of functions in $C^m(G)$ which vanish outside a compact subset of $G$.

If $m > l$, $C^l(G) \subset C^m(G)$ in the sense that each function $u(x)$ in $C^m(G)$ is also in $C^l(G)$, and convergence with respect to the $C^m(G)$ norm implies convergence with respect to the $C^l(G)$ norm. Further, the Arzela-Ascoli theorem shows any bounded set in $C^m(G)$ is a precompact subset of $C^l(G)$. Thus the imbedding $C^m(G) \to C^l(G)$ is a compact linear transformation which is one-to-one.

We formalize the notion of imbedding as follows. Let $X$ and $X_1$ be two Banach spaces; then $X$ is imbedded in $X_1$ (we write $X \subset X_1$) if: (1) every element $y \in X$ is also an element of $X_1$, and (2) every strongly convergent sequence in $X$ is also a strongly convergent sequence in $X_1$. Thus the imbedding operator $i: X \to X_1$ defined by $i(y) = y$ is a continuous linear mapping between two Banach spaces and hence bounded, i.e. there is a positive number $k$ such that $\| y \|_{X_1} \leq k \| y \|_X$, for all $y \in X$. The imbedding $X \to X_1$ is compact if the linear operator $i$ is compact.

(2) $C^m,y(G)$ spaces (Hölder spaces). (a) A function $u(x)$ defined on $G$ is said to satisfy a Holder condition with exponent $\gamma$ ($0 < \gamma < 1$), if there is a positive constant $k$ such that $|u(x) - u(y)| \leq k |x - y|^{\gamma}$ for any $x, y \in G$.

(b) $C^{m,y}(G)$ is the collection of functions in $C^m(G)$ whose derivatives of all orders $\leq m$ satisfy a Hölder condition of exponent $\gamma$. $C^{m,y}(G)$ is a Banach space with respect to the norm

$$\| u \| = \| u \|_{C^m(G)} + \sum_{|a| \leq m} \sup_{x, y \in G} \left\{ \frac{|D^a u(x) - D^a u(y)|}{|x - y|^{\gamma}} \right\}.$$

We note that $C^{m,y}(G) \subset C^m(G)$, and again, by the Arzela-Ascoli theorem the imbedding $C^{m,y}(G) \to C^m(G)$ is compact.

The subject of elliptic differential equations based on functional analysis and the $C^{m,y}(G)$ spaces was first extensively studied by the Polish mathematician J. Schauder, in the decade prior to the Second World War.

(3) $W_p^m(G)$ spaces (Sobolev spaces). First, we define the Lebesgue spaces $L_p(G) \equiv L_p^0(G)$, $1 \leq p < \infty$. (a) $L_p(G)$ is the collection of equivalence classes a.e. of functions $u(x)$ defined on $G$ such that $\int_G |u(x)|^p < \infty$, for fixed $p$ with $1 \leq p < \infty$. $L_p(G)$ is a Banach space with respect to the norm $\| u \|_p = \int_G |u(x)|^p$ ($1 \leq p < \infty$).

(b) $L_2(G)$ is a Hilbert space (i.e. a vector space with inner product, complete with respect to the norm $\| u \| = \sqrt{(u,u)}$ with respect to the inner product $(u,v) = \int_G u(x)v(x)$. For $1 < p < \infty$, $L_p(G)$ is a separable reflexive Banach space, with conjugate space $L_{q}(G)$, where $1/p + 1/q = 1$. Further if $u \in L_p(G)$ and $v \in L_q(G)$ then by Hölder's Inequality $uv$ is integrable over $G$, and
If $G$ is a bounded domain and $1 \leq p_1 \leq p < \infty$, $L_p(G) \subset L_{p_1}(G)$. Hence
$$\| u \|_{L_{p_1}(G)} \leq k_{p_1} \| u \|_{L_p(G)}, \text{ for all } u \in L_p(G).$$

(c) $W_p^m(G)$ is the collection of functions on $L_p(G)$ such that $D^k u$, for all $|\alpha| \leq m$, again lies in $L_p(G)$. $W_p^m(G)$ is a Banach space with respect to the norm
$$\| u \|_{p,p} = \sum_{|\alpha| \leq m} \| D^\alpha u \|_{L_p(G)}.$$

(d) $W_2^m(G)$ is a Hilbert space with respect to the inner product
$$\langle u, v \rangle_{m,2} = \sum_{|\alpha| \leq m} (D^\alpha u, D^\alpha v)_{L_2(G)}.$$

(e) $W_2^m(G)$ is the closure of $C_0^\infty(G)$ in $W_2^{(m)}(G)$. $W_2^m(G)$ is a closed linear subspace of $W_2^{(m)}(G)$, and thus can be regarded itself as a Hilbert space.

1.4. Sobolev's Imbedding Theorem and Corollaries. The following basic result, known as Sobolev's Imbedding Theorem, gives conditions under which $W_p^m(G)$ can be imbedded in various Banach spaces in a continuous and, sometimes compact manner.

**Theorem 1.4.1 (Sobolev-Kondrachov).** Suppose $G$ is a bounded domain of class $C^1$ in $\mathbb{R}^n$. Then

(i) $W_p^p(G) \subset W_r^r(G)$, for any number $r$, satisfying the relation
$$\frac{1}{p} - \frac{(m-j)}{N} \leq \frac{1}{r} \leq \frac{1}{p^*}.$$

Hence there is a number $k_1 > 0$ such that
$$\| u \|_{r,r} \leq k_1 \| u \|_{m,p}, \quad \text{for any } u \in W_p^m(G).$$

The imbedding is compact if $1/p - (m-j)/N < 1/r \leq 1/p$.

(ii) $W_p^r(G) \subset C^1(G)$, for any number $j$, satisfying the relation
$$\frac{1}{p} - \frac{m-j}{N} < 0.$$

Hence there is a number $k_2 > 0$ such that
$$\| u \|_{C^1(G)} \leq k_2 \| u \|_{m,p}, \quad \text{for any } u \in W_p^m(G).$$

The imbedding is compact.

(iii) $W_p^r(G) \subset C^{j,r}(G)$ for any numbers $j, r$ satisfying the relation
$$\frac{1}{p} - \frac{m-j-r}{N} < 0.$$

This imbedding is also compact.
For the proof of this result we refer to Browder [5] and Nirenberg [28]. For our purposes the following corollary to Sobolev's Imbedding Theorem is particularly important.

**Corollary 1.4.1.** Let $G$ be a bounded domain of class $C^1$ in $R^N$. Then $W_p^m(G) \subset L_r(G)$ for any $r$ satisfying the relation, $1 \leq r \leq Np/(N - mp)$. In this case, there is a constant $k_3 > 0$ such that

$$\| u \|_{L_r(G)} \leq k_3 \| u \|_{m,p} \quad \text{for all} \quad u \in W_p^m(G).$$

This imbedding is compact if $1 \leq r < Np/(N - mp)$. In case $N \leq mp$, the imbedding is compact for any $r$, $1 \leq r < \infty$.

The following results show how new inequalities can be derived from the properties of imbedding mappings.

**Lemma 1.4.2.** Let $X_1, X_2, X_3$ be three Banach spaces such that $X_1 \subset X_2 \subset X_3$. Suppose the imbedding $X_1 \rightarrow X_2$ is compact. Then given any $\varepsilon > 0$, there is a $K(\varepsilon) > 0$ such that for all $y \in X_1$

$$\| y \|_{X_2} \leq \varepsilon \| y \|_{X_1} + K(\varepsilon) \| y \|_{X_3}.$$  

**Proof.** (Lions [24]). Assume the inequality is false. Thus there is a sequence $\{y_n\}$ in $X_1$ such that $\| y_n \|_{X_2} \geq \varepsilon \| y_n \|_{X_1} + n \| y_n \|_{X_3}$. Setting $v_n = y_n/\| y_n \|_{X_1}$, we obtain

$$\| v_n \|_{X_2} = 1 \quad \text{and} \quad \| v_n \|_{X_3} \geq \varepsilon + n \| v_n \|_{X_3}.$$  

By the properties of the imbeddings $X_1 \subset X_2 \subset X_3$, there is a subsequence of $v_n$, which we label $v_n$, such that $v_n \rightarrow v$ strongly in $X_2$ and $X_3$. On the other hand, using (1) we must have both $\| v \|_{X_3} = 0$ and $\| v \|_{X_2} \geq \varepsilon > 0$, a contradiction.

**Lemma 1.4.3.** Let $G$ be a bounded domain in $R^N$. Then for any $\varepsilon > 0$, there is a $K(\varepsilon) > 0$, such that for all $u \in W_2^{2m}(G)$

$$\| u \|_{L_2(G)} \leq \varepsilon \| u \|_{W_2^{nm}(G)} + K(\varepsilon) \| u \|_{L_1(G)}.$$  

**Proof.** As we are considering functions $u(x) \in W_2^{2m}(G)$, without loss of generality we may assume $G$ is of class $C^1$. Thus by Sobolev's Imbedding Theorem the imbedding $W_2^{2m}(G) \rightarrow L_2(G)$ is compact for any integers $m, N$. Further as $G$ is a bounded domain, $L_2(G) \subset L_1(G)$. Hence the required result follows from Lemma 1.4.2, by setting $X_1 = W_2^{2m}(G)$, $X_2 = L_2(G)$, $X_3 = L_1(G)$.

**1.5. Elementary facts concerning Banach and Hilbert spaces.** Two general notions of convergence will be useful: (1) $y_n \rightarrow y$ strongly in a Banach space $X$ if $\| y_n - y \|_X \rightarrow 0$ as $n \rightarrow \infty$, and (2) $y_n \rightarrow y$ weakly in a Banach space $X$ if $l(y_n) \rightarrow l(y)$ as $n \rightarrow \infty$, for every bounded linear functional $l$ defined on the space $X$. If $y_n \rightarrow y$ weakly in a Banach space $X$, and $X \rightarrow X_1$ is a compact imbedding, then $y_n \rightarrow y$ strongly in the Banach space $X_1$. 
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We note the following facts concerning weak convergence in the Banach space $X$:
(a) weak limits are unique; (b) if $y_n \to y$ weakly in $X$, then the set of $X$-norms of the sequence $\{y_n\}$ is uniformly bounded; (c) if $X$ is a separable, reflexive Banach space, any set of elements in $X$, with uniformly bounded $X$-norms, is weakly precompact.

(d) Riesz Representation Theorem. Let $l(y)$ be a bounded linear functional defined on the Hilbert space $H$. Then $l(y)$ has the unique representation $l(y) = (y,z)_H$, where $z$ is a fixed element of $H$.

1.6. Operators in Banach and Hilbert spaces. Two types of operators mapping the Banach space $X_1$ into the Banach space $X_2$ arise in the present work.
(a) Nonlinear composition operators. $B u = f(u)$, where $f(t)$ is a real-valued continuous function on $\mathbb{R}^1$, and the Banach spaces $X_1$ and $X_2$ are considered as spaces of real-valued functions.
(b) Linear elliptic differential operators $A$. We shall show that many elliptic differential operators $A$ of order $2m$ can be uniquely associated with a bounded linear operator $A$ mapping $W^{2m}_2(G)$ into itself.

The following standard definitions are convenient. Let $B$ be an operator from the Banach space $X_1$ into the Banach space $X_2$; then $B$ is continuous if it maps strongly convergent sequences in $X_1$ into strongly convergent sequences in $X_2$, $B$ is bounded if it maps bounded sets in $X_1$ into bounded sets in $X_2$, $B$ is uniformly continuous if for every number $\varepsilon > 0$ there is a $\delta > 0$ such that $\|y - \tilde{y}\|_{X_1} < \delta$ implies $\|B y - B \tilde{y}\|_{X_2} < \varepsilon$, $B$ is compact if $B$ maps every bounded set in $X_1$ into a precompact set in $X_2$. A functional is an operator, not necessarily linear, defined on a Banach space $X_1$ with range in the real numbers $\mathbb{R}^1$. A functional $F$ is called weakly continuous if $F$ maps weakly convergent sequences in $X_1$, into convergent sequences of real numbers.

Let $f(t,x)$ be a real-valued function defined on $\mathbb{R}^1 \times G$, continuous in both the $t$ and $x$ variables. Denote by $B$ the operator defined on the set of real-valued functions $u(x)$ on $G$ by

$$Bu(x) = f(u(x),x).$$

We note that $B$ maps measurable functions on $G$ into measurable functions on $G$. Further $B$ maps $C(G)$ into itself. The following result, due to M. Vainberg [34], gives conditions under which $B$ maps $L_p(G)$ into $L_{p_2}(G)$ in a continuous and bounded manner, without imposing additional smoothness properties on the function $f(t,x)$.

**Theorem 1.6.1 (Vainberg).** Suppose the operator $B(u(x)) = f(u(x),x)$ maps the space $L_p(G)$ into the space $L_{p_2}(G)$. Then the operator $B$ is a continuous and bounded mapping if and only if the function $f(t,x)$ satisfies the growth condition

$$|f(t,x)| \leq A + k |t|^{p_2/p_1}$$

for all $u \in G$, $t \in \mathbb{R}^1$,

where $A$ and $k$ are positive constants.
For the proof of this result we refer to Vainberg’s paper [34].

We turn now to the second class of operators considered here, linear elliptic differential operators. The following definitions will be convenient. Let \( \mathcal{A} \) be a bounded linear mapping of a real Hilbert space \( H \) into itself. \( \mathcal{A} \) is self-adjoint if \( \langle \mathcal{A}u, v \rangle_H = \langle u, \mathcal{A}v \rangle_H \) for all \( u, v \in H \). \( \mathcal{A} \) is semi-bounded if there is a constant \( c_0 \) such that \( \langle \mathcal{A}u, u \rangle_H \geq c_0 \langle u, u \rangle_H \) for all \( u \in H \). \( \mathcal{A} \) is positive definite if \( \mathcal{A} \) is semi-bounded and the constant \( c_0 \) is positive.

We now sketch a well-known procedure which associates a linear elliptic differential operator \( A \) uniquely to a bounded linear operator \( \mathcal{A} \) in a Hilbert space \( H \) (cf. II.3).

Let \( A \) be a linear elliptic differential operator of order \( 2m \) defined on a bounded domain \( G \). Suppose \( A \) can be written in the divergence form

\[
Au = \sum_{|\alpha|,|\beta| \leq m} D^\alpha(a_{\alpha\beta}(x)D^\beta u)
\]

where \( a_{\alpha\beta}(x) \) are real-valued uniformly bounded functions defined on \( G \). Associated with \( A \) is the Dirichlet form \( a(u,v) \) defined for all \( u, v \in W^{2m}(G) \) by

\[
a(u,v) = \sum_{|\alpha|,|\beta| \leq m} \int_G a_{\alpha\beta}(x)D^\alpha u D^\beta v.
\]

Using Schwarz’s inequality and the uniform boundedness of the coefficients \( a_{\alpha\beta}(x) \) we conclude

\[
|a(u,v)| \leq k \| u \|_{m,2} \| v \|_{m,2}.
\]

Thus \( a(u,v) \) is a bilinear bounded functional on \( W^{2m}(G) \). Thus by the Riesz representation theorem there is a bounded linear operator \( \mathcal{A} \) mapping \( W^{2m}(G) \) into itself such that

\[
\langle \mathcal{A}u, v \rangle = a(u,v).
\]

Examples. (a) If \( A \) is formally self-adjoint, i.e. \( a_{\alpha\beta}(x) = a_{\beta\alpha}(x) \), \( \mathcal{A} \) is a self-adjoint operator in \( W^{2m}(G) \). (b) Let \( A_0 = \sum_{|\alpha| \leq m} D^\alpha D^\alpha \). Differentiation by parts shows for functions \( u \) in \( W^{2m}(G) \), \( \langle A_0u, u \rangle_{L^2(G)} = \langle u, u \rangle_{W^{2m}(G)} \). Thus in the Hilbert space \( W^{2m}(G) \), there is a positive definite operator \( \mathcal{A}_0 \) uniquely associated with \( A_0 \).

The following important result allows us to establish the semi-boundedness of a large class of uniformly elliptic operators.

**Theorem 1.6.2 (Gårding’s Inequality).** Suppose \( G \) is a bounded domain in \( \mathbb{R}^N \), and \( A \) is a real uniformly elliptic linear differential operator of order \( 2m \) with uniformly bounded coefficients and uniformly continuous top order terms; then there are constants \( c_1 > 0 \) and \( c_2 \geq 0 \) such that for all \( u \in W^{2m}(G) \)

\[
a(u,u) \geq c_1 \| u \|_{W^{2m}}^2 - c_2 \| u \|_{L^2(G)}^2.
\]

For a proof of this result we refer to the paper of Gårding [13].

II. The eigenvalue problem and its associated operator equation. In this section we state the basic problem of our study and show its equation can be reduced to the solution of an operator equation in the Hilbert space \( W^{2m}(G) \).

II.1. The boundary value problem. We shall consider the boundary value problem
\[ Au - \lambda f(u, x) = 0, \]

(II.1.1)

\[ u \Big|_{\partial G} = Du \Big|_{\partial G} = \cdots = D^{m-1}u \Big|_{\partial G} = 0, \]

where (a) \( G \) is a fixed bounded domain in \( \mathbb{R}^N \), (b) \( A \) is a formally self-adjoint uniformly elliptic real linear operator of order \( 2m \) with uniformly bounded measurable coefficients and top order terms uniformly continuous (\( A \) is assumed to be given in the divergence form \( Au = \sum_{|\alpha|, |\beta| \leq m} D^\alpha(a_{\alpha\beta}(x)D^\beta u) \)), (c) \( \lambda \) is a real number, and (d) \( f(t, x) \) is a real-valued function defined on \( \mathbb{R}^1 \times G \), jointly continuous in the \( t \) and \( x \) variables, with the following properties:

1. \( f(0, x) \equiv 0. \)
2. \( tf(t, x) > 0 \) (\( t \neq 0 \)) for all \( x \in G. \)
3. \( f(-t, x) = -f(t, x). \)
4. \( f(t, x) \) is a nondecreasing function of \( t \) for fixed \( x. \)
5. For some fixed \( x_0 \in G \) and some positive constant \( k \) and all \( x \in G, \)
   \( f(t, x) \geq kf(t, x_0) > 0 \) for \( t > 0. \)
6. (Polynomial growth condition.) \( |f(t, x)| \leq a + k_1 |t|^p \) for all \( (t, x) \in \mathbb{R}^1 \times G, \)
   where \( a, k_1 \) are nonnegative constants and \( \rho = \rho(m, N), \) i.e. \( \rho \) depends on the order of the operator \( A \) and the dimension of the Euclidean space \( \mathbb{R}^N \) containing \( G. \)

If \( f(t, x) \) is analytic in \( t, f(t, x), \) for each \( x, \) reduces to a polynomial in \( t \)
with terms of odd degree and coefficients \( b_k(x), \) i.e. \( f(t, x, t^\ell + 1) \text{ where } (2l + 1) \leq \rho(m, N). \)
We shall call the family of functions \( f(t, x) \) which satisfy all conditions of (II.1 (d) \( \mathcal{F}(\rho), \) where this family is indexed by the exponent \( \rho \) occuring in the polynomial growth condition.

In many special circumstances the conditions defining \( \mathcal{F}(\rho) \) can be greatly reduced; we shall make special note of such circumstances as they arise. We note that property 4 is motivated by physical considerations (cf. Duff [11]).

II.2. Classical and generalized eigenfunctions. Recent studies of nonlinear elliptic partial differential equations (cf. Browder [7], [8] and Ladyzenskaya [22]) have shown the advantage to be gained by broadening the meaning of equation (II.1.1) to allow solutions that are not necessarily smooth enough to satisfy (II.1.1) in an exact sense. Thus we make the following definitions.

**Definition II.2.1.** A classical solution of the boundary value problem (II.1.1) is a function \( u(x) \) with the following properties: (1) \( u(x) \in C^{2m}(G), \) (2) \( u(x) \in C^{m-1}(\partial G), \)
(3) \( u(x) \) satisfies the equation \( Au - \lambda f(u, x) = 0 \) in \( G, \) as well as the boundary values \( u(x) \Big|_{\partial G} = Du(x) \Big|_{\partial G} = \cdots = D^{m-1}u(x) \Big|_{\partial G} = 0 \) at each point \( x \) of \( \partial G. \)

**Definition II.2.2.** A generalized solution of the boundary value problem (II.1.1) is a function \( u(x) \) with the following properties: (1) \( u(x) \in \mathcal{W}_{2}^{(m)}(G) \) and
(2) \( \sum_{|\alpha|, |\beta| \leq m} \int_G a_{\alpha\beta}(x)D^\alpha u D^\beta v = \lambda \int_G f(u, x)v, \) for all functions \( v(x) \in \mathcal{W}_{2}^{(m)}(G). \)

Differentiation by parts shows that every classical solution of (II.1.1) is a generalized solution. The converse is, in general, not true. The following lemma gives a partial converse.
**Lemma II.2.1.** Suppose \( u(x) \) is any generalized solution of the boundary value problem (II.1.1). Suppose in addition that \( u(x) \in C^{m-1}(G) \cap C^{2m}(G) \) and \( G \) is of class \( C^m \); then \( u(x) \) is a classical solution of (II.1.1).

We postpone the proof of this lemma to §V, where the discussion of the regularity of generalized solutions is systematically investigated.

The boundary value problem (II.1.1) always has a classical solution, namely the trivial one, \( u(x) \equiv 0 \) in \( G \). The following definitions focus attention on non-trivial solutions.

**Definition II.2.3.** A classical eigenfunction for (II.1.1) is a classical solution of (II.1.1) such that \( u(x) \neq 0 \) in \( G \).

**Definition II.2.4.** A generalized eigenfunction for (II.1.1) is a generalized solution of (II.1.1) such that \( w(x) \neq 0 \), apart from a set of measure 0, in \( G \).

**II.3. The operator equation.** A special feature of generalized solutions is the fact that they are often expressible as solutions of an operator equation in a Hilbert space, or more generally, in a reflexive, separable Banach space. Indeed, the following result holds in the present situation.

**Theorem II.3.1.** Suppose the function \( f(t,x) \) is a member of the class \( \mathcal{F}(\rho) \), where

\[
\begin{align*}
0 \leq \rho &< \frac{N+2m}{N-2m}, \quad N > 2m, \\
0 \leq \rho &< \infty, \quad N \leq 2m.
\end{align*}
\]

Then the generalized solutions of the boundary value problem (II.1.1) are identical with the solutions of the operator equation \( \mathcal{A}u - \lambda Bu = 0 \) defined on the Hilbert space \( \mathcal{H}^{m}(G) \), where \( \mathcal{A} \) is a self-adjoint bounded linear operator mapping \( \mathcal{H}^{m}(G) \) into itself and \( B \) is a continuous, compact, not necessarily linear, mapping of \( \mathcal{H}^{m}(G) \) into itself with \( B(0) = 0 \).

The proof of this theorem is based on the following two lemmas.

**Lemma II.3.2.** Let \( A \) be an elliptic differential operator of order \( 2m \) defined on \( G \) with the properties described in II.1 (b). Then for any \( u, v \in \mathcal{H}^{m}(G) \),

\[
a(u,v) = \langle \mathcal{A}u, v \rangle_{m,2} \quad \text{(cf. I.3)}
\]

where \( \mathcal{A} \) is a self-adjoint bounded linear mapping of \( \mathcal{H}^{m}(G) \) into itself. Further there are constants \( c_1 > 0 \) and \( c_2 \geq 0 \) such that for all \( u \in \mathcal{H}^{m}(G) \)

\[
\langle \mathcal{A}u, u \rangle_{m,2} \geq c_1 \| u \|_{m,2}^2 - c_2 \| u \|_{0,2}^2.
\]

**Proof.** We write \( a(u,v) = \sum_{|\alpha|,|\beta| \leq m} \int_G a_{\alpha\beta}(x) D^\alpha u D^\beta v \). Let \( M \) be the uniform bound of the coefficients \( a_{\alpha\beta}(x) \). Hence by Schwarz’ s inequality

\[
|a(u,v)| \leq M \| u \|_{m,2} \| v \|_{m,2}.
\]

Thus, for any \( u, v \in \mathcal{H}^{m}(G) \), \( a(u,v) \) defines a bounded bilinear functional
on the Hilbert space \( W^{2m}(G) \). Thus by the Riesz representation theorem, there is a uniquely defined bounded linear operator \( A \) mapping \( W^{2m}(G) \) into itself and such that \( a(u,v) = \langle Au, v \rangle_{m,2} \). As \( A \) is formally self-adjoint, \( a(u,v) \) is symmetric and as \( a(u,v) = \langle Au, v \rangle_{m,2} \), \( A \) is self-adjoint. The final inequality is an immediate consequence of Gårding's inequality, Theorem 1.6.2.

**Lemma II.3.3.** Suppose the function \( f(t,x) \) is a member of the class \( \mathfrak{F}(\rho) \), where

\[
0 \leq \rho < \frac{N + 2m}{N - 2m} \quad \text{if } N > 2m,
\]

\[
0 \leq \rho < \infty \quad \text{if } N \leq 2m.
\]

Then \( \int_a f(u,x)v = \langle Bu, v \rangle_{m,2} \) for any \( u, v \in W^{2m}(G) \), where \( B \) is a compact, continuous, not necessarily linear, mapping of \( W^{2m}(G) \) into itself. Further, the form \( \langle Bu, v \rangle_{m,2} \) is a weakly continuous function of the elements \( u, v \).

**Proof.** As \( f(t,x) \) is continuous on \( R^1 \times G \) for any \( u, v \in W^{2m}(G) \), \( f(u,x)v \) is a measurable function on \( G \). To show \( f(u,x)v \) is integrable over the bounded domain \( G \), it is necessary to show that it is bounded in absolute value by an integrable function. Indeed by the polynomial growth condition on \( f(t,x) \), the function \( |f(u,x)v| \) is dominated by the function \( a |v| + k_1 |u|^\rho |v| \) a.e. in \( G \), and, as \( G \) is a bounded domain,

\[
\int_G (a |v| + k_1 |u|^\rho |v|) \leq a \|v\|_{L^1(G)} + k_1 \| u^\rho \|_{L^r(G)} \|v\|_{L^r(G)}
\]

for suitable \( r \) and \( r' \). To insure this latter expression is finite we must choose \( r \) and \( \rho \) in accordance with the corollary of Sobolev’s Imbedding Theorem. It suffices to choose \( \rho < (N+2m)/(N-2m) \) if \( N>2m \) or any positive finite number if \( N \leq 2m \). In this case, (1) is finite by Hölder’s inequality, for then \( 1 < r < 2N/(N-2m) \) if \( N > 2m \) and \( 1 < r < \infty \) otherwise.

Now \( \int_a f(u,x)v \) defines a linear functional on \( W^{2m}(G) \) in \( v \), which we denote by \( I(v) \). Using the polynomial growth condition on \( f(t,x) \) and Hölder’s inequality, we write, by virtue of Sobolev’s Imbedding Theorem \( |I(v)| \leq g(\|u\|_{m,2}) \|v\|_{m,2} \) where \( g(r) \) is a continuous monotone increasing function of the nonnegative variable \( r \). Thus \( I(v) \) defines a bounded linear functional on the Hilbert space \( W^{2m}(G) \) and by the Riesz representation theorem \( I(v) = \langle z, v \rangle_{m,2} \) for some fixed \( z \in W^{2m}(G) \). We now define an operator \( B \) as follows:

\[
Bu = z, \quad \text{where } I(v) = \int_G f(u,x)v = \langle z, v \rangle_{m,2}.
\]

Thus \( B \) is a well-defined mapping of \( W^{2m}(G) \) into itself.

We proceed now to show that \( B \) is a continuous, compact operator. Since \( W^{2m}(G) \) is a Hilbert space, it suffices to show that \( B \) maps weakly convergent
sequences in $W^{(m)}_2(G)$ into strongly convergent sequences in $W^{(m)}_2(G)$. To this end, let $u_n \rightarrow u$ weakly in $W^{(m)}_2(G)$; hence $u \in W^{(m)}_2(G)$ and

$$
\| Bu_n - Bu \|_{m,2} = \sup_{\| v \|_{m,2} \leq 1} \langle Bu_n - Bu, v \rangle_{m,2}
$$

(2)

$$
= \sup_{\| v \|_{m,2} \leq 1} \int_G (f(u_n,x) - f(u,x))v.
$$

We show this latter expression tends to 0 as $n \rightarrow \infty$.

**Case I** ($N > 2m$). Using the corollary of Sobolev’s Imbedding Theorem and Hölder’s inequality with $p = 2N/(N + 2m)$ and $q = 2N/(N - 2m)$, we obtain from (2)

$$
\sup_{\| v \|_{m,2} \leq 1} \int_G (f(u_n,x) - f(u,x))v \leq K \| f(u_n,x) - f(u,x) \|_{L_{2N/(N + 2m)}}
$$

where $K$ is a positive constant independent of $v \in W^{(m)}_2(G)$. By the hypothesis of the lemma there is an $\varepsilon > 0$ such that $f(t,x) \in \mathcal{F}(\rho)$ and $(1 + \varepsilon)\rho = (N + 2m)/(N - 2m)$. Set $(1 + \varepsilon)\rho = 2N/(N - 2m)$. Then by Sobolev’s Imbedding Theorem the imbedding $i: W^{m}_2(G) \rightarrow L_\rho$ is compact and by Vainberg’s theorem the mapping $\tilde{f}: L_\rho \rightarrow L_{2N/(N + 2m)}$ is continuous, where $\tilde{f}(u) = \int [u(x),x]$. Thus the mapping $\tilde{f}: W^{m}_2(G) \rightarrow L_{2N/(N + 2m)}$ is continuous and compact. As $u_n \rightarrow u$ weakly in $W^{(m)}_2(G)$ the expression on the right-hand side of (3) tends to 0, as $n \rightarrow \infty$, as required.

**Case II** ($N \leq 2m$). We follow the same procedure as in Case I. Using the corollary of Sobolev’s Imbedding Theorem and Hölder’s inequality with any $p$, $1 < p < \infty$, and $1/q = 1 - 1/p$, we obtain from (2)

$$
\sup_{\| v \|_{m,2} \leq 1} \int_G \left[ f(u_n,x) - f(u,x) \right]v \leq K \| f(u_n,x) - f(u,x) \|_{L_p}
$$

where $K$ is a constant independent of $v \in W^{(m)}_2(G)$. By the hypothesis of the lemma, $f(t,x)$ is in some class $\mathcal{F}(\rho), 0 < \rho < \infty$. Choose $p$ so that $pp > 1$. Thus as in Case I the mapping $\tilde{f}: W^{m}_2(G) \rightarrow L_{pp}(G) \rightarrow L_p(G)$ is continuous and compact. Hence the expression on the right-hand side of (4) tends to 0, as $n \rightarrow \infty$, as required.

To complete the lemma we show $\langle Bu,v \rangle_{m,2}$ is a weakly continuous function of the elements $u,v \in W^{(m)}_2(G)$. Let $u_n \rightarrow u, \ v_n \rightarrow v$ weakly in $W^{(m)}_2(G)$. Then by Schwarz’s inequality

$$
\left| \langle Bu_n,v_n \rangle_{m,2} - \langle Bu,v \rangle_{m,2} \right| = \left| \langle Bu_n - Bu,v_n \rangle_{m,2} - \langle Bu,v - v_n \rangle_{m,2} \right|
$$

\[ \leq \| v_n \|_{m,2} \| Bu_n - Bu \|_{m,2} + \| Bu,v - v_n \|_{m,2}. \]

As $v_n \rightarrow v$ weakly in $W^{(m)}_2(G)$, and $B$ maps weakly convergent sequences into strongly convergent sequences, this latter expression tends to 0 as $n \rightarrow \infty$, as required.

**Proof of Theorem II.3.1.** Let $u(x)$ be any generalized solution of the boundary
value problem (II.1.1); then \( a(u, v) - \lambda \int_G f(u, x)v = 0 \) for any \( v \in \mathcal{W}^{(m)}_2(G) \).

Using Lemmas II.3.2 and II.3.3 and the hypothesis of the theorem we conclude
\[
\langle \mathcal{A}u - \lambda Bu, v \rangle_{m, 2} = 0 \quad \text{for all } v \in \mathcal{W}^{(m)}_2(G).
\]

As \( \mathcal{W}^{(m)}_2(G) \) is a Hilbert space, \( \mathcal{A}u - \lambda Bu = 0 \). Conversely if \( \mathcal{A}u - \lambda Bu = 0 \),
\[
\langle \mathcal{A}u - \lambda Bu, v \rangle_{m, 2} = 0 \quad \text{for all } v \in \mathcal{W}^{(m)}_2(G).
\]
Hence using the linearity of the inner product and the lemmas of this subsection \( a(u, v) - \lambda \int_G f(u, x)v = 0 \), as required. Also \( \langle B(0), v \rangle_{m, 2} = \int_G f(0, x)v = 0 \); therefore \( B(0) = 0 \).

III. Energy levels in the Hilbert space \( \mathcal{W}^{(m)}_2(G) \). In this section we define and investigate certain sets of functions in the Hilbert space \( \mathcal{W}^{(m)}_2(G) \). We refer to these sets as “energy levels.” Their properties will be of basic importance in the remainder of this work.

III.1. Properties of the function \( F(t, x) \). Let \( f(t, x) \) be a real-valued continuous function defined on \( R^1 \times G \), of class \( \mathcal{F}(\rho) \). For purposes of reference we repeat: 1. \( f(0, x) = 0 \). 2. \( f(t, x) > 0 \) (\( t \neq 0 \)) for all \( x \in G \). 3. \( f(-t, x) = -f(t, x) \). 4. \( f(t, x) \) is a nondecreasing function of \( t \) for fixed \( x \). 5. For some fixed \( x_1 \in G \), and some constant \( k \), \( f(t, x) \geq kf(t, x_1) > 0 \) for \( t > 0 \). 6. (Polynomial growth condition.) \( |f(t, x)| \leq a + k_1 |t|^{\rho} \) for all \( (t, x) \in R^1 \times G \), where \( a, k_1, \rho \) are nonnegative constants.

Definition III.1.1. \( F(t, x) = \int_0^1 f(s, x) \, ds \).

In the next lemma, we state the properties of the function \( F(t, x) \), regarding \( t \) as variable and \( x \) in \( G \) fixed.

Lemma III.1.1. For fixed \( x \in G \), \( F(t, x) \) is a nonnegative convex function of class \( C^1 \). For \( t \geq 0 \) \( F(t, x) \) is a monotone strictly increasing function of \( t \), with \( F(0, x) = 0 \), \( F(\infty, x) = \infty \).

Proof. As \( f(t, x) \) is an odd continuous function of \( t \), \( F(t, x) \) is nonnegative and of class \( C^1 \), due to the integral representation, \( F(t, x) = \int_0^1 f(s, x) \, ds \). The integral representation also shows \( F(0, x) = 0 \) and \( F(\infty, x) = \infty \). In addition as \( f(t, x) \) is nondecreasing in \( t \), \( F(t, x) \) is a strictly monotone increasing function in \( t \). To prove \( F(t, x) \) is convex in \( t \), it suffices to prove
\[
F\left( \frac{t_1 + t_2}{2} \right, x \right) \leq \frac{1}{2} \{F(t_1, x) + F(t_2, x)\} \quad \text{for } t_1, t_2 \in R^1.
\]
To this end we first assume \( 0 \leq t_1 \leq t_2 \); then \( F(t_2, x) = \int_0^{(t_1+t_2)/2} f(s, x) \, ds + \int_{(t_1+t_2)/2}^{t_2} f(s, x) \, ds \) and \( F(t_1, x) = \int_0^{(t_1+t_2)/2} f(s, x) \, ds - \int_0^{(t_1+t_2)/2} f(s, x) \, ds \). As \( f(t, x) \) is nondecreasing, \( \int_{(t_1+t_2)/2}^{t_2} f(s, x) \, ds \geq \int_{(t_1+t_2)/2}^{t_2} f(s, x) \, ds \). Thus \( F(t_1, x) + F(t_2, x) \geq 2 \int_{(t_1+t_2)/2}^{(t_1+t_2)/2} f(s, x) \, ds = 2F((t_1 + t_2)/2, x) \).

For arbitrary \( t_1, t_2 \), we note \( F(t, x) = F\left( |t|, x \right) \). Thus \( F((t_1 + t_2)/2, x) = F\left( \frac{t_1 + t_2}{2}, x \right) \leq \frac{1}{2} \{F(t_1, x) + F(t_2, x)\} \).
**Lemma III.1.2.** The function $F(t,x)$ has the following properties:

1. $F(t_1,x) - F(t_2,x) = (t_2 - t_1) \int_{t_1}^{t_2} f(s,t_1) \, ds$
2. $F(t,x) = t \int_0^t f(ts,x) \, ds$
3. There are positive constants $c,d$ such that for all $t \in \mathbb{R}^1$ and $x \in G$ fixed,

$$c|t| \leq F(t,x) \leq d|t|.$$

**Proof.** By the definition of $F(t,x)$, $F(t_2,x) - F(t_1,x) = \int_{t_1}^{t_2} f(s',x) \, ds'$. We obtain (1) by making the substitution $s' = (t_2 - t_1)s + t_1$ in the last integral. We obtain (2) by setting $t_1 = 0$ and $t_2 = t$ in (1), recalling $F(0,x) = 0$. The fact that $c|t| \leq F(t,x) \leq d|t|$ is an immediate consequence of the fact that $f(t,x)$ is a continuous odd and nondecreasing function in $t$ for fixed $x$. The fact that $c|t| \leq F(t,x)$ is an immediate consequence of the polynomial growth condition on $f(t,x)$.

**III.2. Elementary properties of energy levels.** We proceed now to describe the energy levels $\partial \mathcal{M}_R$ associated with the function $F(t,x)$ and the boundary value problem (II.1.1). Throughout the remainder of this section we shall assume that $f(t,x) \in F(p)$ with $0 \leq p < (N + 2m)(N - 2m)$ if $N > 2m$, or $0 \leq p < \infty$ otherwise. Let $R$ be any fixed real number $0 < R < \infty$.

**Definition III.2.1.** $\mathcal{M}_R$ is the set of all functions $u(x)$ such that

1. $u(x) \in W^{2m}(G)$
2. $\int_G f(u(x),x) \leq R$.

**Definition III.2.2.** $\partial \mathcal{M}_R$ is the set of all functions $u(x)$ such that

1. $u(x) \in W^{2m}(G)$
2. $\int_G f(u(x),x) = R$.

**Example.** Suppose $f(t,x) = t$; then $F(t,x) = t^2$. Thus $\mathcal{M}_R = \{ u \mid u \in W^{2m}(G), \| u \|_{L_2(G)} \leq R \}$, and $\partial \mathcal{M}_R = \{ u \mid u \in W^{2m}(G), \| u \|_{L_2(G)} = R \}$. Clearly, in this example, $\mathcal{M}_R$ is a well-defined closed convex set in $W^{2m}(G)$. As the imbedding $W^{2m}(G) \rightarrow L_2(G)$ is compact, $\partial \mathcal{M}_R$ is weakly closed.

We proceed now to extend the properties of the above example to the general sets $\mathcal{M}_R$ and $\partial \mathcal{M}_R$.

**Lemma III.2.1 (Geometry of energy levels).** Let $R$ be a fixed positive number. Then the following properties hold:

1. $\mathcal{M}_R$ contains nonzero elements of $W^{2m}(G)$.
2. $\mathcal{M}_R$ is a closed, convex set in $W^{2m}(G)$.
3. $\partial \mathcal{M}_R$ is symmetric about the origin.
4. On $\partial \mathcal{M}_R$, $\| u \|_{W^{2m}_0(G)} \geq c(R) > 0$ for some constant $c(R)$, independent of $u$.
5. In general, $\mathcal{M}_R$ is an unbounded set in $W^{2m}(G)$.

**Proof.** (1) Given an element $u \in W^{2m}(G)$ we must show that $\int_G f(u,x)$ has a well-defined numerical value. As $F(t,x)$ is continuous in $t$ and $x$ the function $F(u(x),x)$ is measurable. To show $F(u(x),x)$ is integrable over $G$, we show that it can be dominated by an integrable function over $G$. By Lemma III.1.2 (3) and the polynomial growth condition on $f(t,x)$: $F(t,x) \leq k_1 |t| + k_2 |t|^{p+1}$. Hence using Sobolev's Imbedding Theorem and the fact $f(t,x) \in F(\rho)$,
Thus $M_R$ contains nonzero elements of $\mathcal{W}_2^{m}(G)$.

(2) To show $M_R$ is a convex set in $\mathcal{W}_2^{m}(G)$, we consider any two elements $u_1, u_2 \in \partial M_R$. Then due to the convexity of $F(t,x)$ in $t$, for any $t, 0 \leq t \leq 1$, 
$$
\int_G F(tu_1 + (1-t)u_2, x) \leq t \int_G F(u_1, x) + (1-t) \int_G F(u_2, x) \leq R.
$$

The demonstration of the fact that $M_R$ is a closed set in $\mathcal{W}_2^{m}(G)$ is a prelude to the more subtle result of Lemma III.3.3. We shall show that $\int_G F(u, x)$ is a continuous functional on $\mathcal{W}_2^{m}(G)$. Let $\{u_n\}$ be a strongly convergent sequence in $\mathcal{W}_2^{m}(G)$ converging to $u$. Then using Lemma III.1.2 and Fubini’s theorem we can write:

$$
\int_G (F(u_n, x) - F(u, x)) = \int_G (u_n - u) \int_0^1 f[u + s(u_n - u)] \, ds
$$

Now for fixed $s$, $0 \leq s \leq 1$, by Lemma II.3.3,

$$
\int_G (u_n - u)f[u + s(u_n - u)] = 0.
$$

As $B$ is a compact operator and the elements $\{u + s(u_n - u)\}$ are uniformly bounded in $\mathcal{W}_2^{m}(G)$, the set of elements $\{B(u + s(u_n - u))\}$ is again uniformly bounded in $\mathcal{W}_2^{m}(G)$, by $M$, say. Thus by Schwarz’s inequality

$$
\langle u_n - u, B[u + s(u_n - u)] \rangle_{m,2} \leq M \| u_n - u \|_{m,2}.
$$

As $u_n \to u$ strongly in $\mathcal{W}_2^{m}(G)$ we conclude that

$$
\int_G (u_n - u)f[u + s(u_n - u)] \to 0 \text{ as } n \to \infty.
$$

Further by the polynomial growth condition on $f$ and Sobolev’s Imbedding Theorem $\int_G (u_n - u)f[u + s(u_n - u)]$ is dominated by a polynomial in $s$ with uniformly bounded coefficients. Thus by the Lebesgue Dominated Convergence Theorem, $\int_G F(u_n, x) \to \int_G F(u, x)$.

Thus $u_n \in M_R$ implies $u \in M_R$, i.e. $M_R$ is closed.

(3) As $F(t, x) = F(-t, x)$, $\int_G F(u, x) = \int_G F(-u, x)$. Thus $M_R$ is symmetric about the origin.

(4) The fact that the elements $u$ of $\partial M_R$ have $\| u \|_{m,2} \geq c_R > 0$ is a consequence of the inequality associated with Sobolev’s Imbedding Theorem. Indeed, let $u$ be an arbitrary element of $\partial M_R$. Then by the argument used in part (1) of this lemma

$$
\int_G F(u, x) \leq K_3 \| u \|_{m,2}^r, \text{ for } r > 0.
$$

Thus $\| u \|_{m,2} \geq c_R > 0$. 
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To show $M_R$ is, in general, unbounded in $W^{(m)}_2(G)$, we consider the special case: $m = 1$, $f(t, x) = 2t$, $F(t, x) = t^2$. Thus the set $M_1 = \{ u \mid u \in W^{(1)}_2(G), \int_G u^2 \leq 1 \}$. Let $G = (-e, 1 + e)$ for some $e > 0$. To obtain our result we need only produce a set of functions in $W^{(1)}_2(G)$ with values in $[0, 1]$, but with rapidly increasing oscillation. For example,

$$u_1(x) = \begin{cases} 2x, & 0 \leq x < \frac{1}{2}, \\ 2 - 2x, & \frac{1}{2} \leq x \leq 1, \\ 0, & \text{otherwise}, \end{cases}$$

$$u_n(x) = \begin{cases} u_{n-1}(2x), & 0 \leq x < \frac{1}{2}, \\ u_{n-1}(2x - 1), & \frac{1}{2} \leq x \leq 1, \\ 0, & \text{otherwise}. \end{cases}$$

Here $\| u_n \|_{L^2(G)}^2 \leq 1$, but $\| u_n \|_{1,2} \geq 2^n$. (By using polar coordinates, we can extend this example to any bounded domain $G$ in $\mathbb{R}^n$.)

**Lemma III.2.2 (Homogeneity property of $\partial M_R$).** Let $u \in \partial M_R$ be given, suppose $R_1 > R > R_2 > 0$; then there are uniquely defined numbers $b_1 > 1 > b_2 > 0$ such that (1) $b_1 u \in \partial M_{R_1}$ and (2) $b_2 u \in \partial M_{R_2}$.

**Proof.** We fix $u \in \partial M_R$, and denote $\mathcal{A}(b) = \int_G F(bu, x)$ for $b \geq 0$. We obtain our conclusion by showing $\mathcal{A}(b)$ is a continuous, monotone strictly increasing function of $b$ with $\mathcal{A}(0) = 0$ and $\mathcal{A}(\infty) = \infty$. $\mathcal{A}(b)$ is a continuous function of $b$ as $\int_G F(u, x)$ is a continuous functional on $W^{(m)}_2(G)$. To show $\mathcal{A}(b)$ is strictly monotone increasing, suppose $b_1 > b > 0$. Then by Lemma III.1.2 and Fubini's theorem

$$\mathcal{A}(b_1) - \mathcal{A}(b) = \int_G \{ F(b_1 u, x) - F(bu, x) \}$$

$$= \int_0^1 ds \int_G (b_1 - b) u f([b + s(b_1 - b)]u, x) > 0,$$

as $tf(t, x) > 0$ ($t \neq 0$).

As $F(0, x) \equiv 0$, $\mathcal{A}(0) = 0$. Now let $n > 1$; then $\mathcal{A}(n) = \int_G F(nu, x)$. Using Lemma III.1.2 and Fubini's theorem, $\mathcal{A}(n) = n \int_0^1 ds \int_G u f(nu, x) \geq n \mathcal{A}(1)$.

Hence, as $n \to \infty$, $\mathcal{A}(n) \to \infty$.

**III.3. Subtler properties of energy levels.**

**Lemma III.3.1 (L_1-boundedness lemma).** Let $R$ be a fixed positive number. Then, on $\partial M_R$, $\| u \|_{L_1(G)} \leq g(R)$, where $g(R)$ is a monotone increasing function of $R$, independent of $u$.

**Proof.** Using property (5) of $f(t, x)$, we note $F(t, x_1)$ is a convex function of $t$
and \( F(t, x_1) \geq KF(t, x_1) \), for some constant \( K \) independent of \( t \). Thus by Jensen's integral inequality for convex functions (cf. Krasnoselskii and Rutitskii [20])

\[
F \left( \frac{\int_G |u(x)| \, \text{meas } G}{\text{meas } G} \right) \leq \frac{\int_G F(|u(x)|, x_1)}{\text{meas } G} \leq \frac{K}{\text{meas } G} \int_G F(u(x), x) \leq \frac{KR}{\text{meas } G} \quad \text{(as } u \in \partial M_R). \]

As \( F(t, x_1) \) is a strictly increasing monotone function of \( t \), \( F(t, x_1) \) has a monotone strictly increasing inverse function, which we denote by \( g(t) \). Hence

\[
\int_G |u(x)| \leq \frac{Gg}{\text{meas } G} \left( \frac{kR}{\text{meas } G} \right),
\]

i.e. \( \|u\|_{L^1(G)} \leq g(R) \), when \( g(R) \) denotes the above constant.

**Lemma III.3.2.** \( \int_G F(u, v) \) defines a weakly continuous functional on \( \mathcal{W}^{(m)}(G) \).

**Proof.** Let \( u_n \rightharpoonup u \) weakly in \( \mathcal{W}^{(m)}(G) \). Thus the set \( \{u_n\} \) is uniformly bounded in \( \mathcal{W}^{(m)}(G) \), and by the argument of Lemma III.2.1 (2) it is sufficient to prove \( \int_G (u_n - u) f(u + s(u_n - u)) \rightharpoonup 0 \) for fixed \( s, 0 \leq s \leq 1 \). By Lemma II.3.3 this latter expression can be written \( \langle B[u + s(u_n - u)]_\mu, u_n - u \rangle_{m,2} \). As \( \langle Bu, v \rangle_{m,2} \) is a weakly continuous function of \( u \) and \( v \), \( \langle B[u + s(u_n - u)]_\mu, u_n - u \rangle_{m,2} \rightharpoonup \langle Bu, 0 \rangle_{m,2} = 0 \), as required.

**Lemma III.3.3.** Let \( R \) be a fixed positive number. Then \( \partial M_R \) is weakly closed.

**Proof.** Let \( \{u_n\} \) be a weakly convergent sequence of elements of \( \partial M_R \). Denote the weak limit of \( \{u_n\} \) by \( u \). By Lemma III.3.2, \( \int_G F(u_n, x) \rightharpoonup \int_G F(u, x) \). As \( u_n \in \partial M_R \), \( \int_G F(u_n, x) = R \). Thus \( \int_G F(u, x) = R \) and \( u \in \partial M_R \).

**Lemma III.3.4 (Variational lemma).** Let \( \{u_n\} \) be any sequence of elements selected from \( \partial M_R \), for fixed \( R \), with uniformly bounded \( \mathcal{W}^{(m)}(G) \) norms. Let \( \pi \) be an arbitrary fixed element of \( \mathcal{W}^{(m)}(G) \). Then given any \( \varepsilon > 0 \) there is a number \( h_\varepsilon > 0 \), depending on \( \varepsilon \), such that for each \( h, |h| < h_\varepsilon \), there is a sequence of real numbers \( \{\sigma_n\} \) with the properties:

1. \( \{u_n + h(\sigma_n u_n + \pi)\} \in \partial M_R \).
2. \( |\sigma_n + \langle Bu_n, \pi \rangle_{m,2} / \langle Bu_n, u_n \rangle_{m,2} | \leq K\varepsilon \), where \( K \) is a positive constant independent of \( \varepsilon \) and \( n \).

**Proof.** (1) To show \( \{u_n + h(\sigma_n u_n + \pi)\} \in \partial M_R \) it is sufficient to prove \( \int_G F(u_n + h(\sigma_n u_n + \pi), x) = R \). As \( \{u_n\} \) are elements of \( \partial M_R \), we show
\[ \int_G \left[ F(u_n + h(\sigma_n u_n + \pi), x) - F(u_n, x) \right] = 0. \]

Using Lemma III.1.2 and Fubini's theorem, we obtain from (1)
\[ \int_0^1 ds \int_G (\sigma_n u_n + \pi_n) f \left[ u_n + sh(\sigma_n u_n + \pi) \right] = 0. \]

Denote the expression on the left by \( \mathcal{D}(\sigma) \). We shall show that for \( |h| < h_\varepsilon \), with \( h_\varepsilon \) sufficiently small and independent of \( n \), there is a real number \( \sigma_n \) such that \( \mathcal{D}(\sigma_n) = 0 \) and hence the first conclusion of the lemma will follow.

First, by Lemma II.3.3,
\[ \mathcal{D}(\sigma) = \int_0^1 \langle \sigma u_n + \pi_1, B(u_n + sh(\sigma u_n + \pi)) \rangle_{m,2} ds. \]

As the operator \( B \) is continuous, \( \mathcal{D}(\sigma) \) is a continuous real-valued function of \( \sigma \).

Next rewriting \( \mathcal{D}(\sigma) \),
\[ \mathcal{D}(\sigma) = \langle u_n, B(u_n) \rangle_{m,2} + \langle \pi, Bu_n \rangle_{m,2} \]
\[ + \int_0^1 \langle \sigma u_n + \pi, B(u_n + sh(\sigma u_n + \pi)) - B(u_n) \rangle_{m,2} ds. \]

The last term of the right-hand side will be denoted by \( H(\sigma) \). We show now that \( H(\sigma) \) can be made arbitrarily small for sufficiently small \( h \), if \( \sigma \) is restricted to the interval \( [-M, M] \), where \( M \) is a number to be determined independent of \( n \). In this case, the set of elements \( \{u_n + sh(\sigma u_n + \pi)\} \) is uniformly bounded in \( W^{(m)}_2(G) \) and, by Sobolev's Imbedding Theorem, is a precompact set in \( L_p(G) \) for \( 1 \leq p < 2N/(N - 2m) \) if \( N > 2m; 1 \leq p < \infty \) otherwise. We consider the case \( N > 2m \) (the case \( N \leq 2m \) is completely analogous). By the polynomial growth condition on \( f(t, x) \) and Vainberg's Theorem I.6.1, the mapping \( f(\sigma) = f[u(x), x] \) from \( L_p \rightarrow L_{2N/(N+2m)} \) is continuous (\( 1 \leq p < 2N/(N - 2m) \)). Thus by restricting \( f \) to the closure of the precompact set \( \{u_n + sh(\sigma u_n + \pi)\} \) in \( L_p \), we can say \( f \) is uniformly continuous.

By Hölder's inequality,
\[ |H(\sigma)| \leq \|\sigma u_n + \pi\|_{L_{2N/(N-2m)}} \int_0^1 \|f(u_n + sh(\sigma u_n + \pi), x) - f(u_n, x)\|_{L_{2N/(N+2m)}} ds. \]

Using Sobolev's Imbedding Theorem, the set \( \{\sigma u_n + \pi\} \) is uniformly bounded in \( L_{2N/(N-2m)} \). Hence by (2) and the uniform continuity of \( f \), given \( \varepsilon > 0 \), we can determine a number \( h_\varepsilon > 0 \) such that whenever \( \|sh(\sigma u_n + \pi)\|_{L_p} < h_\varepsilon \), \( |H(\sigma)| < \varepsilon \). Now as the \( L_p \) norms of the set \( \{\sigma u_n + \pi\} \) are uniformly bounded by \( M_2 \), say, and \( 0 \leq s \leq 1 \), if we set \( M_2|h| < h_\varepsilon \), \( |H(\sigma)| < \varepsilon \) for any \( \sigma \in [-M, M] \). Set \( h_\varepsilon = M_2h_\varepsilon \). Now
\( \mathcal{G}(\sigma) = \sigma \langle u_n, B u_n \rangle_{m,2} + \langle \pi, B u_n \rangle_{m,2} + H(\sigma). \)

Suppose \( \varepsilon > 0 \) is given and \( |h| \) is chosen so small that \( |H(\sigma)| < \varepsilon \). Let

\[
\sigma'_{n} = \frac{1}{\langle u_n, B u_n \rangle_{m,2}} ( - \langle \pi, B u_n \rangle_{m,2} + \varepsilon );
\]

then from (3) \( \mathcal{G}(\sigma'_{n}) = \varepsilon + H(\sigma'_{n}) \). Hence, if \( \sigma'_{n} \in [-M, M] \), \( |H(\sigma'_{n})| < \varepsilon \) and \( \mathcal{G}(\sigma'_{n}) > 0 \). Let

\[
\sigma''_{n} = \frac{1}{\langle u_n, B u_n \rangle_{m,2}} ( - \langle \pi, B u_n \rangle_{m,2} - \varepsilon );
\]

then, from (3), \( \mathcal{G}(\sigma''_{n}) = -\varepsilon + H(\sigma''_{n}) \). If \( \sigma''_{n} \in [-M, M] \), \( |H(\sigma''_{n})| < \varepsilon \) and hence \( \mathcal{G}(\sigma''_{n}) < 0 \). As \( \mathcal{G}(\sigma) \) is a continuous real-valued function of \( \sigma \) we conclude that under the given conditions for some \( \sigma_{n} \) between \( \sigma'_{n} \) and \( \sigma''_{n} \), \( \mathcal{G}(\sigma_{n}) = 0 \).

To complete the first part of the lemma we show that a number \( M \) can be chosen, independent of \( n \), such that the set of real numbers \( \{ \sigma'_{n}, \sigma''_{n} \} \) lies in \( [-M, M] \). First we note that as \( \{ u_{n} \} \in \partial \mathcal{M}_{R} \),

\[
\langle u_n, B u_n \rangle = \int_{G} u_n f(u_n, x) \geq K \int_{G} F(u_n, x) = KR.
\]

Next as \( B \) is a compact mapping the set \( \{ B u_{n} \} \) is uniformly bounded in \( W^{(m)}(G) \) by \( M_{3} \), say. It suffices to consider \( \{ \sigma''_{n} \} \). Using Schwarz's inequality and (5)

\[
| \sigma''_{n} | \leq \langle u_n, B u_n \rangle_{m,2}^{-1} (\| \pi \|_{m,2} \| B u_n \|_{m,2} + \varepsilon ) \leq (KR)^{-1} (M_{3} \| \pi \|_{m,2} + \varepsilon ) \leq M \quad (\text{independent of } n).
\]

(2) The second part of the lemma gives an estimate for the numbers \( \sigma_{n} \), independent of \( h \). In the first part of the lemma we have shown that \( \sigma_{n} \) lies between \( \sigma'_{n} \) and \( \sigma''_{n} \). Recalling the values of \( \sigma'_{n} \) and \( \sigma''_{n} \) from (4) and (5) we obtain

\[
| \sigma_{n} + \langle \pi, B u_n \rangle_{m,2} \langle u_n, B u_n \rangle_{m,2} | \leq \frac{2\varepsilon}{\langle u_n, B u_n \rangle_{m,2}} \leq \left( \frac{2}{KR} \right) \varepsilon < K\varepsilon
\]

where \( K \) is a positive constant independent of \( n \) and \( \varepsilon \).

IV. Existence theory-variational method. The object of this section is to prove the following theorem.

**Theorem IV.1 (Existence Theorem).** Let \( G \) be any bounded domain in \( \mathbb{R}^{N} \). Then the boundary value problem (II.1.1) has a generalized eigenfunction \( u(x) \), if \( f(t, x) \) is in the class \( \mathcal{F}(\rho) \), where
The generalized eigenfunction $u(x)$ is normalized by the requirement that $u(x) \in \partial M_R$ for fixed positive $R$ and characterized as a solution of the variational problem $\inf \langle \mathcal{A}v;v \rangle_{m,2}$ for $v \in \partial M_R$.

The proof of this result will be carried out in a sequence of seven lemmas. Throughout the discussion we shall assume $R$ is a fixed positive number and $\partial M_R$ is constructed as in §III.

IV.1. Proof of the existence theorem.

**Lemma IV.1.1.** For $u \in \partial M_R$, $\langle \mathcal{A}u,u \rangle_{m,2} \geq k_R > -\infty$ where $k_R$ is a constant independent of $u$.

**Proof.** By Lemma II.3.2 (Garding's inequality) for all functions $u \in \mathcal{W}^{(m)}_2(G)$

$$\langle \mathcal{A}u,u \rangle_{m,2} \geq k_1 \left\| u \right\|_{m,2}^2 - k_2 \left\| u \right\|_{0,2}^2.$$  

If $k_2 = 0$, the lemma is, of course, immediate. Otherwise, by Lemma I.4.3 for any $\varepsilon > 0$ and $u \in \mathcal{W}^{(m)}_2(G)$

$$\left\| u \right\|_{0,2}^2 \leq 2\delta \left\| u \right\|_{m,2}^2 + 2K(\varepsilon) \left\| u \right\|_{0,1}^2.$$  

Eliminating $\left\| u \right\|_{0,2}^2$ from (1) and (2) we obtain

$$\langle \mathcal{A}u,u \rangle_{m,2} \geq (k_1 - 2\varepsilon k_2) \left\| u \right\|_{m,2}^2 - 2K_0K(\varepsilon) \left\| u \right\|_{1,1}^2.$$  

Choosing $k_1 = 2\varepsilon k_2$, $\langle \mathcal{A}u,u \rangle_{m,2} \geq -2K_0K(\varepsilon_1) \left\| u \right\|_{0,1}^2$. On the other hand, by Lemma III.3.1, the $L_1$-boundedness lemma, for functions of $\partial M_R$, $\left\| u \right\|_{0,1} \leq g(R)$. Thus $\langle \mathcal{A}u,u \rangle_{m,2} \geq -2K_0K(\varepsilon_1)g^2(R) = k_1 > -\infty$.

**Lemma IV.1.2.** Any minimizing sequence for the variational problem $\inf u \in \partial M_R \langle \mathcal{A}u,u \rangle_{m,2}$ has uniformly bounded $W^m_2(G)$ norms.

**Proof.** By Lemma IV.1.1, $\langle \mathcal{A}u,u \rangle_{m,2} \geq k_R$, for $u \in \partial M_R$, i.e. the set of numbers $\langle \mathcal{A}u,u \rangle_{m,2}$ is bounded below for $u \in \partial M_R$. Thus $\inf_{u \in \partial M_R} \langle \mathcal{A}u,u \rangle_{m,2}$ is a well-defined number which we denote by $l(R)$. Let $\{u_n\}$ be a minimizing sequence for this variational problem chosen from the set $\partial M_R$, i.e. $\lim_{n \to \infty} \langle \mathcal{A}u_n,u_n \rangle_{m,2} = l(R)$. Hence for sufficiently large $n$,

$$[l(R) + 1] \geq \langle \mathcal{A}u_n,u_n \rangle_{m,2}.$$  

Using Lemma II.3.2 (Garding's inequality),

$$\langle \mathcal{A}u_n,u_n \rangle_{m,2} \geq k_1 \left\| u_n \right\|_{m,2}^2 - k_2 \left\| u_n \right\|_{0,2}^2.$$  

If $k_2 = 0$, (1) and (2) clearly imply the lemma; otherwise,
Using Lemma 1.4.3, and the $L^1$-boundedness lemma, with $\epsilon = K_2/(1 + K_1)$, as in the previous lemma, we obtain, for sufficiently large $n$, that $\|u_n\|_{W^2_2(G)} \leq g_2(R)$, where $g_2(R)$ is a constant independent of $n$.

**Lemma IV.1.3.** Let $\{u_n\}$ be a minimizing sequence for the variational problem
$$\inf_{M_R} \langle \mathcal{A}u, u \rangle_{m,2}.$$ Then $\{u_n\}$ has a subsequence, which we again label $\{u_n\}$, with the following properties:

1. $u_n \rightharpoonup u$ weakly in $W^{2,m}(G)$.
2. $u_n \rightarrow u$ strongly in $L^2(G)$.
3. $u_n \rightarrow u$ a.e. in $G$.
4. $\langle Bu_n, u_n \rangle_{m,2} \rightarrow \langle Bu, u \rangle_{m,2} > 0$.
5. $u \in \partial M_R$ and hence $u \neq 0$.

**Proof.** (1) By Lemma IV.1.2 for sufficiently large $n$, $\|u_n\|_{m,2} \leq g_2(R)$ and as $W^{2,m}(G)$ is a Hilbert space, $\{u_n\}$ has a weakly convergent subsequence, which we again label $\{u_n\}$, such that $u_n \rightharpoonup u$ weakly in $W^{2,m}(G)$ where $u$ is a uniquely determined element of $W^{2,m}(G)$.

(2) This result is an immediate consequence of the corollary to Sobolev's Imbedding Theorem, and (1).

(3) As $u_n \rightarrow u$ strongly in $L^2(G)$, $\{u_n\}$ can be refined to a subsequence, which we again label $\{u_n\}$, such that $u_n \rightarrow u$ a.e. in $G$.

(4) This result is an immediate consequence of (1) and the fact that $\langle Bu, v \rangle_{m,2}$ is a weakly continuous function of $u, v \in W^{2,m}(G)$.

(5) As $u_n \in \partial M_R$, and $u_n \rightarrow u$ weakly, by Lemma III.3.3, $u \in \partial M_R$. By Lemma III.2.1 (4), $u \neq 0$ in $W^{2,m}(G)$. Thus $\langle Bu, u \rangle_{m,2} > 0$.

**Lemma IV.1.4.** Let $\{u_n\}$ be the sequence referred to in Lemma IV.1.3. Let $\pi$ be an arbitrary element of $W^{2,m}(G)$. Then $\lim_{n \to \infty} \langle \mathcal{A}u_n, b_n u_n + \pi \rangle_{m,2} = 0$, where $-b_n = \langle Bu_n, \pi \rangle_{m,2}/\langle Bu_n, u_n \rangle_{m,2}$.

**Proof.** For some fixed $\epsilon > 0$, by the Variational Lemma III.3.4 for each $u_n$ of the refined minimizing sequence of Lemma IV.1.3, we obtain a new sequence $\{u_n + h(\sigma_n u_n + \pi)\} \in \partial M_R$, for each $h$, $|h| < h_\epsilon$. Also $|\sigma_n - b_n| < R \epsilon$ where $R$ is independent of $n$ and $\epsilon$.

As $\inf_{\partial M_R} \langle \mathcal{A}u, u \rangle_{m,2} \geq l(R)$,
$$\langle \mathcal{A}(u_n + h(\sigma_n u_n + \pi)), u_n + h(\sigma_n u_n + \pi) \rangle_{m,2} \geq l(R).$$

Hence, as $\mathcal{A}$ is self-adjoint,
$$\langle \mathcal{A}(\sigma_n u_n + \pi), \sigma_n u_n + \pi \rangle_{m,2} \geq 0.$$
We now consider the left-hand side of this inequality. As \( \{u_n\} \) is a minimizing sequence, the first term tends to 0, and the third term can be dominated by \( h^2 M \), where \( M \) is a positive constant independent of \( n \) and \( h \). Thus we can write from (1)

\[
2h \langle \nabla u_n, \sigma_n u_n + \pi \rangle_{m,2} + h^2 M_1 \geq 0.
\]

Now as \( n \to \infty \), we consider

\[
\langle \nabla u_n, \sigma_n u_n + \pi \rangle_{m,2} = \langle \nabla u_n, b_n u_n + \pi \rangle_{m,2} + (\sigma_n - b_n) \langle \nabla u_n, u_n \rangle_{m,2}.
\]

As \( n \to \infty \), \( \langle \nabla u_n, b_n u_n + \pi \rangle_{m,2} \to s \), where \( s \) is constant independent of \( h \); also for each \( h \), \( |h| < h_0 \), we have \( |(\sigma_n - b_n) \langle \nabla u_n, u_n \rangle_{m,2}| \leq K(l(R) + 1)e \).

Suppose \( s \neq 0 \). Choose \( \varepsilon \) so small that \( \langle \nabla u_n, \sigma_n u_n + \pi \rangle_{m,2} = s + r_n \), where \( |r_n| < |s|/2 \). Thus from (2)

\[
\frac{s + r_n}{h} + M_1 \geq 0.
\]

Hence as \( h \) varies over \((-h_0, h_0)\), the inequality (3) will be violated. Therefore we conclude \( s = 0 \).

**Lemma IV.1.5.** Let \( u \) be the weak limit of the sequence \( \{u_n\} \) of IV.1.4. Then \( u \) is an eigenfunction of the equation \( \nabla u - \lambda Bu = 0 \) where \( \lambda = l(R)/\langle Bu, u \rangle_{m,2} \).

**Proof.** Let \( \pi \) be an arbitrary element of \( W_2^m(G) \). Thus, by Lemma IV.1.4,

\[
\langle \nabla u, \pi \rangle_{m,2} + b_n \langle \nabla u_n, u_n \rangle = 0.
\]

Letting \( n \to \infty \) and noting that \( u_n \to u \) weakly we obtain

\[
\langle \nabla u, \pi \rangle_{m,2} - \langle l(R)/\langle Bu, u \rangle_{m,2} \rangle \langle Bu, \pi \rangle_{m,2} = 0,
\]

i.e.

\[
\langle \nabla u - \lambda Bu, \pi \rangle_{m,2} = 0 \quad \text{where} \quad \lambda = \frac{l(R)}{\langle Bu, u \rangle_{m,2}}.
\]

As the first term of the inner product in (1) is independent of \( \pi \), (1) holds for all \( \pi \in W_2^m(G) \). As \( W_2^m(G) \) is a Hilbert space, \( \nabla u - \lambda Bu = 0 \) and as \( u \neq 0 \) in \( W_2^m(G) \), \( u \) is an eigenfunction for the operator equation \( \nabla u - \lambda Bu = 0 \). Also, by Lemma IV.1.3, \( u \in \partial M_R \).

**Lemma IV.1.6.** Let \( \{u_n\} \) be the refined minimizing sequence referred to in Lemma IV.1.4. Then \( u_n \to u \) strongly in \( W_2^m(G) \).

**Proof.** The results of Lemmas IV.1.3–5 show the following four limits hold:

\[
\lim_{n \to \infty} \langle \nabla u_n, \pi \rangle_{m,2} - \lambda \langle Bu_n, u \rangle_{m,2} = 0.
\]

\[
\lim_{n \to \infty} \langle \nabla u_n, \pi \rangle_{m,2} - \lambda \langle Bu_n, u \rangle_{m,2} = 0.
\]

\[
\lim_{n \to \infty} \langle \nabla u_n, u_n \rangle_{m,2} - \lambda \langle Bu_n, u_n \rangle_{m,2} = 0.
\]

\[
\lim_{n \to \infty} \langle \nabla u_n, u_n \rangle - \lambda \langle Bu_n, u_n \rangle_{m,2} = 0.
\]
From (1)-(2), we obtain

\[ \lim_{n \to \infty} \langle \mathcal{A}(u_n - u), u \rangle_{m,2} = 0. \]

From (3)-(4), we obtain

\[ \lim_{n \to \infty} \langle \mathcal{A}(u_n - u), u_n \rangle_{m,2} = 0. \]

From (5)-(6), we obtain

\[ \lim_{n \to \infty} \langle \mathcal{A}(u_n - u), u_n - u \rangle_{m,2} = 0. \]

From Lemma II.3.2 (Gårding’s inequality)

\[ \langle \mathcal{A}(u_n - u), u_n - u \rangle_{m,2} + k_2 \| u_n - u \|_{0,2}^2 \geq k_1 \| u_n - u \|_{m,2}^2. \]

By Lemma IV.1.3, \( u_n \to u \) strongly in \( L_2 \); thus by (7) \( \| u_n - u \|_{m,2} \to 0 \), i.e., \( u_n \to u \) strongly in \( \mathcal{W}^{m}(G) \).

**Lemma IV.1.7.** Let \( u \) be the eigenfunction of the operator equation \( \mathcal{A}u - \lambda Bu = 0 \) obtained in Lemma IV.1.5. Then \( u \) is a solution of the variational problem \( \inf_{\mathcal{M}_R} \langle \mathcal{A}u, v \rangle_{m,2} \); \( u \) is also a generalized eigenfunction of the boundary value problem (II.1.1) as stated in Theorem IV.1.

**Proof.** Let \( \{u_n\} \) be the minimizing sequence for the variational problem \( \inf_{\mathcal{M}_R} \langle \mathcal{A}u, v \rangle_{m,2} \) referred to in Lemma IV.1.6. Hence \( u_n \to u \) strongly.

\[ \langle \mathcal{A}u_n, u \rangle_{m,2} \to \langle \mathcal{A}u, u \rangle_{m,2} = l(R). \] Thus \( u \) is a solution of the variational problem \( \inf_{\mathcal{M}_R} \langle \mathcal{A}u, u \rangle_{m,2} \). The fact that \( u \) is a generalized eigenfunction for (II.1.1) follows from Theorem II.3.1 and Lemma IV.1.5.

**Corollary to Theorem IV.1.** Suppose \( f(u, x) = g(x)u^{2k+1} \), for some integer \( k \), is in the class \( \mathcal{F}(\rho) \) of Theorem IV.1. Then the associated eigenvalue, \( \lambda \), of the eigenfunction characterized by Theorem IV.1 is the first eigenvalue on \( \partial M_R \) (i.e., for any other eigenvalue \( \lambda' \), whose associated eigenfunction \( u' \in \partial M_R \), \( \lambda \leq \lambda' \)).

**Proof.** Suppose \( \lambda \) and \( \lambda' \) are two eigenvalues with associated eigenfunctions \( u \) and \( u' \in \partial M_R \) for the operator equation \( \mathcal{A}u - \lambda Bu = 0 \); then

\[ \lambda \langle u, Bu \rangle_{m,2} = \inf_{\partial M_R} \langle \mathcal{A}u, u \rangle = l(R), \]

\[ \lambda' \langle u', Bu' \rangle_{m,2} = \langle \mathcal{A}u', u' \rangle \geq l(R). \]

Thus \( \lambda' \langle u', Bu' \rangle_{m,2} \geq \lambda \langle u, Bu \rangle_{m,2} \). As \( u, u' \in \partial M_R \), \( \langle u', Bu' \rangle_{m,2} = \langle u, Bu \rangle_{m,2} \). Thus \( \lambda' \geq \lambda \).

**V. Regularity theory.** In this section we study the smoothness restrictions that must be placed on the boundary value problem (II.1.1) to guarantee that the
generalized eigenfunction obtained in §IV is, in fact, a classical solution. Indeed, given the boundary value problem II.1.1:
\[ Au - \lambda f(u, x) = 0, \]
\[ u|_{\partial G} = Du|_{\partial G} = \cdots = D^{m-1}u|_{\partial G} = 0, \]
we shall assume the regularity conditions:
\( I(a) \) \( G \) is of class \( 4m \).
\( I(b) \) For the coefficients of \( A \), \( a_{ab}(x) \in C^{2m}(\bar{G}). \)
\( I(c) \) \( f(t, x) \) satisfies a local Lipschitz condition in \( t \) for \( t \in \mathbb{R}' \), and a local Hölder condition of exponent \( \gamma \), \( 0 < \gamma < 1 \), for \( x \in G \).

We shall divide the regularity theory into three parts:
(1) **Regularity in the interior** of the bounded domain \( G \). It is shown that under the regularity conditions above, any generalized solution \( u(x) \) of (II.1.1) is in \( C^{2m}(G) \).
(2) **Regularity at the boundary** of the bounded domain \( G \). It is shown that \( u(x) \in C^{m-1}(\partial G) \).
(3) **Assumption of boundary values**. It is shown that \( u|_{\partial G} = Du|_{\partial G} = \cdots = D^{m-1}u|_{\partial G} = 0 \), in the pointwise sense.

Throughout this section we assume \( f(t, x) \in \mathcal{F}(\rho) \) with
\[ 0 \leq \rho < \frac{N + 2m}{N - 2m}, \quad N > 2m, \]
\[ 0 \leq \rho < \infty, \quad N \leq 2m. \]

We summarize these results as follows:

**Theorem V.1.** Let \( u(x) \) be any generalized solution of the boundary value problem (II.1.1) where \( f(t, x) \) is in the class \( \mathcal{F}(\rho) \) for
\[ 0 \leq \rho < \frac{N + 2m}{N - 2m}, \quad N > 2m, \]
\[ 0 \leq \rho < \infty, \quad N \leq 2m. \]
Suppose the regularity conditions \( I(a) \), \( I(b) \) and \( I(c) \) hold. Then \( u(x) \) is, indeed, a classical solution of (II.1.1).

**V.1. Transition from \( W^{2m}_2(G) \) to \( W^{2m}_2(G) \).** The proof of Theorem V.1 will be based on the \( L_p \) regularity theory for linear nonhomogeneous elliptic equations \( Au = f \), developed in recent years by Browder [5], [6], Koshelev [19], Agmon [1], and Agmon-Douglis-Nirenberg [2]. In particular the following result is of prime importance for the nonlinear theory:

**Theorem V.1.1.** Let \( G \) be a bounded domain of class \( C^{2m} \) in \( \mathbb{R}^N \). Suppose the elliptic operator \( A \) satisfies the regularity condition \( I(b) \) and has the properties
described in 11.1(d). Suppose \( u(x) \) is a generalized solution, in \( L_p(G) \) \((1 < p < \infty)\), of the following boundary value problem:

\[
Au = f(x) \text{ in } G,
\]

\[
D^s u = 0 \text{ on } \partial G, \quad 0 \leq |x| \leq m - 1.
\]

If \( f(x) \in L_p(G) \) \((1 < p < \infty)\), then \( u(x) \in W^{2m}_p(G) \) with

\[
\|u\|_{2m,p} \leq c \left\{ \|f\|_{0,p} + \|u\|_{0,p} \right\},
\]

where \( c \) is a positive constant independent of \( u \).

For the proof of this result we refer to the paper of Agmon [1, Theorem 8.2]. Applying Theorem V.1.1 to the present situation, we obtain:

**Lemma V.1.2.** Let \( u(x) \) be any generalized solution of the boundary value problem (II.1.1). Suppose the regularity conditions I(a), I(b) are satisfied. Then \( u(x) \in W^{2m}_p(G) \) with

\[
p = \begin{cases} 
2N/(1 + \varepsilon) \text{ for some } \varepsilon > 0 \text{ if } N > 2m, \\
2 & \text{if } N \leq 2m.
\end{cases}
\]

**Proof.** As \( u(x) \) is a generalized solution of the boundary value problem (II.1.1), \( u(x) \in W^{2m}_p(G). \) Set \( f(x) = f(u(x), x). \)

**Case I** \((N \leq 2m)\). By Sobolev’s Imbedding Theorem and the polynomial growth condition on \( f(t,x), f[x] \in L_2(G) \); hence setting \( p = 2 \), by Theorem V.1.1, \( u \in W^{2m}_2(G). \)

**Case II (a)** \((N > 2m)\). \( f(t,x) \in F(p), \ 0 \leq p \leq N/(N - 2m). \) Here, again, by the polynomial growth condition on \( f(t,x) \) and Sobolev’s Imbedding Theorem \( f[x] \in L_2(G) \) and, by Theorem V.1.1 with \( p = 2, u \in W^{2m}_2(G). \)

**Case II (b)** \((N > 2m)\). \( f(t,x) \in F(p), \ N/(N - 2m) < p < 2N/(N - 2m). \) Here, set \( (1 + \varepsilon)p = (N + 2m)/(N - 2m) \), when \( \varepsilon \) is a fixed number, \( 0 < \varepsilon < 2m/N < 1. \) Thus, by Sobolev’s Imbedding Theorem and the polynomial growth condition on \( f(t,x), \tilde{f}(x) \in L_{2N/(1 + \varepsilon)}(N + 2m). \) Hence, by Theorem V.1.1, \( u \in W^{2m}_p(G), \)

\[
p = 2N \cdot (1 + \varepsilon)/(N + 2m).
\]

**V.2. Interior regularity.** The following two results of Browder [6, Theorems 2.11, 2.12] are basic for our procedure.

**Theorem V.2.1.** Let \( A \) be a linear differential operator of order \( 2m \) defined on \( G \) with top order coefficients in \( C_0(G) \) and all of its coefficients essentially bounded on each compact subset of \( G \). Suppose \( 1 < p < p_1 < \infty \), and \( u \in W^{2m}_p(G') \) and \( Au \in L_{p_1}(G') \); then \( u \in W^{2m}_{p_1}(G') \) for any subdomain \( G' \) with compact closure in \( G \).

**Theorem V.2.2.** Let \( A \) be a linear elliptic differential operator of order \( 2m \) defined on \( G \) with coefficients in \( C^{0,\gamma}(G') \) for any subdomain \( G' \) with compact closure in \( G \). Let \( u \in W^{2m}_p(G') \) \((1 < p < \infty)\) and \( Au \in C^{0,\gamma}(G') \) \((0 < \gamma < 1)\). Then \( u \) lies in \( C^{2m,\gamma}(G'). \)
Applying these results to our context, we obtain:

**Lemma V.2.3.** Let \( u(x) \) be any generalized solution of the boundary value problem (II.1.1). Suppose the regularity conditions I(b), I(c) are satisfied. Then \( u(x) \in C^{2m}(G) \).

**Proof.** First we shall prove \( u(x) \in W^{2m}_p(G') \) for any subdomain \( G' \) of \( G \), with compact closure in \( G \). In case \( N \leq 2m \), this result is quickly obtained. For, by Lemma V.1.2, \( u(x) \in W^{2m}_p(G) \); thus \( f(x) = f(u(x), x) \) lies in \( L_p(G) \) for any \( p < \infty \) by Sobolev’s Imbedding Theorem. Hence, by Theorem V.2.1, \( u(x) \in W^{2m}_p(G') \) for any \( G' \) and \( p \) \((1 < p < \infty)\).

In case \( N > 2m \), we carry out a so-called bootstrap procedure. By Lemma V.1.2, \( u(x) \in W^{2m}_p(G) \) for some \( p = 2N \cdot (1 + \varepsilon)/(N + 2m) \). By Sobolev’s Imbedding Theorem \( f(x) = f(u(x), x) \in L_p(G) \) where \( 1/p = 1/p_1 - 2m/N \). Thus by Theorem V.2.1, \( u(x) \in W^{2m}_p(G') \) as \( p_1 > p \). In general, by carrying out this procedure \( s \) times we obtain a sequence of numbers \( \{p_s\} \) tending monotonely to \( \infty \) with \( u(x) \in W^{2m}_{p_s}(G') \). If at any stage \( N < 2mp_s \), by Sobolev’s Imbedding Theorem \( f(x) \in L_p(G') \) for any \( p \), \((1 < p < \infty)\), and, by Theorem V.2.1, \( u \in W^{2m}_p(G') \) for any \( p \), \((1 < p < \infty)\).

Next we show \( u(x) \in C^{\gamma}(G') \) for some \( \gamma, 0 < \gamma < 1 \). This result follows immediately from the third part of the Sobolev Imbedding Theorem as

\[
W^{2m}_p(G') \to C^{\gamma}(G'),
\]

for sufficiently large \( p \), is a continuous imbedding.

Thus \( f(x) = f(u(x), x) \) satisfies a Hölder condition in \( G' \) of exponent \( \gamma_1, 0 < \gamma_1 < 1 \), by virtue of the regularity condition I(c) of \( f(t, x) \). Thus, by Theorem V.2.2, \( u \in C^{2m, \gamma_1}(G') \) and as \( G' \) is an arbitrary subdomain of \( G \), \( u \in C^{2m}(G) \).

**V.3. Regularity at the boundary.** The following result, modified from Browder [5, Theorem 14], is basic for our procedure.

**Theorem V.3.1.** Let \( G \) be a bounded domain of class \( C^{4m} \), and suppose \( A \) is a real formally self-adjoint elliptic operator of order \( 2m \), satisfying regularity condition I(b). Then if \( u \in W^{(m)}_p(G) \cap W^{2m}_p(G) \) and \( Au \in L_{p_1}(G) \) with \( 1 < p \leq p_1 < \infty \), \( u \in W^{(m)}_p(G) \cap W^{2m}_{p_1}(G) \).

Applying this result to our context we obtain

**Lemma V.3.2.** Let \( u(x) \) be any generalized solution of the boundary value problem (II.1.1). Suppose the regularity conditions I(a), (b), (c) are satisfied. Then \( u(x) \in C^{m-1}(G) \).

**Proof.** First we prove \( u(x) \in W^{2m}_p(G) \) for any \( 1 \leq p < \infty \). If we use Theorem V.3.1 in place of Theorem V.2.1, we can follow the method used in Lemma V.2.3 in a step-by-step manner. Thus by Sobolev’s Imbedding Theorem (§II) there is
a continuous imbedding $W^{2m}_p(G) \rightarrow C^{m-1}(G)$, for sufficiently large $p$. Thus $u(x) \in C^{m-1}(G)$.

V.4. Assumption of boundary values.

**Lemma V.4.1.** Suppose $u(x) \in W^{1,1}_C(G) \cap C(G)$ and $G$ is of class $C'$; then $u(x) \equiv 0$ on $\partial G$ in the pointwise sense.

For the proof of this lemma, we refer to the paper of Nirenberg [29].

An immediate consequence of Lemma V.4.1 is the result mentioned in Lemma II.2.1.

**Lemma V.4.2.** Suppose $u(x)$ is any generalized solution of the boundary value problem (II.1.1). Suppose $u(x) \in C^{2m}(G) \cap C^{m-1}(G)$ and $G$ is of class $C^m$; then $u(x)$ is a classical solution of (II.1.1).

Finally we have the following result.

**Lemma V.4.3.** Let $u(x)$ be a generalized solution of the boundary value problem (II.1.1). Suppose the regularity conditions 1(a), (b), (c) are satisfied. Then $u|_{\partial G} = Du|_{\partial G} = \cdots = D^{m-1}u|_{\partial G} = 0$ (in the pointwise sense).

**Proof.** By Lemma V.3.2, $u(x) \in C^{m-1}(G)$; hence the result follows immediately from Lemma V.4.2.

VI. Spectral theory. In this section, the nonlinear aspect of the eigenvalue problem (II.1.1) is considered. The major nonlinear effect studied is the dependence of the eigenvalue, characterized in Theorem IV.1, on the normalization constant $R$. For convenience, we shall assume throughout this section that the Dirichlet form $a(u,v)$ for (II.1.1) can be associated with a positive definite operator $\mathcal{A}$ mapping $W^{2m}_2(G) \rightarrow W^{2m}_2(G)$. The polyharmonic operator $(-1)^m \Delta^m$ is a case in point. As $\lambda = \langle \mathcal{A}u, u \rangle_{m,2} / \langle Bu, u \rangle_{m,2}$, the positive definiteness of $\mathcal{A}$ insures that all possible eigenvalues of (II.1.1) are positive. The material in this section is a direct generalization of Levinson [23].

**VI.1. Examples.** The following examples indicate directions for more general results.

**Example VI.1.1 (The linear case).** Here $f(u, x) = g(x)u$, where $g(x)$ is a continuous and strictly positive function defined on $G$. By the existence theorem of §IV and its corollary, a first eigenvalue $\lambda_1$ exists on $\partial M_R$ for fixed $R, 0 < R < \infty$. Further

$$\lambda_1 = \frac{\langle \mathcal{A}u_1, u_1 \rangle_{m,2}}{\int_G g(x)u_1^2},$$

where $2R = \int_G g(x)u_1^2$.

As $R$ ranges over $(0, \infty)$, $\lambda_1 = \lambda_1(R)$ remains constant.

**Example VI.1.2 (The case of power nonlinearities).** Here $f(u, x) = g(x)u^{2k+1}$, where $g(x)$ is a continuous strictly positive function in $G$, and $k$ is an integer with
By the existence theorem of §IV and its corollary, a first eigenvalue \( \lambda_1 \) exists for (II.1.1) with \( \lambda_1 = \langle \mathcal{M} u_1, u_1 \rangle_{m,2} / \int g(x)u^{2k+2} \) when \( (2k + 2)R = f(v_1, x) = 0 \). Setting \( u_1 = cv_1, c > 0 \), in (II.1.1) we obtain \( A v_1 - \lambda_1^2 f(v_1, x) = 0 \). Thus for each constant \( c > 0 \), \( v_1 \) is an eigenfunction for (II.1.1) with eigenvalue \( \lambda_1c^{2k} \). As \( c \) varies over \( (0, \infty) \), \( \lambda_1c^{2k} \) varies over \( (0, \infty) \).

Example VI.1.3 (The case of exponential-growth nonlinearities). Following Bratu [4] we consider the two point boundary value problem:

\[
\begin{align*}
& u'' + \lambda e^u = 0, \\
& u(a) = u(b) = 0
\end{align*}
\]

when \( a \) and \( b \) are fixed finite numbers. Bratu proved the following results: if \( \lambda \leq 0 \), (1) has no real solution. There is a fixed positive number \( \lambda_1 \), such that for each \( \lambda \), \( 0 < \lambda < \lambda_1 \), (1) has precisely two positive solutions. If \( \lambda = \lambda_1 \), (1) has precisely one positive solution. For each \( \lambda > \lambda_1 \), (1) again has no real solution. Thus the "spectrum" of the equation (1) consists of the open interval \((0, \lambda_1)\). Further as \( \lambda \to 0 \), \( \| u_i \|_{[a,b]} \to 0 \) when \( i = 1, 2 \) and \( u_1, u_2 \) are the solutions referred to by Bratu. We shall fit this example into our theory in §VII.2 by considering \( v(x) = u_1(x) - u_2(x) \) and the equation \( v'' + \lambda g(x)[e^v - 1] = 0, v(a) = v(b) = 0 \), where \( g(x) \) is a strictly positive continuous function in \([a, b]\) (cf. Gel'fand [39]).

Example VI.1.4 (The case of oscillatory nonlinearities). We consider the two point boundary value problem:

\[
\begin{align*}
& u'' + \lambda u \sin \log u^2 = 0, \\
& \sin \log 0 = 0, \\
& u(a) = u(b) = 0
\end{align*}
\]

By the results of Golomb [15], a real eigenvalue \( \lambda_0 \) and associated real eigenfunction \( u_0 \) are known to exist. Hence for every integer \( N \), the functions \( \{e^{N\pi u_0(x)}\} \) are again eigenfunctions for (1) with associated eigenvalue \( \lambda_N = \lambda_0 \), and the functions \( \{e^{(N+1/2)\pi u_0(x)}\} \) are also eigenfunctions for (1) with associated eigenvalue \( \lambda_N = -\lambda_0 \). We have omitted such nonlinearities from our discussion.

VI.2. Instances with eigenvalues bounded above 0. We begin our study by demonstrating that in at least two cases all possible eigenvalues of (II.1.1) are bounded above 0, i.e. greater than a certain positive constant \( k_0 \).

First suppose \( f(t,x) \) is weakly nonlinear, i.e. satisfies a global Lipschitz condition in \( t \in R^r \). Then

\[
\lambda = \frac{\langle \mathcal{M} u, u \rangle_{m,2}}{\int g(x)u^{2k+2}} \geq \frac{k}{c} \frac{\| u \|_{m,2}}{\| u \|_{0,2}} \geq \frac{k}{c} > 0.
\]

Next, we have:
Lemma VI.2.1. Let $R$ be a fixed positive constant. Then on $\partial M_R$, all possible eigenvalues of (II.1.1) are bounded above $0$. If $\mathcal{A}$ is not necessarily positive definite, then all eigenvalues are greater than a negative constant, i.e. bounded above $-\infty$.

Proof. Let us first assume $\mathcal{A}$ is positive definite; then $\langle \mathcal{A}u, u \rangle_{m,2} \geq k_1 \| u \|_{m,2}^2$ for $k_1 > 0$. On $\partial M_R$, for fixed $R$, by Lemma III.2.1, $\| u \|_{m,2}$ is bounded above $0$; thus, on $\partial M_R$, $\langle \mathcal{A}u, u \rangle_{m,2} \geq \alpha > 0$. On the other hand, by Lemma III.1.1, $\int_G u f(u, x) \leq K \int_G F(u, x) \leq KR$ if $u \in \partial M_R$. Hence

$$\lambda = \frac{\langle \mathcal{A}u, u \rangle_{m,2}}{\int_G u f(u, x)} \geq \frac{\alpha}{KR} > 0.$$ 

If $\mathcal{A}$ is not necessarily positive definite, by Lemma IV.1.1, $\langle \mathcal{A}u, u \rangle_{m,2} \geq -g(R)$ on $\partial M_R$. Thus $\lambda \geq -g(R) / KR > -\infty$.

VI.3. Auxiliary estimates. Before proceeding further with this discussion, it will be necessary to prove the following two estimates.

Lemma VI.3.1. Let $R$ be a fixed positive number. Then the following estimate holds:

$$l(R) = \inf_{\partial M_R} \langle \mathcal{A}u, u \rangle_{m,2} \leq \bar{k}(G) g(k_1(G) R)$$

where $\bar{k}(G)$ and $k_1(G)$ are positive constants depending only on the domain $G$ and $g(R) = F^{-1}(R, x_1) (R > 0)$.

Proof. To estimate $\langle \mathcal{A}u, u \rangle_{m,2}$ we note that as $\mathcal{A}$ is a bounded operator, $\langle \mathcal{A}u, u \rangle_{m,2} \leq k \| u \|_{m,2}^2$. Hence

$$l(R) \leq k \| u \|_{m,2}^2$$

for any $u \in \partial M_R$. We now proceed to construct a function $U_\theta(x) \in \partial M_R$ and to compute its $W^m_2(G)$ norm.

Let $S$ be the radius of the largest open sphere $\mathcal{S}$ completely contained in the interior of $G$. Define

$$U_\theta(x) = \begin{cases} \theta \left(1 - \frac{r^2}{S^2}\right), & r < S, \\ 0, & r \geq S, \end{cases}$$

where $r$ is measured in polar coordinates from the center of the sphere $\mathcal{S}$, and $\theta$ is a positive number to be determined. Clearly $\| U_\theta \|_{m,2}^2 \leq K_G \theta^2$, when $K_G$ is a positive constant depending only on the geometry of the bounded domain $G$.

We now show that for some number $\theta_1$, $u_{\theta_1} \in \partial M_R$. Now $\int_G F(u_{\theta_1}, x) > \int_{r<S/2} F(u_{\theta_1}, x) \geq k \int_{r<S/2} F(u_{\theta_1}, x_1) > kF(3\theta_1/4, x_1)V$ where $V$ is the volume of the sphere of radius $S/2$ in $R^n$. As $F(t, x_1)$ is a monotone strictly increasing function.
of $t$ from 0 to $\infty$, we can find a number $\theta_0$ so that $R = kF(3\theta_0/4, x_1)^{1/2}$. Thus 
$\int_G F(u_{\theta_0}, x) > R$ and by the homogeneity lemma there is a number $\theta_1 < \theta_0$ such that 
$\int_G F(u_{\theta_1}, x) = R$, i.e. $u_{\theta_1} \in \partial M_R$. Also $\| u_{\theta_1} \|_{2,2} \leq \theta_1^2 K(G) \leq \theta_0^2 K(G)$. Now $\theta_0 = 2g(kG R)$ by (2) as $F(t, x_1)$ is an invertible function for positive $t$. From (1), 
$l(R) \leq E_g(kG R)$.

**Lemma VI.3.2.** Let $R$ be a fixed positive number, and $u_R(x)$ be a classical eigenfunction of (II.1.1) as characterized in Theorem IV.1; then as $R \to 0$, 
$\| u_R \|_{C(\overline{G})} \to 0$.

**Proof.** This result will be obtained by a bootstrap procedure based on Sobolev's Imbedding Theorem and the inequality associated with Theorem V.1.1. First, as $\mathfrak{H}$ is positive definite,

$$0 < k \| u_R \|_{m,2}^2 \leq l(R) = \langle \mathfrak{H} u_R, u_R \rangle_{m,2}.$$ 

Thus by Lemma VI.3.1 as $R \to 0$, $l(R) \to 0$ and $\| u_R \|_{m,2} \to 0$. Thus by Sobolev's Imbedding Theorem $\| u \|_{0,p} \to 0$ for

$$1 \leq p < \frac{N + 2m}{N - 2m}, \quad N > 2m,$$

$$1 \leq p < \infty, \quad N \leq 2m.$$

**Case I** ($N \leq 2m$). By Theorem V.1.1,

$$\| u_R \|_{2m,p} \leq k(\| f(u_R, x) \|_{0,p} + \| u_R \|_{0,p}).$$

for every $p, 1 < p < \infty$. We now choose $p$ so that $1/p - 2m/N < 0$, and by Sobolev's Imbedding Theorem (part ii):

$$\| u_R \|_{C(\overline{G})} \leq k_1 \| u_R \|_{2m,p}.$$

Thus using the polynomial growth condition on $f(t, x)$ together with (1) and (2), we obtain the fact that as $R \to 0$, $\| u_R \|_{C(\overline{G})} \to 0$.

**Case II** ($N > 2m$). Again from Theorem V.1.1

$$\| u_R \|_{2m,p} \leq k(\| f(u_R) \|_{0,p} + \| u_R \|_{0,p}).$$

By Lemma V.1.2 $f(u_R(x), x) \in L_{2N'((1+\varepsilon)/(N+2m))}$, thus by the polynomial growth condition on $f(t, x)$, $\| f(u_R, x) \|_{L_p} \leq Kg(\| u \|_{2N/(N-2m)})$ when $p = 2N \cdot (1+\varepsilon)/(N+2m)$ and $g(r)$ is a monotone increasing function of the real number $r$. Thus by Sobolev's Imbedding Theorem $\| u \|_{2m,p_n} \to 0$ as $R \to 0$. By repeating this procedure as in Lemma V.3.3 we eventually obtain $\| u_R \|_{2m,p_n} \to 0$, where $1/p_n = -2m/N < 0$. Hence, by using Sobolev's Imbedding Theorem part (ii), we obtain $\| u_R \|_{C(\overline{G})} \leq k \| u_R \|_{2m,p_n}$. Hence as $R \to 0$, $\| u_R \|_{C(\overline{G})} \to 0$.

**VI.4. Study of the set** $\{ \lambda(R) \mid 0 < R < \infty \}$. For a large class of nonlinear operators $B$, the eigenvalue $\lambda$ of (II.1.1) as characterized in Theorem IV.1.1,
varies over the interval \((0, \infty)\) as the normalization constant \(R\) varies over \((0, \infty)\). In order to demonstrate this result, the following terminology will be convenient.

**Definition VI.4.1.** Let \(f(t, x)\) be a continuous real-valued function defined on \(R' \times G\); then

- \(f(t, x)\) is **supralinear** at \(t = b\) (\(b = 0\) or \(\infty\)) if
  \[
  \lim_{t \to b^-} \frac{f(t, x)}{t} = \infty \text{ for all } x \in G.
  \]
- \(f(t, x)\) is **sublinear** at \(t = b\) (\(b = 0\) or \(\infty\)) if
  \[
  \lim_{t \to b^-} \frac{f(t, x)}{t} = 0 \text{ for all } x \in G.
  \]

**Lemma VI.4.1.** Suppose \(f(t, x)\) is sublinear at \(t = \infty\) and a generalized eigenfunction, as characterized in Theorem IV.1 exists, for the boundary value problem (II.1.1). Then as \(R \to \infty\), \(\lambda(R) \to \infty\).

**Proof.** As \(f(t, x)\) is sublinear at \(t = \infty\),

\[
\lim_{t \to \infty} \frac{F(t, x)}{t^2} = 0.
\]

We show that as \(R \to \infty\), \(\|u_R\|_{L^2(G)} \to \infty\). Select a number \(A\) such that \(t < A\) implies \(F(t, x) < t^2\). Therefore

\[
R = \int_G F(u, x) = \int_{|u| > A} F(u, x) + \int_{|u| \leq A} F(u, x)
\leq \int_{|u| > A} u^2 + F(A) \text{ meas}(G)
\leq \|u\|_{L^2(G)}^2 + K(A).
\]

Thus as \(R \to \infty\), \(\|u\|_{L^2(G)} \to \infty\).

As \(f(t, x)\) is sublinear at \(t = \infty\), there is a number \(B\) such that \(t > B\) and given \(\delta_1 > 0, f(t, x) < \delta_1 t\). Hence

\[
\int_G uf(u, x) = \int_{|u| > B} uf(u, x) + \int_{|u| \leq B} uf(u, x)
\leq \delta \int_{|u| > B} u^2 + \int_{|u| \leq B} uf(u, x) \leq \delta_1 \|u\|_{L^2(G)}^2 + Bf(B) \text{ meas } G.
\]

Since \(\mathcal{H}\) is assumed positive definite there is a positive constant \(k\) such that
\[
\langle \mathcal{H} u, u \rangle_{m,2} \geq k \|u\|_{m,2}^2 > k \|u\|_{\delta,2}^2.
\]

Thus

\[
\lambda(R) = \frac{\langle \mathcal{H} u_R, u_R \rangle_{m,2}}{\int_G u_R f(u_R, x)} \geq \frac{k \|u_R\|_{\delta,2}^2}{\delta_1 \|u_R\|_{\delta,2}^2 + Bf(B) \text{ meas } G}.
\]
As $R \to \infty$, $\|u\|_{0,2} \to \infty$, and as $\delta_1$ can be made arbitrarily small, $\lambda(R) \to \infty$.

**Lemma VI.4.2.** Suppose $f(t,x)$ is sublinear at $t = 0$, and a classical eigenfunction, as characterized in Theorem IV.1, exists for the boundary value problem (II.1.1); then as $R \to 0$, $\lambda(R) \to \infty$.

**Proof.** By Lemma VI.3.2 as $R \to 0$, $\max_G |u_R(x)| \to 0$. Hence using the fact that $f(t,x)$ is sublinear at $t = 0$ given $\delta_1 > 0$, for sufficiently small $R$, $f(u_R,x) < \delta_1 u_R$. Therefore,

$$\lambda(R) = \frac{\langle u_R, u_R \rangle_G}{\int_G u_R f(u_R,x)} \leq \frac{k \|u_R\|_{0,2}^2}{\delta_1 \|u_R\|_{0,2}^2} \leq \frac{k}{\delta_1}.$$  

As $\delta_1$ can be made arbitrarily small, $\lambda(R) \to \infty$ as $R \to 0$.

**Lemma VI.4.3.** Suppose $f(t,x)$ is supralinear at $t = \infty$, and a generalized eigenfunction, as characterized in Theorem IV.1 exists for (II.1.1). Then as $R \to \infty$, $\lambda(R) \to 0$.

**Proof.** As $f(t,x)$ is supralinear at $t = \infty$,

$$\lim_{t \to \infty} \frac{F(t,x)}{t^2} = \infty.$$  

Thus given $\delta_1 > 0$ for sufficiently large $\theta_0$, $F(3\theta_0/4, x_1) > \theta_0^2/\delta_1$. By Lemma VI.3.1,

$$R = \int_G F(u_{\theta_0}, x) \geq \int_{\theta_0 \leq \delta_1 / 2} F(u_{\theta_0}, x) \geq F\left(\frac{3\theta_0}{4}, x_1\right) k(G).$$  

Thus $R > k(G)\theta_0^2/\delta_1$, where $R$ is sufficiently large. Also $\int_G u_R f(u_R, x) \geq k \int_G F(u_R, x) = kR > k_1(G)\theta_0^2/\delta_1$. Using Lemma VI.3.1, $l(R) \leq \theta_0^2 k(G)$. Thus $\lambda(R) = l(R)/\int_G u_R f(u_R, x) \leq k_2(G)\delta_1$.

As $\delta_1$ can be made arbitrarily small as $R \to \infty$, $\lambda(R) \to 0$.

**Lemma VI.4.4.** Suppose $f(t,x)$ is supralinear at $t = 0$, and a classical eigenfunction, as characterized in Theorem IV.1 exists, for (II.1.1). Then as $R \to 0$, $\lambda(R) \to 0$.

**Proof.** As $f(t,x)$ is supralinear at $t = 0$

$$\lim_{t \to 0} \frac{F(t,x)}{t^2} = \infty.$$  

Thus given $\delta_1 > 0$, we can choose a $\theta_0$ so small that $F(\theta_0/2, x_1) \geq k(G)\theta_0^2/\delta_1$. Hence proceeding as in Lemma VI.4.3, we can conclude as $R \to 0$, $\lambda(R) \to 0$.

One consequence of the above lemmas is the following theorem.

**Theorem VI.4.5.** Suppose $f(t,x)$ is supralinear at one end of the interval $(0, \infty)$ and sublinear at the other. Suppose a classical eigenfunction, as charac-
terized in Theorem IV.1, exists for (II.1.1). Then the set of positive numbers \( \{ \lambda(R) \mid 0 < R < \infty \} \) contains subsequences tending both to 0 and \( + \infty \).

VI.5. Further study of the set \( \{ \lambda(R) \mid 0 < R < \infty \} \). We bring this section to a close by considering circumstances under which the set \( \{ \lambda(R) \mid 0 < R < \infty \} \) fills an interval of the positive axis (cf. VI.1). It is sufficient to prove \( \lambda = \lambda(R) \) is a continuous function of \( R \).

**Lemma VI.5.1.** \( l(R) = \inf_{\partial M_R} \langle \mathcal{H}u, u \rangle_{m,2} \) is a continuous monotone increasing function of \( R \) for \( 0 < R < \infty \).

**Proof.** First we show that \( l(R) \) is monotone increasing. Let \( R > R_1 \) and \( u \in \partial M_R \). Then by the homogeneity property of \( \partial M_R \), there is a number \( b < 1 \), such that \( b\mathcal{H}u \in \partial M_{R_1} \). Thus \( \langle \mathcal{H}(bu), bu \rangle_{m,2} \geq l(R_1) \). If \( u \) is actually a solution of the variational problem on \( \partial M_R \) we have \( \langle \mathcal{H}(bu), bu \rangle_{m,2} = b^2 l(R) \geq l(R_1) \). As \( b < 1 \), \( l(R) \geq l(R_1) \).

Next we show \( l(R) \geq l(R + 0) \). Let \( R > R_1 \) and \( t^* \in \partial M_{R+0} \), thus there is a number \( t^* \to 1 \) such that \( b^2 \langle \mathcal{H}u_{t^*}, u_{t^*} \rangle_{m,2} \geq l(R_1) \). By Lemma III.2.2, \( R \to R_1 \) implies \( t^* \to 1 \). In particular if \( u_{t^*} \) is a solution of the variational problem on \( \partial M_{R_1} \), \( b^2 l(R_1) \geq l(R) \). Thus \( l(R) \geq l(R + 0) \).

Finally \( l(R + 0) \geq l(R) \). Let \( R_n \) be an increasing sequence of positive numbers tending to \( R \), with associated minimum function \( u_n \). Thus by the homogeneity property of \( \partial M_R \), there is a sequence of positive numbers \( \{ b_n \} \), \( b_n \geq 1 \), such that \( b_n u_n \in \partial M_R \). Thus \( b_n^2 l(R_n) \geq l(R) \). In order to show \( l(R + 0) \geq l(R) \) it is sufficient to show \( b_n \to 1 \). To this end, we consider

\[
0 = \lim_{n \to \infty} \int_G [F(b_n u_n, x) - F(u_n, x)].
\]

By Fubini’s theorem and Lemma III.1.2

\[
0 = \lim_{n \to \infty} \int_0^1 dt \int_G (b_n - 1)u_n f [u_n[1 + t(1 - b_n)], x].
\]

As \( tf(t, x) > 0, t \neq 0 \), this latter equation is possible only if \( b_n \to 1 \).

**Lemma VI.5.2.** Suppose \( \alpha(R) = \langle u_R, B u_R \rangle_{m,2} \) is a well-defined function of the positive number \( R \), where \( u_R \in \partial M_R \) is a solution of the variational problem \( \inf_{\partial M_R} \langle \mathcal{H}u, u \rangle_{m,2} \). Then \( \alpha(R) \) is a continuous function of \( R \).

**Proof.** Let \( R_n \to R \) and consider \( \alpha(R_n) = \langle u_n, B u_n \rangle_{m,2} \) where \( u_n \) is an associated minimum function of \( R_n \). It is sufficient to show \( \{ R_n \} \) has a subsequence \( \{ R_{n'} \} \) such that \( \alpha(R_{n'}) \to \alpha(R) \).

First we note, for sufficiently large \( n \), \( 0 < \int_G u_n f(u_n, x) < K \int_G F(u_n, x) < KR < K(R + 1) \). Thus the set of positive numbers \( \langle u_n, B u_n \rangle_{m,2} \) is uniformly bounded and has a convergent subsequence. As the form \( \langle u, B v \rangle_{m,2} \) is a weakly continuous
function of the elements \(u, v\) it is sufficient to show \(\{u_n\}\) has a subsequence \(u_n \to u_R\) weakly in \(W^{(m)}(G)\).

Next by the homogeneity property of \(\partial M_R\), there is a sequence of real numbers \(\{b_n\}\) such that \(b_n u_n \in \partial M_R\). We show \(\{b_n u_n\}\) is a minimizing sequence for the variational problem

\[
\lim_{n \to \infty} \langle A(b_n u_n), b_n u_n \rangle_{m, 2} = \lim_{n \to \infty} b_n^2 l(R_n).
\]

By the argument of Lemma VI.5.1, \(b_n \to 1\) and \(l(R_n) \to l(R)\); hence \(\lim_{n \to \infty} \langle A(b_n u_n), b_n u_n \rangle_{m, 2} = l(R)\) and the sequence \(\{b_n u_n\}\) has the required property.

Now by the procedure of §IV the minimizing sequence can be refined so that there is a subsequence \(\{b_n u_n\}\) tending weakly to \(u_R\). As \(b_n \to 1\), \(u_n \to u_R\) weakly in \(W^{(m)}(G)\), as required.

Remark. \(x(R)\) is a well-defined function of \(R\) if either (a) the variational problem \(\inf_{\partial M_R} \langle A u, u \rangle_{m, 2}\) has a unique solution, apart from sign, as one expects for ordinary differential equations, or (b)

\[
\int_G u f(u, x) = K \int_G F(u, x) \text{ for all } u \in W^{(m)}(G)
\]

for some constant \(K\).

We summarize the results of this subsection as follows.

**Theorem VI.5.3.** Suppose the variational problem \(\inf_{\partial M_R} \langle A u, u \rangle_{m, 2}\) has a unique solution for each \(0 < R < \infty\) (apart from sign); then \(\lambda(R)\) is a continuous function of \(R\).

**Proof.** \(\lambda(R) = \langle A u, u \rangle_{m, 2}/\langle B u, u \rangle_{m, 2} = l(R)/\alpha(R)\) and, for \(0 < R < \infty\) is the quotient of two continuous functions by Lemmas VI.5.1–2. Thus \(\lambda(R)\) is a continuous function, as \(\alpha(R) \neq 0\) for \(0 < R < \infty\).

VII. Second order equations and the case \(2m > N\). In this last section, the existence Theorem IV.1 will be sharpened in two ways. First, we investigate the positivity properties of the eigenfunctions obtained. Second, we mention some cases in which Theorem IV.1 holds for nonlinearities determined by a function \(f(t, x)\) which does not satisfy a polynomial growth condition.

Throughout §VII.1 we consider the boundary value problem (II.1.1) in the special case of second order operators \(A:\)

\[
Au - \lambda f(u, x) = 0,
\]

(VII.1)

\[u|_{\partial G} = 0,\]

where \(Au = \sum_{|\alpha|, |\beta| \leq 1} D^\alpha (a_{\alpha\beta}(x) D^\beta u)\).

As \(A\) is formally self-adjoint, \(a_{\alpha\beta} = a_{\beta\alpha} \equiv 0\) for \(\alpha, \beta \neq 0\). Also, in this case the
associated operator \( \mathcal{A} : \mathcal{H}^{(1)}_2(G) \to \mathcal{H}^{(1)}_2(G) \) is positive definite, as \( A \) is uniformly elliptic in \( G \).


Theorem VII.1.1 Let the hypotheses of Theorem IV.1 be satisfied. Then the boundary value problem (VII.1) has a generalized eigenfunction \( u(x) \geq 0 \) in \( G \). If, in addition, \( u(x) \) is a classical eigenfunction for (VII.1), then \( u(x) > 0 \) in \( G \).

Proof. First we note that as \( F(t, x) \) is an even function of \( t \), \( \int_G F(u, x) = \int_G F(|u|, x) \). Also \( |u(x)| = \text{sgn} u \cdot u \). Hence if \( u \in \mathcal{H}^{(1)}_2(G) \), \( D_j |u(x)| = \text{sgn} u \cdot D_j u(x) \) a.e. in \( G \), and \( |u| \in \mathcal{H}^{(1)}_2(G) \). Hence if \( u \in \partial M_R, |u| \in \partial M_R \).

As \( A \) is formally self-adjoint, \( \alpha a_0 = \alpha _0 \beta = 0 \) if \( \alpha, \beta \neq 0 \); thus

\[
\langle \mathcal{A} |u|, |u| \rangle_{1,2} = \sum_{|\alpha|, |\beta| \leq 1} \int_G a_{\alpha \beta}(x) D^\beta |u| D^\alpha |u| = \sum_{|\alpha|, |\beta| \leq 1} \int_G a_{\alpha \beta}(x) D^\alpha u D^\beta u = \langle \mathcal{A} u, u \rangle_{1,2}.
\]

Thus to prove the first part we need only follow the procedure of §IV with the additional requirement of choosing the minimizing sequence \( \{u_n\} \) from the nonnegative functions \( u(x) \geq 0 \) in \( G \). As \( \langle \mathcal{A} |u|, |u| \rangle_{1,2} = \langle \mathcal{A} u, u \rangle_{1,2} \) the selection of a minimizing sequence of nonnegative functions from \( \partial M_R \) does not affect the variational problem in \( \inf_{\partial M_R} \langle \mathcal{A} u, u \rangle_{1,2} \). By the refinement procedure of Lemma IV.1.3 the minimizing sequence \( u_n(x) \to u(x) \) a.e. in \( G \). Thus, after possible correction on a set of measure 0, we may assume \( u(x) \geq 0 \) in \( G \).

We now consider the second part of the theorem. If \( u(x) \geq 0 \) in \( G \), \( f(u, x) \geq 0 \) in \( G \) and as \( \mathcal{A} \) is positive definite \( \lambda \geq 0 \). Thus if \( u \) is a classical solution of (VII.1), \( -Au = -\lambda f(u, x) \leq 0 \). Thus by Hopf's Maximum Theorem, see [9], \( u(x) > 0 \) in \( G \), as \( \min_{\partial G} u = 0 \).

Remark. If \( u(x) \) is a generalized eigenfunction of VII.1, \( u(x) \) cannot equal 0 on a set of measure greater than 0 in \( G \) (cf. Gilbarg [14]).

Corollary to Theorem VII.1.1. Theorem VII.1.1 holds without the following two assumptions on \( f(t, x) \):

(1) \( f(-t, x) = -f(t, x) \),

(2) \( f(t, x) > 0 \) \( (t \neq 0) \).

Proof. Define

\[
f^*(t, x) = \begin{cases} f(t, x), \quad t \geq 0, \\ -f(-t, x), \quad t < 0. \end{cases}
\]
Thus $f^*(t, x)$ satisfies all the requirements of the existence Theorem IV.1. Thus by Theorem VII.1.1 there is a function $u(x) \geq 0$ such that

$$Au - \lambda f^*(u, x) = 0,$$

$$u|_{\partial \Omega} = 0$$

(in the classical or generalized sense). By the definition of $f^*$ we have $Au - \lambda f(u, x) = 0, u|_{\partial \Omega} = 0$, as required.

**VII.2. Sharpening of the polynomial growth condition.** Now we turn to the second object of this section, the sharpening of the existence Theorem IV.1 for nonlinearities determined by a function $f(t, x)$ not satisfying a polynomial growth condition.

The best result in this direction is obtained for second order ordinary differential equations and requires no growth restriction on $f(t, x)$.

**Theorem VII.2.1 (Golomb).** Let $f(t, x)$ be a continuous real-valued function defined on $\mathbb{R} \times [a, b]$, where $a, b$ are finite numbers, such that $f(0, x) \equiv 0$ and, for $t \neq 0$, $f(t, x) \neq 0$. Then the ordinary differential equation

$$(p(x)u')' + \lambda f(u, x) = 0,$$

$$u(a) = u(b) = 0,$$

has a real classical eigenfunction $u(x)$ and real eigenvalue when $p(x)$ is a continuous strictly positive function on $[a, b]$.

The proof of this result is contained in the paper of Golomb [15]. The following theorem extends Golomb's result to cases in which $2m > N$ and, in particular, to all even order ordinary differential equations.

**Theorem VII.2.2.** In case $2m > N$, the existence Theorem IV.1 and the regularity Theorem V.1 hold without any growth restriction on the function $f(t, x)$.

**Proof.** This result is immediate if we repeat §§II, III, V, using the fact that when $2m > N$, by Sobolev's Imbedding Theorem $W^m_2(G) \subset C^0(G)$ (with a compact imbedding). This fact replaces the polynomial growth restriction on $f(t, x)$. For example, in Lemma II.3.3 we must prove

$$\sup_{\|v\| \leq 1} \int_G (f(u_n, u) - f(u, x))v \to 0$$

where $u_n \to u$ weakly in $W^m_2(G)$. Hence $u_n \to u$ strongly in $C(G)$; thus $u_n$ is uniformly bounded by $M$, say, $|f(u_n, x)| \to |f(u, x)|$ and $|f(u_n, x)| \leq |f(M, x)|$; hence as $n \to \infty$, (1) holds. Again in Lemma III.2.1, to prove $M_R$ is uniformly bounded away from 0, we suppose the contrary; then there is a weakly convergent sequence $u_n \in M_R$ with $\|u_n\|_{m, 2} \to 0$. But then
\[ 0 < R = \int_G F(u_n, x) \leq K \int_G u_n f(u_n, u) \leq K \max_G |u_n(x)| \int_G f(u_n, x) \]

\[ \leq KK' \|u_n\|_{m,2} \int_G f(u_n, x) \quad \text{(by Sobolev Imbedding Theorem)} \]

\[ \leq KK' \|u_n\|_{m,2} \int_G f(M', x) \quad \left( \text{where } M' = \max_G |u_n(x)| \right). \]

As this latter expression tends to zero as \( n \to \infty \), we obtain the required contradiction. The variational lemma carries over immediately when we note the elementary fact that a continuous function defined on a closed (bounded set in \( \mathbb{R}^n \)) is uniformly continuous. The regularity theorem \( V.1 \) carries over by using theorem \( V.2.2 \) immediately instead of beginning with \( \S V.1 \).

For \( A = -\Delta \), the Laplace operator in \( \mathbb{R}^2 \), Levinson [23], proves the following:

**Theorem VII.2.3.** Let \( G \) be a bounded domain in \( \mathbb{R}^2 \) with boundary \( G \) consisting of a finite number of continuous curves and arcs. Suppose \( f(t) \) is a continuous real-valued function defined on \( [0, \infty) \) and vanishing only at \( t = 0 \). Suppose, in addition, that \( f(t) \) satisfies a local Lipschitz condition, is nondecreasing and satisfies the following growth condition:

\[ f(t) \log f(t) \leq K' \int_0^t f(s)ds \]

for \( t > 0 \) and some constant \( K' \geq 1 \). Then the boundary value problem

\[ \Delta u + \lambda f(u) = 0, \]

\[ u \big|_{\partial G} = 0 \]

has a real classical eigenfunction \( u(x) \), strictly positive in the interior of \( G \).

This result represents a first step in establishing exponential type growth conditions on \( f(t, x) \) in the case \( 2m = N \) (e.g., \( f(t) = e^{\alpha t} - 1 \)). The details of this aspect of the problem will be carried out in subsequent work.
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