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1. Introduction. By an analytic group and by an analytic subgroup of a Lie group, we mean a connected Lie group and a connected Lie subgroup of a Lie group, respectively. Unless specified otherwise, an analytic subgroup and its corresponding Lie subalgebra will be denoted by the same capital Roman and capital German letter, respectively. For example, if \( G \) denotes an analytic group and \( A \) denotes an analytic subgroup of \( G \), then \( \mathfrak{g} \) will denote the Lie algebra of \( G \), and \( \mathfrak{a} \) will denote the subalgebra of \( \mathfrak{g} \) corresponding to \( A \). We make the convention that the Lie algebra of a Lie group is the tangent space of that group at the identity.

Let \( G \) be an analytic group, and let \( A(G) \) denote the group of all continuous automorphisms of \( G \). We give \( A(G) \) the compact-open topology. Let \( GL(\mathfrak{g}) \) be the Lie group of all linear automorphisms of the vector space \( \mathfrak{g} \), and let \( A(\mathfrak{g}) \) denote the closed subgroup of all Lie algebra automorphisms of \( \mathfrak{g} \); then \( A(G) \) can be naturally imbedded in \( A(\mathfrak{g}) \) as a closed subgroup (see [2, p. 138]). When \( G \) is simply connected, \( A(G) \) and \( A(\mathfrak{g}) \) coincide. We let \( I(G) \) denote the analytic subgroup of \( A(G) \) consisting of all inner automorphisms of \( G \). \( I(G) \) depends only on \( \mathfrak{g} \), and therefore will also be denoted by \( I(\mathfrak{g}) \); \( I(G) \) will be called the adjoint group of \( G \) (or of \( \mathfrak{g} \)). We identify \( gl(\mathfrak{g}) \), the Lie algebra of \( GL(\mathfrak{g}) \), with the Lie algebra of all endomorphisms of \( \mathfrak{g} \); then \( A(\mathfrak{g}) \) corresponds to the subalgebra \( \mathfrak{a}(\mathfrak{g}) \), consisting of all derivations of \( \mathfrak{g} \); \( I(\mathfrak{g}) \), on the other hand, corresponds to the subalgebra \( i(\mathfrak{g}) \) of all inner derivations of \( \mathfrak{g} \).

If \( S \) is a subset of \( G \), we set

\[
\Delta(S) = \{ \tau \in A(G) \mid \tau(s) = s, \text{ for all } s \in S \};
\]

then \( \Delta(S) \) is a closed subgroup of \( A(G) \), and we let \( \Delta^0(S) \) denote the identity component of \( \Delta(S) \).

Definition. A discrete subgroup \( \Gamma \) of a Lie group \( L \) is called a lattice in case a measure \( \mu \), induced on the coset space \( L/\Gamma \) by a right invariant Haar measure
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on $L$, satisfies $\mu(L/\Gamma) < \infty$. If, moreover, $L/\Gamma$ is compact, then $\Gamma$ is called a uniform lattice.

It is not difficult to see that a uniform lattice is a lattice, and that if $L$ contains a lattice, then $L$ is unimodular. A lattice in a solvable, analytic group is always a uniform lattice (see [13]). It is our purpose here to prove the following two theorems:

**Theorem 1.** If $\Gamma$ is a lattice in an analytic group $G$, then $\Delta^0(\Gamma) \subset I(G)$.

**Theorem 2.** If an analytic group $G$ contains a lattice, then the adjoint group $I(G)$ is closed in $A(G)$ (equivalently, in $A(\mathfrak{g})$ or in $\text{GL}(\mathfrak{g})$).

In general, $I(G)$ is not a closed subgroup of $A(G)$ (see [7, pp. 127–128]). The converse of Theorem 2 is false, as we shall show at the end of this paper. The following proposition allows us to reduce the proofs of Theorems 1 and 2 to the case when $G$ is simply connected.

**Proposition 1.** Let $G$ be an analytic group, and let $G'$ be the universal covering group of $G$; let $*$ denote either 1 or 2. If Theorem $*$ is true for $G'$, then it is true for $G$.

**Proof.** Let $\Gamma$ be a lattice in $G$, let $\pi: G' \to G$ be the covering map, and set $\pi^{-1}(\Gamma) = \Gamma'$. Since $\Gamma'$ is a lattice in $G'$ and since $I(G) = I(G')$, Proposition 1 follows for $* = 2$. Next, let $\Sigma(\Gamma') = \{\tau \in A(G') \mid \tau(\Gamma') = \Gamma'\}$; then $\Sigma(\Gamma')$ is a closed subgroup of $A(G')$ such that $\Sigma(\Gamma') \supset \Delta(\Gamma')$; we denote the identity component of $\Sigma(\Gamma')$ by $\Sigma^0(\Gamma')$. For a fixed $\gamma \in \Gamma'$, $\Sigma^0(\Gamma') \cdot \gamma$ is a connected subset of $\Gamma'$, and hence is equal to $\gamma$. This proves that $\Sigma^0(\Gamma') = \Delta^0(\Gamma')$. Let $D$ be the kernel of $\pi$; $D$ is a discrete, central subgroup of $G'$, and in the identification $A(G) \subset A(G')$,

$$\Delta(\Gamma) = \{\tau \in A(G') \mid \tau(\gamma) = \gamma \mod D, \text{ for all } \gamma \in \Gamma'\} \subset \Sigma(\Gamma'),$$

whence $\Delta^0(\Gamma) \subset \Sigma^0(\Gamma') = \Delta^0(\Gamma')$. Proposition 1 now follows for $* = 1$. Q.E.D.

From now on we will assume that $G$ is a simply connected, analytic group.

The paper is organized into five sections. In §2 we develop some necessary cohomological machinery, which we apply in §3 to obtain Theorem 1 when $G$ is solvable. In §4 we develop some machinery for passing to the general case. In §5 we complete the proof of Theorem 1, and then, using the results of §4 and Theorem 1, we prove Theorem 2. Finally, in the appendix at the end of this paper, we show that the converse of Theorem 2 is false.

Professor H. C. Wang pointed out to us the construction of $R'$ and $\Gamma_2$ on page 458, and the possible usefulness of this construction for our purposes (his original construction was for uniform lattices). The appendix also derives from one of his suggestions. Our results were originally formulated for uniform lattices and the extension to lattices was suggested by Professor A. Borel. The first-named author became aware of the problem treated in Theorem 2, in a discussion with
Professor J. A. Wolf. We are pleased to acknowledge our gratitude for all these valuable suggestions and discussions.

2. Cohomological tools. In this section we shall describe some results concerning the cohomological theory of Lie groups based on $C^\infty$-cochains (see [4] and [12]). Let $L$ be a Lie group and let $\rho: L \to \text{GL}(V)$ be a continuous representation of $L$ in the finite-dimensional, real vector space $V$. For a positive integer $q$, let $F^q(L, V)$ be the set of all $C^\infty$-maps of $L \times L \times \cdots \times L$ ($q$ times) into $V$; let $F^0(L, V) = V$. For each integer $q \geq 0$ we define a coboundary operator

$$d^q: F^q(L, V) \to F^{q+1}(L, V)$$

by

$$d^0v(a) = v - \rho(a)v, \quad v \in V, \quad a \in L;$$

and for $q > 0$, $f \in F^q(L, V)$

$$d^qf(a_1, \ldots, a_{q+1}) = (-1)^{q+1}[\rho(a_1)f(a_2, \ldots, a_{q+1})$$

$$+ \sum_{i=1}^{q} (-1)^i f(a_1, \ldots, a_i a_{i+1}, \ldots, a_{q+1}) + (-1)^{q+1}f(a_1, \ldots, a_q)],$$

for $a_1, \ldots, a_{q+1} \in L$. We set $Z^q(L, V) = \text{kernel } d^q$, $B^0(L, V) = 0$ and for $q \geq 1$, $B^q(L, V) = \text{image } d^{q-1}$. Finally, we set $H^q(L, V) = Z^q(L, V)/B^q(L, V)$. $Z^q(L, V)$ is called the space of $q$-cocycles, $B^q(L, V)$ the space of $q$-coboundaries, and $H^q(L, V)$ the $q$th cohomology group of $L$ with respect to $\rho$. When $L$ is a discrete group, the $H^q(L, V)$ defined above, coincide with the usual Eilenberg-MacLane groups.

Let $M \subset L$ be a closed subgroup; then restricting $\rho$ to $M$, we obtain a continuous representation $\rho|_M: M \to \text{GL}(V)$, and with respect to $\rho|_M$ we can form the complex $\{F^q(M, V)\}$ and the cohomology groups $H^q(M, V)$. For each $q \geq 0$ we have the restriction map $\phi^q: F^q(L, V) \to F^q(M, V)$, and these maps commute with the coboundary operators; hence we have an induced map $\Phi^q: H^q(L, V) \to H^q(M, V)$, called the $q$th restriction homomorphism. When $q = 1$, we will drop the superscript, and simply write $\phi$ and $\Phi$.

**Proposition 2.** Let $L$ be a Lie group, and $\Gamma$ a lattice in $L$; then the restriction homomorphism $\Phi: H^1(L, V) \to H^1(\Gamma, V)$ is one-one.

**Proof.** Let $f$ be in $Z^1(L, V)$ and let us assume that there exists $v \in V$ such that $f(\gamma) = v - \rho(\gamma)v$ for all $\gamma \in \Gamma$. Define $f' \in Z^1(L, V)$ by $f'(a) = f(a) - (v - \rho(a)v)$ for $a \in L$; then $f'(\gamma) = 0$ for all $\gamma \in \Gamma$. We wish to show that $f \in B^1(L, V)$. However, this is true if and only if $f' \in B^1(L, V)$, so we can assume without loss of generality that $f(\gamma) = 0$ for all $\gamma \in \Gamma$.

Since $f \in Z^1(L, V)$ we have from (1)

$$f(ab) = f(a) + \rho(a)f(b), \quad a, b \in L.$$
Hence for \( y \in \Gamma \), we obtain \( f(ay) = f(a) \). Thus, letting \( a' = a \Gamma \in L/\Gamma \), \( f \) induces a map \( f' : L/\Gamma \to V \) such that \( f'(a') = f(a) \). Let \( da' \) denote the invariant measure on \( L/\Gamma \) with total volume equal to one. Set \( w = \int_{L/\Gamma} f'(a') da' \); then for \( b \in L \)

\[
\begin{align*}
    w - \rho(b)w &= \int_{L/\Gamma} [f'(a') - \rho(b)f'(a')] da' \\
    &= \int_{L/\Gamma} [f'(a') - (f'(ba') - f'(b'))] da' \\
    &= f'(b') = f(b),
\end{align*}
\]

so that \( f = d^0w \in B^1(L, V) \).

Q.E.D.

We denote the group of all continuous automorphisms of \( L \) by \( A(L) \). We let \( R \) denote the real line, and by a one-parameter group of automorphisms of \( L \) we mean a \( C^\infty \)-map

\[
\tau : R \times L \ni (t, a) \to \tau(t, a) = \tau_t(a) \in L,
\]

such that each \( \tau_t \in A(L) \) and for all \( s, t \in R \), \( \tau_{t+s} = \tau_t \circ \tau_s \). For \( a \in L \), we let \( \tau'(a) \) denote the tangent vector to the curve \( \tau_t(a) \) at \( t = 0 \). For \( b \in L \), let \( r_b \) and \( l_b \) denote right and left translation by \( b \), respectively. Since \( \tau_t(ab) = \tau_t(a) \tau_t(b) \), we obtain

\[
\tau'(ab) = dr_b \cdot \tau'(a) + dl_a \cdot \tau'(b),
\]

where \( dr_b \) and \( dl_a \) are the tangent linear maps induced by \( r_b \) and \( l_a \), respectively.

\( \tau' \) defined above is thus a \( C^\infty \)-vector field on \( L \), satisfying (3). Conversely, let us assume that \( \xi \) is a \( C^\infty \)-vector field on \( L \), satisfying (3) for \( \tau' = \xi \). Let \( \tau_t(a) \) denote the unique integral curve to \( \xi \) satisfying \( \tau_t(0)(a) = a \). If \( \tau_t(a) \) is defined for \( t \) in the open interval \( I_\varepsilon \) about \( 0 \), then for \( t, s, t + s \in I_\varepsilon \), the uniqueness theorem for ordinary differential equations implies

\[
\tau_{t+s}(a) = \tau_t(\tau_s(a)).
\]

If \( a \) and \( b \) are in \( L \), and if \( \tau_t(a) \) and \( \tau_t(b) \) are defined for \( t \in I_\varepsilon \), then by computing the tangent vector to the curve \( \tau_t(a) \tau_t(b) \) at \( t_0 \in I_\varepsilon \) and by using (3) and (4), we can see that \( \tau_t(a) \tau_t(b) \) \((t \in I_\varepsilon)\) is an integral curve of \( \xi \); the uniqueness theorem of ordinary differential equations thus implies that \( \tau_t(ab) \) exists for \( t \in I_\varepsilon \), and in fact

\[
\tau_t(ab) = \tau_t(a) \tau_t(b).
\]

From the theory of ordinary differential equations we have that for \( a_0 \in L \), we can find a neighborhood \( U \) of \( a_0 \) and \( \varepsilon = \varepsilon(a_0) > 0 \), such that \( \tau_t(a) \) is defined for all \( t \in I_\varepsilon \) and \( a \in U \), and the map \( \tau : I_\varepsilon \times U \to L \), defined by \( \tau(t, a) = \tau_t(a) \), is a \( C^\infty \)-map. Let us take \( a_0 = e \), the identity element of \( L \); then \( U \) generates \( L^0 \), the identity component of \( L \), so that (5) implies that \( \tau_t(a) \) is defined for all \( a \in L^0 \) and \( t \in I_\varepsilon \). Now (4) implies that we can take \( \varepsilon = \infty \). Next, using the fact that \( \tau \) can be defined on \( R \times L^0 \) and applying (5), we can show that \( \tau_t(a) \) can be...
defined for all $t \in \mathbb{R}$ and all $a \in G$. Since $\tau_t$ and $\tau_{-t}$ are inverses, $\tau_t$ defines a one-parameter group of automorphisms, as defined above.

Let $\mathfrak{L}$ be the Lie algebra of $L$; that is, $\mathfrak{L}$ is the tangent space to $L$ at the identity. We then have that

$$\tau_t(a) = \exp tX \cdot a \cdot \exp -tX, \quad t \in \mathbb{R}, \ a \in L, \ X \in \mathfrak{L},$$

defines a one-parameter group of automorphisms of $L$. Such a one-parameter group will be called a one-parameter group of inner automorphisms. A direct computation shows that for $\tau_t$ defined by (6)

$$\tau'(a) = dr_a \cdot X - dl_a \cdot X, \quad a \in L.$$  

Thus we have

**Proposition 3.** Let $L$ be a Lie group and $\tau_t$ a one-parameter group of automorphisms of $L$; then the vector field $\tau'$ satisfies (3), above. Conversely, a $C^\infty$-vector field $\tau'$ on $L$ which satisfies (3), generates a one-parameter group of automorphisms. $\tau_t$ is a one-parameter group of inner automorphisms if and only if $\tau'$ is given by (7) for some $X \in \mathfrak{L}$.

When the component group $L/L^0$ is finitely generated, $A(L)$, with the compact-open topology, is a Lie group (see [8]). In this case $a(L)$, the Lie algebra of $A(L)$, can be identified with $a^*(L)$, the Lie algebra of all $C^\infty$-vector fields on $L$, satisfying (3). We let $i^*(L)$ denote the subalgebra of $a^*(L)$, consisting of all those vector fields given by (7).

Let $A\text{d}$ denote the adjoint representation of $L$ in $\mathfrak{L}$, and form $Z^1(L, \mathfrak{L}), B^1(L, \mathfrak{L}),$ and $H^1(L, \mathfrak{L})$ with respect to this representation. We define $\lambda: a^*(L) \to Z^1(L, \mathfrak{L})$ by

$$\lambda(\xi)(a) = dr_{a^{-1}} \cdot \xi(a), \quad a \in L, \ \xi \in a^*(L).$$

(2) and (3) imply that $\lambda$ is well defined, and it is easily seen that $\lambda$ is linear, one-one, and onto. Moreover, from (7), we have that $\lambda(i^*(L)) = B^1(L, \mathfrak{L})$. We summarize these remarks in

**Proposition 4.** If we define $\lambda: a^*(L) \to Z^1(L, \mathfrak{L})$ by (8), $\lambda$ is a linear, onto isomorphism such that $\lambda(i^*(L)) = B^1(L, \mathfrak{L})$. Thus we have an induced, onto isomorphism $\Lambda: a^*(L)/i^*(L) \to H^1(L, \mathfrak{L})$.

3. **Proof of Theorem 1** (solvable case). Let $G$ be a solvable (simply connected, analytic) group; let $\Gamma$ be a lattice in $G$. By a result of G. D. Mostow (see [13]), $\Gamma$ is a uniform lattice in $G$, and in particular, $\Gamma$ is finitely generated. Let $\mathfrak{N} \subset \mathfrak{G}$ denote the nil-radical; that is, $\mathfrak{N}$ is the maximal nilpotent ideal in $\mathfrak{G}$. From [11] we know that $\Gamma \cap N = \Gamma_N$ is a lattice in $N$, and $\Gamma N$ is a closed subgroup of $G$, with identity component $N$. Since $\Gamma$ is finitely generated, $A(\Gamma N)$ is a Lie group. Let $A^0(G)$ and $A^0(\Gamma N)$ denote the identity components of $A(G)$ and $A(\Gamma N)$, respectively. For all $\delta \in a(\mathfrak{N}), \delta(\mathfrak{N}) \subset \mathfrak{N}$ (see [9, p. 51]) so that $(\exp \delta)(g) = g \mod N$
for \( g \in G \). Thus we have a well-defined restriction homomorphism \( \psi : A^0(G) \rightarrow A^0(\Gamma N) \); let \( \psi_* : a(G) \rightarrow a(\Gamma N) \) denote the corresponding Lie algebra homomorphism.

By Proposition 4 we have a one-one linear map \( a(\Gamma N) \rightarrow Z^1(\Gamma N, R) \). We compose this map with \( Z^1(\Gamma N, R) \rightarrow Z^1(\Gamma, R) \) (restriction map), and with \( Z^1(\Gamma, R) \rightarrow Z^1(\Gamma, \mathfrak{g}) \) (induced by the injection \( R \rightarrow \mathfrak{g} \)), and we thus obtain a linear map \( \mu : a(\Gamma N) \rightarrow Z^1(\Gamma, \mathfrak{g}) \). It follows from [5] that \( \mu \) is an onto isomorphism. We give the proof here that \( \mu \) is one-one, which will suffice for our purposes. Thus if \( \delta \in a(\Gamma N) \) and \( \mu(\delta) = 0 \), then \( \exp t\delta = e^t \) for all \( t \in \mathbb{R} \) and \( \gamma \in \Gamma \). Since \( \Gamma_N \) is a uniform lattice in \( N \), we obtain, by applying A. I. Malcev's result in [10] to \( N \) and \( \Gamma_N \), that \( \exp t\delta \cdot n = n \) for all \( n \in N \); it follows that for all \( t \in \mathbb{R} \), \( \exp t\delta \in A^0(\Gamma N) \) is the identity. Thus \( \delta = 0 \), so we have proved that \( \mu \) is one-one.

Now the commutative diagram

\[
\begin{array}{ccc}
Z^1(G, \mathfrak{g}) & \xrightarrow{\phi} & Z^1(\Gamma, \mathfrak{g}) \\
\downarrow{\lambda} & & \downarrow{\mu} \\
a(G) & \xrightarrow{\psi_*} & a(\Gamma N)
\end{array}
\]

induces the following commutative diagram

\[
\begin{array}{ccc}
H^1(G, \mathfrak{g}) & \xrightarrow{\Phi} & H^1(\Gamma, \mathfrak{g}) \\
\downarrow{\Lambda} & & \downarrow{M} \\
a(G)/i(g) & \xrightarrow{\psi_*} & a(\Gamma N)/i(\mathfrak{g}),
\end{array}
\]

where \( M \) is induced by \( \mu \) and \( \Psi \) by \( \psi_* \). \( \Lambda \) is defined as before (see Proposition 4). We observe that since \( G \) is connected, \( i^*(G) \) corresponds to \( i(G) = i(\mathfrak{g}) \), under our identification of \( a^*(G) \) with \( a(G) \). Since \( \mu(\psi_* i(g)) = B^1(\Gamma, \mathfrak{g}) \), and since \( \mu \) is one-one, it follows that \( M \) is one-one. \( \Lambda \) and \( \Phi \) are one-one by Proposition 2 and Proposition 4. Thus \( \Psi \) is one-one. Applying the result in [10], we obtain that \( \Delta(\Gamma) \cap A^0(G) \) is the kernel of \( \psi \) so that the Lie algebra of \( \Delta^0(\Gamma) \) is the kernel of \( \psi_* \). Since \( \Psi \) is one-one, the kernel of \( \psi_* \) is contained in \( i(g) \), and hence \( A^0(\Gamma) \subseteq i(G) \). This concludes the proof of Theorem 1 when \( G \) is solvable.

4. Tools for the general case. Propositions 5 and 6 below are proved in [3] (see Proposition 2.2 and the preceding remarks), but we present the proofs here for the sake of completeness. Let \( \mathfrak{U} \subseteq \mathfrak{g} \) be the maximal semi-simple ideal, and let \( \mathfrak{B} \) be the centralizer of \( \mathfrak{U} \) in \( \mathfrak{g} \); that is, \( \mathfrak{B} = \{ X \in \mathfrak{g} \mid [X, Y] = 0, \text{ for all } Y \in \mathfrak{U} \} \); then \( \mathfrak{B} \) is an ideal of \( \mathfrak{g} \), and since any derivation of a semisimple Lie algebra is inner, we have a direct sum decomposition \( \mathfrak{g} = \mathfrak{U} \oplus \mathfrak{B} \). It is to be noted that both \( \mathfrak{U} \) and \( \mathfrak{B} \) are invariant by all automorphisms of \( \mathfrak{g} \). Let \( \mathfrak{R} \) be the (solvable) radical of \( \mathfrak{g} \); then \( \mathfrak{R} \subseteq \mathfrak{B} \), and \( \mathfrak{B} \) has a Levi decomposition \( B = \mathfrak{S} \oplus \mathfrak{R} \), where
\[ \mathfrak{S} \] is a semi-simple subalgebra of \( \mathfrak{B} \), but is not an ideal in \( \mathfrak{B} \) unless \( \mathfrak{S} = 0. \) \( \mathfrak{G} = (\mathfrak{H} \oplus \mathfrak{S}) \oplus \mathfrak{R} \) gives a Levi decomposition of \( \mathfrak{G}. \)

Let \( \mathfrak{Z} \) be the centralizer of \( \mathfrak{R} \) in \( \mathfrak{B}; \) then \( \mathfrak{Z} \) is an ideal of \( \mathfrak{B} \) and so is \( \mathfrak{Z} + \mathfrak{R}. \) Hence \( \mathfrak{Z} + \mathfrak{R}/\mathfrak{R} \) is a semi-simple ideal in \( \mathfrak{B}/\mathfrak{R}. \) Since \( \mathfrak{Z} + \mathfrak{R}/\mathfrak{R} \cong \mathfrak{Z}/\mathfrak{Z} \cap \mathfrak{R}, \) the Levi theorem implies that \( \mathfrak{Z} \) contains a semi-simple subalgebra \( \mathfrak{D} \) such that \( \mathfrak{Z} = \mathfrak{D} \oplus (\mathfrak{Z} \cap \mathfrak{R}). \) Since \( \mathfrak{D} \) can always be imbedded in a Levi factor of \( \mathfrak{G} \) (see [9, Corollary 1, p. 93]), and since \( \mathfrak{D} \) centralizes \( \mathfrak{R}, \mathfrak{D} \) must be an ideal in \( \mathfrak{G}. \) Thus \( \mathfrak{D} \subset \mathfrak{A}, \) and hence \( \mathfrak{D} \subset \mathfrak{N} \cap \mathfrak{B} = 0; \) thus \( \mathfrak{D} = 0 \) and \( \mathfrak{Z} \subset \mathfrak{R}. \) We note that \( \mathfrak{R} \) and \( \mathfrak{Z} \) are invariant under \( \mathfrak{A}(\mathfrak{G}), \) and that any ideal \( \mathfrak{L} \) in \( \mathfrak{G} \) containing \( \mathfrak{R} \) is invariant under \( \mathfrak{A}^0(\mathfrak{G}), \) or equivalently under \( \mathfrak{a}(\mathfrak{G})(\mathfrak{A}^0(\mathfrak{G}) \) is the identity component of \( \mathfrak{A}(\mathfrak{G}). \)

**Proposition 5.** Let \( \mathfrak{Q} \) be an ideal of \( \mathfrak{B} \) with \( \mathfrak{R} \subset \mathfrak{Q}. \) Let \( \delta \) be a derivation of \( \mathfrak{B}. \) If there exists an element \( Y_0 \in \mathfrak{Q} \) such that
\[
\delta Y = \text{Ad} Y_0(Y), \quad Y \in \mathfrak{L},
\]
then we can find \( Y_1 \in \mathfrak{Q} \) such that \( \delta = \text{Ad} Y_1 \) on \( \mathfrak{B}. \) In other words, let \( f_\star: \mathfrak{a}(\mathfrak{B}) \to \mathfrak{a}(\mathfrak{Q}) \) denote the restriction homomorphism; then \( f_\star^{-1}(\mathfrak{a}(\mathfrak{Q})) = \{\text{Ad} Y \in \mathfrak{i}(\mathfrak{B}) \mid Y \in \mathfrak{Q}\}. \)

**Proof.** Since \( \mathfrak{Q} \supset \mathfrak{R}, \) there exists a semisimple subalgebra \( \mathfrak{E} \subset \mathfrak{B}, \) such that we have a (vector space) direct sum decomposition \( \mathfrak{B} = \mathfrak{E} \oplus \mathfrak{Q}. \) We set \( \delta_1 = \delta - \text{ad} Y_0; \) then \( \delta_1 \) is a derivation of \( \mathfrak{B} \) such that \( \delta_1 Y = 0 \) for \( Y \in \mathfrak{Q}. \) For \( X \in \mathfrak{E} \) and \( Y \in \mathfrak{L}, \) we have \( [\delta_1 X, Y] = \delta_1 [X, Y] - [X, \delta_1 Y] = 0. \) \( \mathfrak{Z}_1, \) the centralizer of \( \mathfrak{Q} \) in \( \mathfrak{B}, \) is an ideal satisfying \( \mathfrak{Z}_1 \subset \mathfrak{Z} \subset \mathfrak{R}. \) The previous computation shows that for \( X \in \mathfrak{E}, \) we have \( \delta_1 X \in \mathfrak{Z}_1. \) Thus \( \delta_1 \) induces a map from \( \mathfrak{E} \) to \( \mathfrak{Z}_1, \) still denoted by \( \delta_1, \) such that
\[
\delta_1 [X_1, X_2] = [\delta_1 X_1, X_2] + [X_1, \delta_1 X_2], \quad X_1, X_2 \in \mathfrak{E}.
\]
For \( X \in \mathfrak{E}, \) let \( \phi(X) \) denote the restriction of \( \text{ad} X \) to \( \mathfrak{Z}_1; \) then \( \phi \) is a representation of \( \mathfrak{E}, \) and (1) implies that \( \delta_1 \) is a one-cocycle of \( \mathfrak{E} \) with respect to \( \phi. \) By the first Whitehead lemma, there exists \( Y' \in \mathfrak{Z}_1 \) such that \( \delta_1 X = [Y', X] \) for all \( X \in \mathfrak{E}. \) Since \( \delta_1 = \text{ad} Y' = 0 \) on \( \mathfrak{Q}, \) we have \( \delta_1 = \text{ad} Y' \) on \( \mathfrak{B}. \) Hence \( \delta = \text{ad} (Y_0 + Y') \) on \( \mathfrak{B} \) and we can take \( Y_1 = Y_0 + Y'. \) Q.E.D.

**Proposition 6.** Let \( \mathfrak{M} \) be an ideal in \( \mathfrak{G} \) containing \( \mathfrak{R}. \) If \( I(\mathfrak{M}) \) is closed in \( \text{GL}(\mathfrak{M}), \) then \( I(\mathfrak{G}) \) is closed in \( \text{GL}(\mathfrak{G}). \)

For the proof of Proposition 6, we utilize the following Lemma from [6]:

**Lemma 1.** Let \( \mathfrak{H} \) be an analytic subgroup of the general linear group \( \text{GL}(n, \mathbb{C}). \) If the radical of \( \mathfrak{H} \) is closed in \( \text{GL}(n, \mathbb{C})_2 \) then so is \( \mathfrak{H}. \)

**Proof of Proposition 6.** \( \mathfrak{M} \) has a direct sum decomposition \( \mathfrak{M} = (\mathfrak{M} \cap \mathfrak{M}) \oplus \mathfrak{L}, \) where \( \mathfrak{L} \) is an ideal in \( \mathfrak{B} \) and \( \mathfrak{M} \cap \mathfrak{M} \) is semisimple. \( I(\mathfrak{M}) \) is the direct product of \( I(\mathfrak{M} \cap \mathfrak{M}) \) and \( I(\mathfrak{L}), \) so that if \( I(\mathfrak{M}) \) is closed, then \( I(\mathfrak{L}) \) is closed.
Let \( f : A^0(\mathfrak{B}) \to A^0(\mathfrak{L}) \) denote the restriction homomorphism and let \( f_* : a(\mathfrak{B}) \to a(\mathfrak{L}) \) denote the corresponding Lie algebra homomorphism. Since \( I(\mathfrak{L}) \) is a closed subgroup of \( A^0(\mathfrak{L}) \), we have that \( f^{-1}(I(\mathfrak{L})) \) is a closed subgroup of \( A^0(\mathfrak{B}) \). Hence the analytic subgroup of \( A^0(\mathfrak{B}) \) corresponding to \( f_*^{-1}(i(\mathfrak{L})) \subset a(\mathfrak{B}) \) is a closed subgroup; however, Proposition 5 implies that \( f_*^{-1}(i(\mathfrak{L})) = i_{\mathfrak{B}}(\mathfrak{L}) \). The radical of \( i_{\mathfrak{B}}(\mathfrak{L}) \) is \( i_{\mathfrak{B}}(\mathfrak{R}) \). Since \( i_{\mathfrak{B}}(\mathfrak{R}) \) is also the radical of \( i(\mathfrak{B}) \), Lemma 1 implies that \( I(\mathfrak{B}) \) is a closed subgroup of \( A(\mathfrak{B}) \) (and hence of \( \text{GL}(\mathfrak{B}) \)).

Now \( \mathfrak{G} = \mathfrak{A} \oplus \mathfrak{B} \) with \([\mathfrak{A}, \mathfrak{B}] = 0\); hence \( I(\mathfrak{G}) \) is the direct product of \( I(\mathfrak{A}) \) and \( I(\mathfrak{B}) \). \( I(\mathfrak{A}) \) is closed in \( \text{GL}(\mathfrak{A}) \) since \( \mathfrak{A} \) is semisimple; also \( I(\mathfrak{B}) \) is closed in \( \text{GL}(\mathfrak{B}) \) by our above argument. Hence \( I(\mathfrak{G}) \) is closed in \( \text{GL}(\mathfrak{G}) \). Q.E.D.

We now summarize some measure theoretic results which we will need. For more details see [15, §9] or [7, Chapter 10]. If \( S \) is a locally compact Hausdorff space and if \( C_c(S) \) is the space of real valued, continuous functions on \( S \) with compact support, then a positive measure on \( S \) is a real valued linear functional \( \mu : C_c(S) \to \mathbb{R} \), such that if \( f \in C_c(S) \) is nonnegative, then \( \mu(f) \geq 0 \). If \( P \) and \( Q \) are locally compact, unimodular groups, such that \( Q \) is a closed subgroup of \( P \), then \( P/Q \) has a left invariant measure which is unique up to a constant factor.

**Proposition 7.** Let \( P \) be a locally compact topological group and let \( Q \) and \( R \) be closed subgroups of \( P \) such that \( Q \subseteq R \). If \( P \), \( Q \), and \( R \) are all unimodular, then there exist invariant measures \( \lambda, \mu, \nu \) on \( P/Q, Q/R, \) and \( P/R \), respectively, such that for any function \( f \in C_c(P/R) \):

\[
\int_{P/R} f(pR) d
u(pR) = \int_{P/Q} \left( \int_{Q/R} f(pqR) d\mu(qR) \right) d\lambda(pQ).
\]

**Proof.** One simply has to verify (2) for \( f \in C_c(P/R) \). But for such \( f \) one can define \( \nu(f) \) by the right hand side of (2), where one chooses the invariant measures \( \mu \) and \( \lambda \) arbitrarily. One sees immediately that \( \nu \) is invariant, and hence \( \lambda, \mu, \) and \( \nu \), chosen as above, satisfy (2). Q.E.D.

**Corollary.** Assume \( P, Q, R, \lambda, \mu, \) and \( \nu \) are as in Proposition 7; moreover, assume that \( P \) is a Lie group and \( \nu(P/R) < \infty \); then \( \mu(Q/R) < \infty \) and \( \lambda(P/Q) < \infty \).

**Proof.** It suffices to show that (2) holds when \( f \) is identically equal to one. But then, since \( P \) is a Lie group, we can find an increasing sequence of nonnegative functions \( f_n \) in \( C_c(P/R) \), which approach \( f \) pointwise. The desired conclusion now follows from Proposition 7, and from the monotone convergence theorem. Q.E.D.

Next we recall some results from [14]. If \( P \) is a topological group and \( H \) a subgroup of \( P \), then \( H \) is said to have the Selberg property (or property (S)) in case, for any open neighborhood \( U \) of the identity and for any \( p \in P \), there exists a positive integer \( n \) with \( p^n \in UHU \). If \( f : P \to P' \) is a continuous epimorphism, then \( f(H) \) has property (S). A lattice \( \Gamma \) in a Lie group \( L \) has property (S) (see [1]).
We retain the notation introduced at the beginning of this section. Let $\mathfrak{K}$ and $\mathfrak{K}'$ be the maximal compact ideals in $\mathfrak{A}$ and $\mathfrak{E}$, respectively; then set $\mathfrak{C} = \mathfrak{K} + \mathfrak{K}'$. $C$ is then the maximal analytic, compact, normal subgroup of a semi-simple part of $G$.

**Lemma 2** [14, Theorem B, p. 211]. Let $\theta: G \to G/CR$ denote the projection. Suppose that $L$ is a closed subgroup of $G$ with its identity component solvable. If $\theta(L)$ has the property $(S)$, then $\theta(L)$ is discrete.

**Lemma 3** [14, Theorem A, p. 211]. Let $P$ be an analytic group with simply connected radical $R$; let $\pi: P \to P/R$ be the projection; and let $L$ be a closed subgroup of $P$. If the identity component of $L$ is solvable, then the identity component of the closure of $\pi(L)$ is also solvable.

**Proposition 8.** Let $\Gamma \subset G$ be a lattice; then $\Gamma CR$ is a closed subgroup of $G$ with identity component $CR$.

**Proof.** $\Gamma$ has property $(S)$ in $G$, and hence $\theta(\Gamma)$ has property $(S)$ in $G/CR$. Hence Lemma 2 implies $\theta(\Gamma)$ is discrete. Proposition 8 now follows. Q.E.D.

5. Proofs of Theorems 1 and 2.

(i) **Proof of Theorem 1.** Let $\Gamma$ be a lattice in $G$; then $G$ is unimodular and hence if $\mathfrak{Z}$ is any ideal in $G$ such that $\mathfrak{K} \subset \mathfrak{Z}$, then $\det(\text{Ad} \, g\rvert \mathfrak{Z}) = 1$ for any $g \in G$ (where $\text{Ad} \, g\rvert \mathfrak{Z}$ denotes the restriction of $\text{Ad} \, g$ to $\mathfrak{Z}$). In particular $I$ is unimodular. By Proposition 8, $\Gamma CR$ is a closed subgroup with identity component $CR$. By our previous remark $\Gamma CR$ is thus a unimodular, closed subgroup of $G$. Hence we can apply the Corollary to Proposition 7 to $G \Rightarrow \Gamma CR \Rightarrow \Gamma$. We obtain that $\Gamma$ is a lattice in $\Gamma CR$. Hence $\Gamma_1 = \Gamma \cap CR$ is a lattice in $CR$.

Let $\pi: CR \to C = CR/R$ be the natural projection, and let $T$ be the closure of $\pi(\Gamma_1)$. By Lemma 3, we show that $T^0$, the identity component of $T$, is solvable. Since $C$ is compact and $T$ is closed, we must have that $T^0$ is a torus of finite index in $T$. We set $R' = T^0R$; then $R'$ is a closed, solvable, analytic subgroup of $CR$. We set $\Gamma_2 = \Gamma_1 \cap R'$; then

$$\Gamma_1/\Gamma_2 \cong \Gamma_1R'/R' = \pi(\Gamma_1)T^0R/T^0R \subset TR/T^0R \cong T/T^0,$$

so that $\Gamma_2$ is of finite index in $\Gamma_1$. Thus $\Gamma_2$ is a lattice in $CR$. By our observation at the beginning of this section, $R$ is unimodular. It then follows easily that $R' = T^0R$ is unimodular; hence, applying the Corollary to Proposition 7 to $CR \Rightarrow R' \Rightarrow \Gamma_2$, we find that $\Gamma_2$ is a lattice in $R'$. Hence, by G. D. Mostow's result in [13], $\Gamma_2$ is a uniform lattice in $R'$, and hence in $CR$. Since $\Gamma_2 \subset \Gamma_1$, we have that $\Gamma_1$ is a uniform lattice in $CR$. Thus we have proved

**Proposition 9.** Let $\Gamma$ be a lattice in $G$; then $\Gamma_1 = \Gamma \cap CR$ is a uniform lattice in $CR$. 


Let \( \tau \) be in \( \Delta(\Gamma) \). Since the closure of \( \Gamma R \) is \( T^0 R = R' \), \( \tau \) maps \( R' \) onto itself; hence we have the restriction homomorphism \( \omega: \Delta(\Gamma) \rightarrow A(R') \). Using Theorem 1 (solvable case) we have that \( \omega(\Delta^0(\Gamma)) \subset I(R') \). Now we choose neighborhoods \( U \subset I(R') \) and \( V \subset R' \), of the identity such that we have a local cross-section \( \psi: U \rightarrow V \) of the homomorphism \( \text{Ad}: R' \rightarrow I(R') \); that is, \( \text{Ad} \circ \psi = \text{identity} \). Next choose a connected neighborhood \( W \) of the identity in \( \Delta^0(\Gamma) \) such that \( \omega(W) \subset U \). For \( \sigma \in W \), we define \( \lambda(\sigma) \) to be \( \text{Ad}(\psi(\omega(\sigma))) \circ \sigma^{-1} \), where \( \text{Ad} \) here denotes the adjoint map \( \text{Ad}: G \rightarrow I(G) \); then \( \lambda(\sigma) \) is an automorphism of \( G \), whose restriction to \( R' \), and a fortiori to \( R \), is the identity. We denote the restriction of \( \lambda(\sigma) \) to \( B \) by \( \mu(\sigma) \). \( \mu: W \rightarrow A(B) \) is continuous and \( W \) is connected. Hence \( \mu(W) \) is connected. Since the restriction of \( \mu(\sigma) \), \( \sigma \in W \), to \( R \) is the identity, Proposition 5 implies that \( \mu(\sigma) \in I(B) \). On the other hand, \( \lambda(W) \) being connected, the restriction of \( \lambda(W) \) to semi-simple, normal subgroup \( A \) is composed of inner automorphisms. Hence \( \lambda(W) \subset I(G) \), and hence \( W \subset I(G) \). Since \( W \) generates \( \Delta(\Gamma) \), we have that \( \Delta^0(\Gamma) \subset I(G) \). Q.E.D.

(ii) Proof of Theorem 2 under the additional assumption that \( \Gamma \) is a uniform lattice. Let \( \text{Ad}: G \rightarrow I(G) \) denote the adjoint map, and let \( \sigma_1 = \text{Ad} \gamma_1, \sigma_2 = \text{Ad} \gamma_2, \ldots \), be a sequence of inner automorphisms where \( \gamma_n \in \Gamma, n = 1,2, \ldots \). Suppose that the sequence \( \sigma_n \) approaches \( \sigma \in A(G) \); also, let \( \gamma^{(1)}, \ldots, \gamma^{(s)} \) be a finite system of generators for \( \Gamma \); then for each \( i = 1,2,\ldots, s \) we can find a positive integer \( N(i) \) such that \( \sigma^{-1} \sigma_\gamma(y^{(i)}) = y^{(i)} \) for \( n > N(i) \). Next, since \( \Delta(\Gamma) \) is closed in \( A(G) \), we can find an open neighborhood \( U \) of the identity in \( A(G) \) such that
\[
\Delta(\Gamma) \cap U \subset \Delta^0(\Gamma) \subset I(G).
\]
We can find a positive integer \( M \) such that for \( n > M, \sigma^{-1} \sigma_\gamma \in U \). Let \( n \) be an integer larger than \( M \) and all the \( N(i) \); then \( \sigma^{-1} \sigma_\gamma \in \Delta(\Gamma) \cap U \subset I(G) \), so that \( \sigma \in I(G) \); thus we have proved that \( \text{Ad}(\Gamma)^- \), the closure of \( \text{Ad}(\Gamma) \) in \( GL(\mathfrak{g}) \), is contained in \( I(G) \). Let \( S \) denote the coset space \( I(G)/\text{Ad}(\Gamma)^- \). Since \( \text{Ad} \) induces a continuous map of the compact space \( G/\Gamma \) onto \( S \), \( S \) is compact, and hence closed in \( A(G)/\text{Ad}(\Gamma)^- \); it follows that \( I(G) \) is closed in \( A(G) \). Q.E.D.

(iii) Proof of Theorem 2. By Proposition 9, \( \Gamma_1 \) is a uniform lattice in \( CR \) and hence, by (ii), \( I(CR) \) is closed in \( A(CR) \). Hence Proposition 6 implies that \( I(G) \) is closed in \( A(G) \). Q.E.D.

 Appendix. We will now give an example of a solvable, unimodular, analytic group \( G \), such that \( I(G) \) is closed in \( GL(\mathfrak{g}) \), but \( G \) does not contain a lattice.

For every triple of real numbers \( \alpha = (\alpha_1, \alpha_2, \alpha_3) \neq (0,0,0) \), such that \( \alpha_1 + \alpha_2 + \alpha_3 = 0 \), let \( A_\alpha \) be the one-parameter matrix group
\[
B_t = \exp t \begin{pmatrix} \alpha_1 & 0 & 0 \\ 0 & \alpha_2 & 0 \\ 0 & 0 & \alpha_3 \end{pmatrix}, \quad t \in \mathbb{R}.
\]
Let $G_\alpha$ be the semidirect product of $A_\alpha$ and $\mathbb{R}^3$. $N$, the nil-radical of $G_\alpha$, is $\mathbb{R}^3$.

Assume $G_\alpha$ contains a lattice $\Gamma$; then $\Gamma$ is a uniform lattice, since $G_\alpha$ is solvable (see [13]). $\Gamma \cap N = \Gamma_N$ is a lattice in $N$ and $\Gamma N/N$ is a lattice in $G_\alpha/N = A_\alpha$ (see [11]). Since $\Gamma_N$ is just the integral span of an appropriate basis in $N$, and since the linear transformations in the lattice $\Gamma N/N \subset A_\alpha$ leave $\Gamma_N$ invariant, we have that the matrices representing $\Gamma N/N$, with respect to a suitable basis in $N$, are all integral. Hence for some $t \neq 0$, all the coefficients of the characteristic polynomial of $B_t$ are integral. Let $J$ denote the set of all positive real numbers satisfying an equation of the form $X^3 + a_1X^2 + a_2X - 1 = 0$, where $a_1$ and $a_2$ are integers. Let $J' = \{\log|j|; j \in J\}$; then $J'^3 = J' \times J' \times J'$ is a countable subset of $\mathbb{R}^3$. Hence we can find $\alpha = (\alpha_1, \alpha_2, \alpha_3)$ with $\alpha_1 + \alpha_2 + \alpha_3 = 0$, such that $t \alpha \in J'^3$ implies $t = 0$. For such $\alpha$, $G_\alpha$ cannot contain a lattice. On the other hand, $G$ is unimodular and $I(G_\alpha)$ is closed in $A(G_\alpha)$, for all $\alpha$ as above.
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