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A right congruence $\rho$ of a semigroup $S$ is called modular if there is an element $e$ of $S$ such that $eapa$ for all $a$ in $S$. The element $e$ is called a left identity for $\rho$. A similar definition is made for modular left congruences. A two-sided congruence is called modular if it is modular both as a right and left congruence and hence has a two-sided identity.

We define $R_t[R_l, R_t]$ to be the intersection of all the maximal modular right [left, two-sided] congruences. In each case the intersection is a two-sided congruence. We shall refer to them as the $r$- [$l$, $t$-] radical of $S$. A semigroup $S$ is said to be $x$-semisimple if the $x$-radical is the identity relation $\iota$ on $S$. A semigroup modulo its $x$-radical is $x$-semisimple.

The maximal modular two-sided congruences of a finite semigroup can be described by two mutually exclusive types. This classification is then used to prove that a $t$-semisimple finite semigroup is $t$-semisimple if and only if it is a semilattice $Y$ of groups $G_\alpha$, $\alpha \in Y$ such that the structure homomorphisms $\varphi_{ab}: G_\alpha \to G_\beta$ ($\alpha > \beta$) [1, p. 128] are one-to-one and the group $G_0$ (the minimal element of $Y$) is $t$-semisimple, i.e., a group whose Frattini subgroup is trivial.

The maximal modular right congruences of a finite semigroup can be classified into three mutually disjoint classes. This classification is then used to prove that the kernel of a finite $r$-semisimple semigroup is right simple, i.e., consists of a single minimal right ideal.

A similar approach, i.e., via congruence relations, to the structure of semigroups has been initiated by Hoehnke [6]. In his paper Hoehnke gives several definitions of radicals; $\mathrm{rad} S$, $(\mathrm{rad})^{-} S$, $\mathrm{rad}^{0} S$, etc., which can be related to intersections of modular congruences. (The concept of a modular congruence was also introduced in [7] and [9].) It should be pointed out that for a semigroup $S$, $(\mathrm{rad})^{-} = r$-$\mathrm{rad}$ and if $S$ is finite $\mathrm{rad} = t$-$\mathrm{rad}$.

The author expresses his gratitude to the referee for his contributions to the revision of this paper, in particular, for the shortened versions of the proofs of Theorems 11, 13, and 28.

1. Preliminary definitions and results. Let $\sigma$ be an equivalence relation on a semigroup $S$. If $a$ is equivalent to $b$ we shall write either $a \equiv b$ or $a = b \pmod{\sigma}$. The $\sigma$-class containing $a$ will be denoted by $[a]_\sigma$.
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An equivalence relation $\sigma$ on a semigroup $S$ is a right (left) congruence if $a, b, c \in S$ and $aob$ imply $(ac)\sigma(bc)((ca)\sigma(cb))$. If an equivalence relation is both a right and left congruence we shall call it a two-sided congruence. We shall use the generic term congruence to refer to an equivalence relation that is either a right, left or two-sided congruence.

We denote by $\mathcal{L}^r(S)$ the set of all right congruences on the semigroup $S$ and by $\mathcal{L}^l(S)$ the set of all left congruences on the semigroup $S$. The set of all two-sided congruences will be, of course, $\mathcal{L}^r(S) \cap \mathcal{L}^l(S)$. The relation $\iota$, defined by $a \iota b$ if and only if $a = b$, is trivially a two-sided congruence. So also is the relation $\nu$ defined by $a \nu b$ if and only if $a, b \in S$.

There is a natural ordering on relations which we shall use for $\mathcal{L}^r(S)$ and $\mathcal{L}^l(S)$; namely $\alpha \leq \beta$ if and only if $a, b \in S$ and $aob$ imply $a\beta b$. Clearly for any congruence $\alpha$ we have $\iota \leq \alpha \leq \nu$.

If $\alpha \leq \beta$ then it is easily seen that the equivalence classes of $\beta$ must be unions of equivalence classes of $\alpha$ and conversely.

Let $\mathcal{F}$ be a set of relations on $S$. Then by $\bigcap \mathcal{F}$ is meant the usual intersection of the relations in $\mathcal{L}$, i.e., if $\sigma = \bigcap \mathcal{F}$ and $a$ and $b$ are in $S$ then $aob$ if and only if $arb$ for every $\tau \in \mathcal{F}$. If $\mathcal{F}$ is a set of right, left, or two-sided congruences then $\sigma$ is respectively a right, left, or two-sided congruence.

Each right, left, or two-sided ideal $I$ of $S$ gives rise to a right, left, or two-sided congruence $\sigma$ respectively as follows:

$$aob \iff a = b \quad \text{or} \quad a \ \text{and} \ b \ \text{are in} \ I.$$  

This congruence has only one nontrivial equivalence class, the one equal to $I$. Such a congruence is called the Rees congruence defined by $I$ [8].

**Lemma 1.** Let $\sigma$ be a right congruence on the semigroup $S$ and $I$ be a right ideal of $S$. The relation $\tau$ defined by $arb$ if and only if $aob$ or there exist elements $a'$ and $b'$ in $I$ with $aoa'$ and $bob'$ is a right congruence on $S$ and $\sigma \leq \tau$.

Since $\tau$ is the union of $\sigma$ and the right Rees congruence defined by $I$ we refer the reader to [3] for a proof.

**Lemma 2.** If $\sigma \leq \tau$ where $\sigma$ and $\tau$ are right congruences and if $\sigma$ is modular then $\tau$ is modular and a left identity for $\sigma$ is also a left identity for $\tau$.

**Proof.** The conclusion follows readily from the fact that $a \equiv b \ (\mod \sigma)$ implies $a \equiv b \ (\mod \tau)$. For if $e$ is a left identity for $\sigma$ then $ea \equiv a \ (\mod \sigma)$ and $ea \equiv a \ (\mod \tau)$.

Let $\tau$ be a right congruence on $S$. For any $a$ in $S$ we define an equivalence relation $\tau a$ on $S$ by $c(\tau a)d$ if and only if $(ac)\tau(ad)$. It follows that $\tau a$ is a right congruence on $S$. If $S$ is a group and $\tau$ the right congruence arising from the coset decomposition...
of $S$ with respect to the subgroup $H$ then $\tau a$ is the right congruence arising from the
coset decomposition of $S$ with respect to the conjugate subgroup $a^{-1}Ha$.

**Lemma 3.** Let $\tau$ be a right congruence on the semigroup $S$. Let $\sigma = \bigcap a \tau$ where $a$
ranges over the elements of $S$. Then $\sigma$ is a two-sided congruence on $S$.

**Proof.** Clearly $\sigma$ is a right congruence. So let $a$, $b$, $c$ be in $S$ and $bac$. For any $d$
in $S$ we have $b \equiv c \pmod{\tau(ad)}$. Therefore by the definition of $(\tau a)d = \tau(ad)$ we
have $db \equiv dc \pmod{\tau a}$ for all $a$ in $S$. Hence $db \equiv dc \pmod{\sigma}$.

**Lemma 4.** Let $\tau$ be a right congruence on $S$ and $a$, $b$ in $S$. If $a \equiv b \pmod{\tau}$ then
$\tau a = \tau b$.

**Proof.** If $a \equiv b \pmod{\tau}$ and $c(\tau a)d$ we have $(ac)\tau(ad)$. But $(ad)\tau(bd)$ and $(ac)\tau(bc)$.
Therefore $(bd)\tau(bc)$ and $d(\tau b)c$. Hence $\tau a \leq \tau b$ and by symmetry $\tau a = \tau b$.

**Lemma 5.** If $\tau$ is a modular right congruence on $S$ then $\bigcap a \tau \leq \tau$.

**Proof.** $\tau$ has a left identity $e$. Therefore $a\tau b$ if and only if $e\tau eb$. Hence $\tau = e\tau e$.
The following lemma [4] gives us another method of constructing new con-
gruences from old ones.

**Lemma 6.** Let $S$ be a semigroup, $\tau$ a right congruence on $S$ and $S^*$ the union
of a set of equivalence classes of $\tau$. Define $a\sigma b$ if and only if for every $c$ in $S$
we have $ac \in S^*$ if and only if $bc \in S^*$. Then $\sigma$ is a right congruence on $S$ such
that $\tau \leq \sigma$.

**Proof.** Clearly $\sigma$ is a right congruence relation. If $a\sigma b$ and $c \in S$ then $(ac)\tau(bc)$.
Hence $ac \in S^*$ if and only if $bc \in S^*$ since $S^*$ is the union of equivalence classes of
$\sigma$. Therefore $a\sigma b$ and $\tau \leq \sigma$.

The above lemma also holds with "right" replaced by "left." In fact in many
of the preceding and subsequent theorems on right congruences similar results
can be obtained for left congruences and two-sided congruences. However, due
to the natural symmetry of these results, this phenomenon will be rather obvious.
Thus in most cases we will defer from any reference to it.

2. **Maximal modular congruences.** We define the word maximal for congruences
of a semigroup in terms of the partial ordering on the semilattices of those con-
gruences not equal to $\nu$.

Let $\sigma$ be a maximal right congruence and $I$ any right ideal of $S$. Let $\mathcal{F}$ be the
set of $\sigma$-classes that meet $I$. Let $\tau$ be the right congruence of Lemma 1. Since
$\sigma \leq \tau$ and $\sigma$ is maximal we must have either $\sigma = \tau$ or $\tau = \nu$. If $\sigma = \tau$ then $b$ and $d$ in $I$
Lemma 7. If \( \sigma \) is a maximal right congruence and \( I \) any right ideal of \( S \) then either \( I \) is contained in a \( \sigma \)-class \( S_0 \) (which is also a right ideal of \( S \)) or \( I \) contains an element of each \( \sigma \)-class.

We shall also give a strengthened version of Lemma 6 for maximal right congruences.

Lemma 8. Let \( \tau \) be a maximal right congruence on the semigroup \( S \). Let \( S^* \) be the union of a set of \( \tau \)-classes. Then if \( a \equiv b (\text{mod } \tau) \) there is a \( c \) in \( S \) such that exactly one of the pair \( ac \) and \( bc \) is in \( S^* \) or there is a subset \( T \) of \( S \) such that for any \( a \) in \( S \) we have \( ac \in S^* \) if and only if \( c \in T \).

Proof. Let \( \sigma \) be the congruence defined by \( S^* \) in Lemma 6. Then either \( \sigma = \tau \) or \( \sigma = \nu \). For each element \( a \) of \( S \) define \( T_a = \{ c : ac \in S^* \} \). Then \( aob \) if and only if \( T_a = T_b \). If \( d \not\equiv e (\text{mod } \tau) \) and \( \sigma = \tau \) then \( d \not\equiv e (\text{mod } \sigma) \). Hence \( T_d \neq T_e \). Assume \( c \in T_e \) and \( c \notin T_d \). Then \( dc \notin S^* \) and \( ec \in S^* \). Hence the first alternative of the conclusion of the Lemma holds. If \( \sigma = \nu \) then \( aob \) for all \( a \) and \( b \) in \( S \). Hence \( T_a = T_b = T \) for all \( a \) and \( b \) in \( S \). Therefore for any \( a \) in \( S \), \( ac \in S^* \) if and only if \( c \in T \).

Let \( \tau \) be a right congruence on \( S \). For any \( a \) in \( S \) we have defined the right congruence \( \tau a \). If \( \tau \) is maximal and modular the next two theorems show that in several important instances \( \tau \) and \( \tau a \) have essentially the same nature.

Theorem 9. If \( \tau \) is a maximal, modular right congruence on the semigroup \( S \) then either \( \tau a \) is a maximal, modular right congruence on \( S \) or \( \sigma_a \) is a right ideal and \( \tau a = \nu \).

Proof. If \( \tau_a \) is a right ideal of \( S \) then \( \tau a = \nu \). For \( ab \) and \( ac \) are in \( \tau_a \) for all \( b \) and \( c \) in \( S \). Hence \( (ab)\tau (ac) \) and \( b(\tau a)c \) for all \( b \) and \( c \) in \( S \).

Assume \( \tau_a \) is not a right ideal. Then every \( \tau \)-class contains an element of the right ideal \( a \cup aS \). Let \( (ab)e \) where \( e \) is a left identity of \( \tau \). (If \( a e \) then \( (ae)e^2 = e \).) Then \( \tau(ab) = \tau \). Now if \( \tau a = \nu \) then \( \tau = \tau(ab) = (\tau a)b = vb = \nu \). Therefore \( \tau a \neq \nu \).

Assume \( \sigma \) is a right congruence such that \( \tau a \leq \sigma \). But then \( \tau = \tau ab \leq ob \). Therefore \( \tau = ob \) or \( ob = \nu \). Let \( c \in S \) then \( (bac)\tau (ac) \) and \( (ba)c(\tau a)c \). Hence \( ba \) is a left identity for \( \tau a \) and for \( \sigma \). If \( \tau = ob \) then \( \tau a = oba = \sigma \). If \( ob = \nu \) then \( oba = va \) and
In any case there is no right congruence properly between \( \tau a \) and \( \nu \). Hence \( \tau a \) is maximal.

A right congruence is said to be right cancellative if for every \( a, b, c \) in \( S \) we have \((ab)r(cb)\) implies \( acr \). Similar definitions of cancellativity can be made for left congruences and two-sided congruences.

**Theorem 10.** Let \( \tau \) be a maximal, modular right congruence and \( \tau a \neq \nu \). Then \( \tau \) is a right cancellative right congruence if and only if \( \tau a \) is a right cancellative right congruence.

**Proof.** First assume that \( \tau \) is a right cancellative right congruence and that \( cb \equiv db \pmod{\tau a} \). Then \( acb \equiv adb \pmod{\tau} \). Since \( \tau \) is right cancellative we have \( ac \equiv ad \pmod{\tau} \) and \( c \equiv d \pmod{\tau a} \). Hence \( \tau a \) is right cancellative.

Assume that \( \tau a \) is right cancellative. Since \( \tau a \neq \nu \) we have from the previous proof there is a \( b \in S \) such that \((ab)e\) where \( e \) is a left identity for \( \tau \). But then \( \tau = \tau(ab) = (\tau a)b \). By the first half of this proof \( \tau \) is right cancellative.

Consider a commutative semigroup \( S \). Then of course the definitions of right, left, and two-sided congruences and left and right cancellativity are the same. The following theorem gives a classification of the maximal modular congruences of \( S \). They turn out to be exactly of the types examined in the preceding two theorems.

**Theorem 11.** If \( \tau \) is a maximal modular congruence on a commutative semigroup \( S \) then either \( \tau \) is cancellative or \( \tau \) has two equivalence classes; one of which is an ideal and the other a semigroup.

**Proof.** If \( \tau \) is a maximal modular congruence then \( S/\tau \) has no nontrivial congruences. Hence either \( S/\tau \) is the semigroup \( \{0, 1\} \) or \( S/\tau \) is simple [1, p. 5]. But in the latter case \( S/\tau \) is both left and right simple. Therefore \( S/\tau \) is a group [1, p. 6]. Since \( \tau \) is maximal \( S/\tau \) has no nontrivial homomorphisms. Hence it is a simple group and cyclic of prime order.

**Corollary 12.** If \( \tau \) is a maximal modular cancellative congruence on a commutative semigroup \( S \) then there exists a prime \( p \) such that if \( g \) is any element that is not an identity element of \( \tau \) then the equivalence classes of \( \tau \) are

\[
\tau_g, \tau_g^2, \ldots, \tau_g^p
\]

and \( g^p \) is an identity element of \( \tau \).

Without the assumption of commutativity our results are somewhat more restricted. However partial results have been obtained by assuming the semigroup is finite.
Theorem 13. Let $S$ be a finite semigroup. Let $\sigma$ be a maximal modular two-sided congruence with an equivalence class $I$ that is a two-sided ideal. Then $\sigma$ has exactly two equivalence classes, $I$ and $E$, where $E$ is the set of identity elements of $\sigma$. Consequently, $\sigma$ is both a maximal right and maximal left modular congruence.

Proof. The semigroup $S/\sigma$ has an identity element $1$ and a zero element $0$. Since $S/\sigma$ is finite every right or left unit of $S/\sigma$ is also a two-sided unit [1, p. 23]. Now if $a$ is a nonunit of $S/\sigma$ and $b$ an element of $S/\sigma$ such that $ab$ is a unit then there is a $c \in S/\sigma$ such that $abc = 1$. Hence $a$ is a right unit and therefore a unit. Therefore the set of nonunits is a right ideal of $S/\sigma$. In the same way we see that the nonunits form a left ideal and hence a two-sided ideal of $S/\sigma$. However, $S/\sigma$ is completely 0-simple [1, p. 67] and the ideal of nonunits must be 0. Therefore $S/\sigma = G \cup \{0\}$ where $G$ is a group. Since $G \cup \{0\}$ is a decomposition of $S/\sigma$ that gives rise to a modular congruence, $S$ has a nontrivial congruence unless $G = \{1\}$. Hence we have the conclusion of the theorem.

We continue to assume that $S$ is a finite semigroup. Then $S$ contains minimal right ideals. Let $I$ be such a minimal right ideal of $S$. For any element $i$ in $I$ we have $iI = I$ since $iI$ is a right ideal contained in $I$. Therefore $I$ is a right group and can be written in the form $G \times K$ where $G$ is a group, $K$ is a set of idempotents and $(a, e)(b, f) = (ab, f)$ for $a, b \in G$ and $e, f \in K$ [1, p. 38]. Since $I$ is a right ideal, for every $c$ in $S$ and every $e$ in $K$ we have

$$(1, e)c = (\theta(c, e), \psi(c, e))$$

where $\theta(c, e) \in G$ and $\psi(c, e) \in K$.

If $e \in K$ then define the relation $\sigma^{(e)}$ on $S$ by

$$(1) \quad a\sigma^{(e)} b \iff \psi(a, e) = \psi(b, e).$$

Clearly $\sigma^{(e)}$ is a right congruence. In fact since $(1, e)c = (1, e)(1, e)c$ where $1$ is the identity element of $G$ we have $(1, e)c \equiv c$ (mod $\sigma^{(e)}$) for all $c$ in $S$. Therefore $\sigma^{(e)}$ is a modular congruence with a left identity $(1, e)$. The set of all $\sigma^{(e)}$ are conjugates in the sense that $\sigma^{(e)} = \sigma^{(e)}(1, g)$ for any pair of idempotents $e$ and $g$ in $K$. For $c\sigma^{(g)}b$ if and only if $\psi(c, g) = \psi(b, g)$ and $c \equiv b$ (mod $\sigma^{(e)}(1, g)$) if and only if $\psi(c, g) = \psi((1, g)c, e) = \psi((1, g)b, e) = \psi(b, g)$.

Since $\sigma^{(e)}$ is a modular right congruence either it is contained in a maximal modular right congruence or $\sigma^{(e)} = \nu$. If $\sigma^{(e)} = \nu$ then $K$ must contain only a single idempotent $e$. For if $e, g \in K$ and $e \neq g$ then $\psi((1, e), e) = e \neq g = \psi((1, g), e)$. If $K$ contains only a single idempotent then the minimal right ideal is a group. On the other hand if $I$ is not a group there is a maximal, modular right congruence $\tau$ that contains $\sigma^{(e)}$.

Theorem 14. The maximal modular right congruence $\tau$ is neither right cancellative nor does it have an equivalence class that is a right ideal of $S$. 
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Proof. Let \( c \) be any element of \( S \). If \( f = \psi(c, e) \) then by (1) we see that \((1, f)\sigma^e(c)\). Hence every equivalence class of \( \sigma^e \) contains an element of the form \((1, f)\). Since each \( \tau \)-class is a union of \( \sigma^e \)-classes we also have that every \( \tau \)-class contains an element of the form \((1, f)\). If \( J \) is a \( \tau \)-class that is a right ideal and \((1, f)\) is an element of \( J \) then \((1, f)S = G \times K \) is in \( J \). Therefore \( \tau \) is the trivial right congruence \( \nu \). Hence no \( \tau \)-class is a right ideal.

Assume that \( \tau \) is right cancellative. Since \((1, g)(1, e) = (1, e)(1, e)\) it follows that \((1, g)(1, e) \equiv (1, e)(1, e) \pmod{\tau} \) and \((1, g)\tau(1, e)\) by the right cancellativity of \( \tau \) for all \( g \) in \( K \). But then \( \tau \) is \( \nu \) since every \( \tau \)-class contains an element of the form \((1, f)\).

The following theorem gives us a characterization of the maximal, modular right congruences of a finite semigroup similar to the corresponding theorem for commutative semigroups. However, if any minimal right ideal of the semigroup contains more than one idempotent then we have seen from the above theorem that there must be a third type of maximal, modular right congruence.

We first prove the following lemma.

**Lemma 15.** Let \( S \) be a finite semigroup, \( G \times K \) a minimal right ideal of \( S \) and \( \tau \) a maximal modular right congruence on \( S \) that does not have an equivalence class that is a right ideal. Let \( \tau_x \) be any equivalence class of \( \tau \). Then \((G \times K) \cap \tau_x = Ha \times K_x\) where \( K_x \) is a subset of \( K \) and \( Ha \) is a coset of \( G \) with respect to the subgroup \( H \) of \( G \) and \( a \) depends on \( x \).

**Proof.** The right ideal \( G \times K \) must intersect every \( \tau \)-class nontrivially. Let \( \tau_e \) be an equivalence class of \( \tau \) consisting of left identity elements of \( \tau \). Then there is an element \((a, g)\) of \( G \times K \) such that \((a, g) \in \tau_e\). Since \( G \) is finite there is an integer \( n \) such that \( a^n = 1 \), where \( 1 \) is the identity element of \( G \). But \( \tau_e \) is a subsemigroup of \( S \); therefore \((1, g) = (a^n, g) = (a, g)^n \in \tau_e\). In the same manner we have \((a^{-1}, g) \in \tau_e\). Also if \((a, g) \) and \((b, g) \) are in \( \tau_e \) then \((ab, g) = (a, g)(b, g) \in \tau_e\). Hence the set \( H = \{a \in G : (a, g) \in \tau_e\} \) is a subgroup of \( G \). Now let \((c, f) \in \tau_e\). Then \((c, g) = (c, f)(1, g) \in \tau_e\). Hence \( c \in H \). Thus we have \((G \times K) \cap \tau_e = H \times K_x\) where \( H \) is a subgroup of \( G \) and \( K_x \) is a subset of \( K \). Next, we examine the intersection of \( G \times K \) with an arbitrary equivalence class \( \tau_x \). Let \((a, f) \) and \((b, k) \) be in \( \tau_x \) where \( a, b \in G \) and \( f, k \in K \). Then \((a, f)(a^{-1}, g) = (1, g) \in \tau_e\). Since \((a, f)\tau(b, k) \) we have also \((b, k)(a^{-1}, g) = (ba^{-1}, g) \in \tau_e\). Therefore \((ba^{-1}, g) \in E, b \in Ha \) and \((G \times K) \cap \tau_x \subseteq Ha \times K_x\) where \( K_x \) is a subset of \( K \). Conversely, if \((a, f) \in \tau_x \) and \( h \in H \) then \((ha, f) = (h, g)(a, f) \) in \( \tau_x \) since \((h, g) \) is a left identity of \( \tau \). Hence \((G \times K) \cap \tau_x = Ha \times K_x\).

**Corollary 16.** If \( \tau \) is right cancellative then \((G \times K) \cap \tau_x = Ha \times K \) for some \( a \) depending on \( x \).

**Proof.** If \( \tau \) is right cancellative then for \( \tau_x \not= \tau_y \) we have \( \tau_{xc} \not= \tau_{yc} \) for any element \( c \) in \( S \). Since \( S \) is finite, for any \( c \) and \( d \) in \( S \) there is a solution \( \tau_x \) to the equation
In particular there is a solution to the equation \( \tau_{x(1,f)} = \tau_d \). The only elements of \( G \times K \) in \( S(1,f) \) are the elements \((a,f)\). Therefore \( K_a \) contains \( f \) for every \( f \) in \( K \) and every \( d \) in \( S \). Therefore \( K_a = K \) for every \( d \) in \( S \).

**Theorem 17.** Let \( S \) be a finite semigroup and let \( \tau \) be a maximal, modular right congruence on \( S \). Then

1. \( \tau \) is right cancellative;
2. \( \tau \) has an equivalence class that is a right ideal or
3. \( \tau \) contains \( \sigma^{(g)} \) defined in (1) for some idempotent \((1,g)\) in the minimal right ideal \( G \times K \).

**Proof.** Assume that neither of the first two alternatives hold. Then each \( \tau \)-class contains an element of \( G \times K \). Let \((l, g) \in \tau \), the \( \tau \)-class of left identities of \( \tau \), and \( f = \psi(x, g) \) for some \( x \) in \( S \). Let \((G \times K) \cap \tau_s = H \times K_s \). Assume \( H \neq G \) and \( b \in G \) such that \( b \notin H \). Then \((1,g)(b, g) \equiv (a, g)(b, g) \) (mod \( \tau \)). Let \( S^* = S^* (f) \) be the union of all those \( \tau \)-classes containing an element of the form \((a,f)\) for \( a \in G \). By Lemma 8 either there is a \( y \) in \( S \) such that exactly one of the pair \((1,g)y\) and \((b, g)y\) is in \( S^* \) or there is a nonempty subset \( T \) of \( S \) such that for every \( z \) in \( S \) we have \( zd \in S^* \) if and only if \( c \in T \). The first of these alternatives cannot hold. For if \( h = \psi(y, g) \) then \((1,g)y = (\theta(y, g), h) \in S^*(h) \) if and only if \((b, g)y = (b, g)(1, g)y = (bd(y, g), h) \in S^*(h) \). Therefore the second alternative must hold. Thus for any \( d \) such that \( \psi(d, g) = f \) and any \( z \) in \( S \) we have \( zd \in S^* \). In particular, for any \( k \in K \) we have \((\theta(d, k), \psi(d, k)) \in S^* \).

By Lemma 15 there are precisely \([G : H]\), the index of \( H \) in \( G \), \( \tau \)-classes in \( S^* \). There are also precisely \([G : H]\) \( \tau \)-classes containing an element of the form \((c, \psi(dk, k)) \) in \( S^* \) since \((c\theta(d, k)^{-1}, k)d = (c, \psi(d, k)) \) for any \( c \) in \( G \). Hence each \( \tau \)-class in \( S^* \) contains an element of the form \((c, \psi(d, k)) \). We see that if \( \tau_x \subseteq S^* \) and if \( K^* = \{ \psi(d, k) : \psi(d, g) = f \) and \( k \in K \} \) then by Lemma 15 we have \( \tau_x \cap (G \times K) \subseteq Ha \times K^* \) for some \( a \) in \( G \). Now let \((c, k) \in \tau_x \cap (G \times K) \). Then \((1,g)(c, k) = (c, k) \in S^* \). Hence \((ye^{-1}, k)(c, k) = (y, k) \in S^* \) for any \( y \) in \( G \). This follows from the fact that \((c, k) \in T \). Therefore \( G \times \{k\} \subseteq S^* \) and each \( \tau \)-class in \( S^* \) contains an element of \( G \times \{k\} \). Therefore \( S^* \cap (G \times K) = G \times K^* \) where \( K^* \) is a subset of \( K \) that contains \( K^* \).

Now we see that each idempotent \( f \) in \( K \) gives rise to a set \( S^* = S^*(f) \) of \( \tau \)-classes. If \((c, k)S^*(f) \cap S^*(e) \) for some \( e, f \) in \( K \) then by the above remarks every equivalence class of \( S^*(f) \) and every equivalence class of \( S^*(e) \) contains an element of the form \((a, k) \). Hence \( S^*(f) = S^*(e) \). Therefore the set of all \( S^*(f) \) form a decomposition of \( S \). Clearly the corresponding equivalence relation \( \sigma \) is a right congruence. For if \( d \) is any element such that for some element \( c \) in \( S \) we have \( cd \in S^*(f) \) for some \( f \) then \( d \in T(f) \) and \( Sd \subseteq S^*(f) \). Also since the \( \sigma \)-classes are unions of \( \tau \)-classes we must have \( \tau \leq \sigma \). But \( \tau \) is maximal. Hence \( \sigma = \nu \) or \( \sigma = \tau \).

If \( \sigma = \nu \) then there is only one distinct \( S^* \) and for any equivalence class \( \tau_x \) of \( \tau \)
we have $\tau_x \cap (G \times K) = Ha \times K$. However, if $d$ is any element of $S$ and $(1, g)d = (c, k)$ then $(ac^{-1}, g)d = (ac^{-1}, g)(1, g)d = (ac^{-1}, g)(c, k) = (a, k) \in \tau_x$. For any $x$ and $d$ we can always find a $y$ such that $\tau_{yd} = \tau_x$. Hence since $S$ is finite $\tau$ is right cancellative. By our assumptions we must have $\sigma = \tau$. Then $S^*(f)$ is a single $\tau$-class and $H = G$. Therefore in any case we have $H = G$. It then follows that $\tau \cong \sigma^{[0]}$ since if $\psi(d, g) = \psi(c, g)$ then $(1, g)c = (1, g)d (\text{mod } \tau)$ and $c \equiv d$.

Finally we shall prove a result which together with Theorem 13 shows that the maximal, modular two-sided congruences in a finite semigroup are of essentially the same types as those in a commutative semigroup.

**THEOREM 18.** Let $\sigma$ be a maximal, modular two-sided congruence on a finite semigroup $S$. Let $\sigma$ have no equivalence classes that are two-sided ideals. Then $\sigma$ is cancellative.

**Proof.** Since $\sigma$ is a maximal, modular congruence $S/\sigma$ is a simple group with an identity element. Since $S$ is finite the nonunits of $S/\sigma$ form an ideal. But $S/\sigma$ is simple therefore $S/\sigma$ is a group. In fact, it is a simple group. Therefore $\sigma$ is cancellative.

3. **Radical of a semigroup.** If we attempt to arrive at a structure theory of semigroups by means of the various congruence relations on a semigroup one course of action that is open to us is an examination of the analogies we can make to ring theory. In examining the Jacobson radical in a ring with minimal condition we are faced with a multitude of equivalent characterizations each having an analogue in semigroup theory.

We shall confine our attention to only three of these analogues in this paper: $R_r$, the intersection of all the maximal, modular two-sided congruences on $S$; $R_r$, the intersection of all the maximal, modular right congruences on $S$; and $R_l$, the intersection of all the maximal, modular left congruences on $S$.

**LEMMA 19.** $R_r, R_r$, and $R_l$ are two-sided congruences on $S$.

**Proof.** Clearly $R$ is a two-sided congruence since it is the intersection of two-sided congruences. If $\tau$ is a maximal, modular right congruence then $\tau a$ is either a maximal, modular right congruence or $\nu$. In any event, $\bigcap \tau a \subseteq \tau$ since there is a left identity $e$ such that $\tau = \tau e$ and $\bigcap \tau a$ is two-sided. Therefore the intersection of all the maximal, modular right congruences is equal to an intersection of two-sided congruences. Hence $R_r$ is two-sided. Similarly $R_l$ is two-sided.

**THEOREM 20.** If $S$ is finite then $R_r \subseteq R$ and $R_l \subseteq R$.

**Proof.** Let $\sigma$ be a maximal, modular two-sided congruence on $S$. Then $\sigma$ is contained in a maximal, modular right congruence $\tau$. As we have seen in the previous section $\sigma = \bigcap \tau a$. Therefore $R_r \subseteq R$. Similarly $R_l \subseteq R$. 

License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use
If every maximal, modular right or left congruence contained a modular two-sided congruence then, of course, \( R = R_i = R_r \). However, as seen in the following example, this need not be the case.

Let \( n \geq 1 \) be a fixed positive integer. Let \( S \) be a set of \( n \times n \) matrix units \( e_{ij} \); \( i, j = 1, \ldots, n \) and a zero element 0.

This is a trivial type of Rees matrix semigroup [6].

Assume \( \sigma \) is a maximal, modular two-sided congruence on \( S \). Let \( e_{ij} \) be an identity element of \( S \). Since 0 behaves like a zero element of \( S \), \( \sigma_0 \) is a two-sided ideal. Hence by Theorem 13 \( \sigma \) has precisely two equivalence classes; one containing 0 and the other containing \( e_{ij} \). The equivalence class containing \( e_{ij} \) is a subsemigroup. Therefore \( e_{ij} e_{ij} \neq 0 \) and \( i = j \). Hence for any element \( e_{ij} \) with \( i \neq j \) we have \( e_{ij} \equiv 0 \) (mod \( \sigma \)). But then \( e_{ij} e_{ij} \equiv 0 \) (mod \( \sigma \)) and \( e_{ii} \equiv 0 \) (mod \( \sigma \)). Hence there are no maximal, modular two-sided congruences on \( S \) and \( R = \nu \). Consider the partition

\[
\{e_{11}, \{e_{12}, \ldots, \{e_{nn}: j \neq i\} \cup \{0\}
\]

of \( S \). It is easily seen that this partition gives rise to a maximal modular right congruence \( \tau_i \), which has \( e_{ii} \) as a left identity element.

The following theorem shows that \( R \) has one of the essential properties of a radical.

**THEOREM 21.** If \( S \) is a semigroup then the semigroup \( S/R \) has \( \iota \) for its radical.

**Proof.** It follows from the standard isomorphism theorems (see for example [2; p. 61]) that there is a one-to-one order-preserving correspondence between the two-sided congruences of \( S \) that contains \( R \) and the two-sided congruences of \( S/R \).

Let \( R_x \) be the equivalence class of \( R \) containing \( x \). If \( \tilde{\sigma} \) is the two-sided congruence of \( S/R \) corresponding to the two-sided congruence \( \sigma \) of \( S \) then \( x \equiv y \) (mod \( \sigma \)) for any \( x \) and \( y \) in \( S \) if and only if \( R_x \equiv R_y \) (mod \( \tilde{\sigma} \)). If \( \sigma \) is modular with identity element \( a \) then \( ax \equiv x \) (mod \( \sigma \)). Hence \( R_a R_x \equiv R_x \equiv R_x \equiv R_x \equiv R_x \) (mod \( \tilde{\sigma} \)) and \( \tilde{\sigma} \) is modular. Similarly the modularity of \( \tilde{\sigma} \) implies the modularity of \( \sigma \). Therefore there is a one-to-one correspondence between the maximal, modular two-sided congruences of \( S \) and those of \( S/R \). It follows readily that since the intersection of the maximal, modular two-sided congruences of \( S \) is \( R \) the corresponding two-sided congruences of \( S/R \) has an intersection equal to \( \iota \).

Substantially the same proof can be given to show that both \( R_r \) and \( R_l \) also have this essential property of a radical.

Let \( \sigma \) be an equivalence relation on a semigroup \( S \). Let \( T \) be a subset of \( S \). We shall say \( T \) is separated by \( \sigma \) if not every element of \( T \) is in the same \( \sigma \)-class. We shall say \( T \) is completely separated by \( \sigma \) if every element of \( T \) is in a distinct \( \sigma \)-class.

Assume that \( S \) is a finite semigroup for which \( R_r = \iota \). Let \( G \times K \) be a minimal right ideal of \( S \). We shall refer to maximal, modular right congruences as given in
Theorem 17 as right congruences of Types 1, 2, and 3. \(G \times K\) is not separated by any congruence of Type 2 and \(G \times \{e\}\) is not separated by any congruence of Type 3 for any \(e\) in \(K\). Hence \(G \times \{e\}\) is separated by a right cancellative right congruence and completely separated by the intersection of all the right cancellative maximal, modular right congruences on \(S\). Recall that any maximal, modular right congruence \(\tau\) that is right cancellative is determined by a subgroup \(H\) of \(G\). Each \(\tau\)-class is defined by an element \(a\) of \(G\) and is the set of elements \(d\) such that \((1, e)d = (ha, f)\) where \(h \in H\) and \(e\) is any element of \(K\). Let \(\sigma\) and \(\sigma'\) be two such right congruences determined by the subgroups \(H\) and \(H'\). The intersection of \(\sigma\) and \(\sigma'\) is determined by the intersection \(H \cap H'\); i.e., \(d \equiv (c, f) \pmod{\sigma \cap \sigma'}\) if and only if for any \(e\) in \(K\) we have \((1, e)d = (\theta(d, e), \psi(d, e))\) and \(c\) and \(\theta(d, e)\) are in the same coset of \(G\) with respect to \(H \cap H'\). Similarly the intersection \(\alpha\) of all the maximal, modular, right cancellative, right congruences is determined by the cosets of a subgroup \(M\) of \(G\). However, \(\alpha\) must completely separate \(G \times \{e\}\) for any \(e\) in \(K\).

Therefore \(M\) is the identity subgroup of \(G\). Thus every \(\alpha\)-class is determined by a single element \(a\) of \(G\); i.e., \(d \equiv (a, f) \pmod{\alpha}\) if and only if for every \(e\) in \(K\) we have \((1, e)d = (a, \psi(d, e))\). Thus we have

**Lemma 22.** If \(S\) is a finite semigroup for which \(R_r = \tau\) and \(G \times K\) is a minimal right ideal then for any \(d\) in \(S\) we have \((1 \times K)d \subseteq a \times K\) for some \(a\) depending on \(d\). Also if for any idempotent \(e\) in \(K\) we have \(\theta(d, e) = \theta(c, e)\) then \(d\) and \(c\) are not separated by any right cancellative maximal, modular right congruence of \(S\).

**Corollary 23.** A right cancellative maximal modular right congruence does not separate a pair of distinct idempotents.

**Proof.** Let \(x\) be any idempotent of \(S\) and \(x \equiv (a, e) \pmod{\alpha}\) where \(\alpha\) is the intersection of all the right cancellative maximal, modular right congruences on \(S\). Then by the lemma we must have \((1, e)x = (a, \psi(x, e))\). But then \((1, e)x = (1, e)x^2 = (a, \psi(x, e))x = (a^2, g)\) for some \(g\) in \(K\). We must have \(a^2 = a\). Thus \(a = 1\) and any two idempotents are congruent modulo \(\alpha\).

**Corollary 24.** Every maximal subgroup of \(G\) determines a right cancellative maximal, modular right congruence.

**Proof.** Let \(H\) be a maximal subgroup of \(G\). Define the relation \(\tau\) by \(c \equiv d \pmod{\tau}\) if and only if \(\theta(c, e)\theta(d, e)^{-1} \in H\). By the results of the lemma, \(\tau\) is independent of the choice of \(e\). Clearly \(\tau\) is an equivalence relation. To see that it is a right congruence we take \(a \in S\) and note that \(\theta(ca, e) = \theta(c, e)\theta(a, \psi(c, e))\) and \(\theta(da, e) = \theta(d, e)\theta(a, \psi(d, e))\). Since \(\theta(a, \psi(c, e)) = \theta(a, \psi(d, e))\) we have

\[
\theta(ca, e)\theta(da, e)^{-1} = \theta(c, e)\theta(d, e)^{-1} \in H.
\]
Hence \( c \equiv d \pmod{r} \) implies \( ca \equiv da \pmod{r} \). It follows from the definition of \( r \) that each \( r \)-class intersects \( G \times K \) in precisely the subset \( Ha \times K \) for some \( a \) of \( G \) and that \( H \times K \) forms a set of left identity elements of \( r \). If \( \sigma \neq \tau \) is any right congruence that contains \( r \) then every \( \sigma \)-class contains a subset of the form \( Ha \times K \). Hence \( \sigma \) must be right cancellative. Therefore \( \sigma \) is defined by a proper subgroup \( H' \) of \( G \) that must contain \( H \). Hence \( H = H' \) and \( \tau = \sigma \).

**Corollary 25.** The Frattini subgroup [4, p. 156] of \( G \) is the identity.

**Proof.** Each maximal subgroup of \( G \) defines a right cancellative maximal, modular right congruence. Thus the intersection of the maximal subgroups of \( G \) must be the identity.

Now assume that \( G \times K \) is a minimal right ideal. All minimal right ideals of a finite semigroup have the same cardinal number. For if \( I \) and \( J \) are two minimal right ideals and \( a \in J \) then \( aI \) is a right ideal and a subset of \( J \). Hence \( aI = J \) and the cardinal number of \( I \) is greater than or equal to that of \( J \). By symmetry the equality of the cardinalities prevails. Then \( d(G \times K) \) is also a minimal right ideal.

If \( \sigma \) is a right congruence of Type 2 with the equivalence class \( S_0 \) that is a right ideal then both \( G \times K \) and \( d(G \times K) \) are contained in \( S_0 \) by Lemma 7 and the minimality of these ideals. Let \( (1, e)d = (a^{-1}, f) \). Then \( d(a, e) \) is an idempotent since \( d(a, e)d(a, e) = d(a, e)(1, e)d(a, e) = d(a, e)(a^{-1}, f)(a, e) = d(a, e) \). By the above remark and Lemma 22, \( d(a, e) \) and \( (1, e) \) must be separated by a right congruence of Type 3. Since each such right congruence contains a right congruence \( \sigma^{(1)} \) of \( (1) \) there must be a \( g \in K \) such that

\[
\psi((1, e), g) \neq \psi(d(a, e), g).
\]

However, both of these elements of \( K \) are equal to \( e \). Hence we must have \( d(a, e) = (1, e) \). Therefore we have

**Theorem 26.** Under the assumptions of Lemma 23, \( G \times \{e\} \) is a minimal left ideal of \( S \).

By using the assumption that \( R_1 = \varepsilon \), a similar argument would show that any minimal left ideal of \( S \) contains a minimal right ideal. Since any left ideal contains elements of \( G \times K \) the minimal left ideals of \( S \) must be the ideals \( G \times \{e\}, G \times \{f\}, \ldots \) for \( e, f \in K \). Hence these left ideals also have the minimal cardinality and they must contain a right ideal. But then \( G \times K = G \times \{e\} \) and \( K \) consists of a single idempotent.

**Theorem 27.** If \( S \) is a finite semigroup for which \( R_\varepsilon = R_1 = \varepsilon \) then \( S \) has a subgroup \( G \) which is both the minimal right ideal of \( S \) and the minimal left ideal of \( S \).
4. $t$-semisimple semigroups. In this section we shall obtain a characterization of $t$-semisimple semigroups, namely:

Theorem 28. $S$ is a finite $t$-semisimple semigroup if and only if $S$ is the union of disjoint subgroups $G_b$ where $b$ is an element of a semilattice $Y$; to each pair $G_b, G_{b'}$ with $b \geq b'$ there is a monomorphism $\phi_{b, b'}$ on $G_b$ into $G_{b'}$ such that for $b \geq b' \geq b''$

$$\phi_{b, b'} \phi_{b', b''} = \phi_{b, b''},$$

the product in $S$ of any two elements $x \in G_b$ and $x' \in G_{b'}$ is defined by

$$xx' = (x\phi_{b, b'})(x'\phi_{b', b''})$$

where the right hand product is taken in $G_{b'}$ and $bb' = b''$ in $Y$, and $G_0$ is $t$-semisimple where $0$ is the minimal element of $Y$.

Proof. Let $\{\sigma_i : i=1, \ldots, m\}$ be the cancellative maximal modular congruences on $S$ and $\{\tau_j : j=1, \ldots, n\}$ be the maximal modular right congruences having exactly two equivalence classes. Then, such as in [2], we see that $S$ is isomorphic to a subdirect product of the simple groups $\Gamma_i = S/\sigma_i$ and the two element semigroups $B_j = S/\tau_j \cong \{0, 1\}$. Hence $S$ can be considered as a subsemigroup of the finite simple groups and $B = \prod B_j$ is a Boolean algebra.

We denote the elements of $\Gamma \times B$ by $(\alpha_1, \alpha_2, \ldots, \alpha_m; \beta_1, \ldots, \beta_n)$ where $\alpha_i \in \Gamma_i$ and $\beta_j \in B_j$. Define $G_b$, for $b = (\beta_1, \ldots, \beta_n)$, to be the set of all elements $(\alpha_1, \ldots, \alpha_m)$ of $\Gamma$ such that $(\alpha_1, \ldots, \alpha_m; \beta_1, \ldots, \beta_n)$ is in $S$, and let $G_b$ be the set of all such elements that are in $S$. Then $G_b$ and $G_0$ are isomorphic subgroups since $G_b$ is a subsemigroup of a finite group. Let $0 = (0, \ldots, 0)$ be the zero element of $B$. Since

$$(\alpha_1, \ldots, \alpha_m; \beta_1, \ldots, \beta_n)(1, \ldots, 1; 0, \ldots, 0) = (\alpha_1, \ldots, \alpha_m; 0, 0, \ldots, 0)$$

$\Gamma_0$ is a subdirect product of $\prod \Gamma_i$. Hence $\Gamma_0$ is a $t$-semisimple group and $\Gamma_0 \cong \prod \Gamma_{b'}$. More generally, if $b$ and $b'$ are elements of $B$ such that $b \geq b'$, then $\Gamma_{b'} \cong \Gamma_b$.

Now let $Y$ be the set of all $b = (\beta_1, \ldots, \beta_n) \in B$ such that $(1, \ldots, 1; \beta_1, \ldots, \beta_n)$ is in $S$. Clearly $Y$ is a subsemilattice of $B$. Since $G_b G_{b'} \leq G_{bb'}$ for $b, b' \in Y$ it is clear that $S$ is the semilattice of groups $G_b$ for $b \in Y$.

If we define $\phi_{bb'} : G_b \to G_{b'}$ for $b \geq b'$ to be essentially the inclusion map of $\Gamma_b$ into $\Gamma_{b'}$, the properties of the $\phi_{bb'}$ stated in the theorem are immediate. Thus the necessity of the theorem holds.

Assume $S$ is a semilattice $Y$ of subgroups $G_b$ satisfying the conditions of the theorem. If $S = G_0$ then it is clear that $S$ is $t$-semisimple. Therefore assume $Y$ contains more than one element. Let $x \in G_b$ and $y \in G_a$ with $b > a$. Let $W = \{c : c \in Y$ and $c \geq b\}$ and $W'$, the complement in $Y$ of $W$. Clearly $W$ is a subsemigroup of
$Y$ and $W'$ an ideal of $Y$. Since $G_c G_d \leq G_c$ it follows that $F = \bigcup_{c \in W} G_c$ is a subsemigroup of $S$ and $J = \bigcup_{c \in W} G_c$ is a two-sided ideal of $S$. The decomposition $S = F \cup J$ gives rise to a maximal modular two-sided congruence that separates $x$ and $y$.

Now assume $x$ and $y$ are in $G_0$ and $x \neq y$. Let $1_0$ be the identity of the group $G_0$, $x_0 = x \cdot 1_0 = (x) \phi_{0,0}$ and $y_0 = y \cdot 1_0 = (y) \phi_{0,0}$. Since $\phi_{0,0}$ is an isomorphism $x_0 \neq y_0$. If $G_0$ is $t$-semisimple there is a maximal normal subgroup $H$ of $G_0$ that contains exactly one of the elements $x_0$ and $y_0$, say $y_0$.

Define a relation $\sigma$ on $S$ by

$$w \equiv z \pmod{\sigma}$$

where $w \in G_0$ and $z \in G_0$ if and only if $w_0 z_0^{-1} \in H$ where $w \cdot 1_0 = w_0$ and $z \cdot 1_0 = z_0$.

Clearly $\sigma$ is an equivalence relation. Let $u \in G_0$. Then $(wu)_0 = (wu)1_0 = w(u1_0) = wu_0 = (w1_0)u_0 = w_0 u_0$. Hence $(wu)_0 (zu)_0^{-1} = (w_0 u_0) (z_0 u_0)^{-1} = w_0 z_0^{-1} \in H$. Therefore $wu \equiv zu \pmod{\sigma}$. Similarly $uw \equiv uz \pmod{\sigma}$. Hence $\sigma$ is a two-sided congruence that separates $x$ and $y$. Also $1_0 x \equiv x_0 \equiv x_0 \pmod{\sigma}$ so $\sigma$ is modular.

If $wu \equiv zu \pmod{\sigma}$ then $(wu)_0 (zu)_0 \in H$. Therefore $w_0 z_0^{-1} \in H$ and $w \equiv z \pmod{\sigma}$. Hence $\sigma$ is right cancellative. Similarly $\sigma$ is left cancellative. If $\tau$ is a two-sided congruence such that $\sigma < \tau$ then $\tau$ is modular and cancellative.

Consider the congruence $\bar{\tau}$ induced by $\tau$ on $G_0$. The kernel of $\bar{\tau}$ is a subgroup $H'$ that contains $H$. If $x \tau y$ then $x_0 y_0^{-1} \in H'$ and $H' = G_0$. But then $\tau$ has an equivalence class that is a two-sided ideal and cannot be cancellative. Therefore $\tau$ separates $x$ and $y$ and there is a maximal modular cancellative two-sided congruence that separates $x$ and $y$.

Therefore any pair of distinct elements of $S$ are separated by some maximal modular two-sided congruence. Hence $S$ is $t$-semisimple.

**Corollary 29.** If $S$ is a finite $t$-semisimple semigroup all of whose maximal, modular two-sided congruences are cancellative then $S$ is a group.

**Corollary 30.** A $t$-semisimple finite semigroup $S$ with a zero element is a semilattice.

**Proof.** Since $S$ has a zero element the minimal two-sided ideal is $\{0\}$. Hence each $G_0 = \{0\}$ and $S$ is a semilattice.

We conclude with the following theorem.

**Theorem 31.** If $S$ is a $t$-semisimple finite semigroup with no nontrivial modular two-sided congruences then $S$ is either a simple group or the unique semilattice of two elements.

**Proof.** If $S$ is semisimple then $S$ has a maximal, modular two-sided congruence. Therefore $\iota$ is a modular two-sided congruence. If $\iota$ is cancellative then $S$ is a group.
Since $S$ has no nontrivial congruences it has no nontrivial normal subgroups and hence is simple. If $\iota$ has two equivalence classes then $S$ has two elements one of which forms a subsemigroup and the other forms an ideal.
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