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Abstract. A classical theorem by Poincaré gives conditions that a nonlinear ordinary differential equation

\[ \frac{dx}{dt} = A(x), \]

with \( A(0) = 0 \) in \( n \) variables \( x = (x_1, \ldots, x_n) \) can be reduced to a linear form

\[ \frac{dx'}{dt} = \frac{\partial A}{\partial x}(0)x' \]

by a change of variables \( x' = f(x) \). A generalization is given for a finite set of such differential equations, which form a semisimple Lie algebra.

I. Introduction. Palais and Smale have posed the following problem: suppose that \( G \) is a connected semisimple Lie group of transformations on a manifold \( M \). Let \( p \) be a fixed point for \( G \). Is it possible to choose a coordinate system in the neighbourhood of \( p \) such that the action of \( G \) is linear in these coordinates? If \( G \) is compact, this is well known, and this problem can be considered as a first step towards a broad programme (suggested also by Palais and Smale) of investigating the global properties of semisimple transformation groups by the methods of the modern theory of dynamical systems and differential topology that have proved successful in studying compact and Abelian transformation groups.

Since \( G \) is connected, the question can be reduced to the study of a semisimple Lie algebra of vector fields in the neighbourhood of a zero point for all the vector fields in the algebra. Now, in the case of a single vector field which is real analytic, there is a well-known classical theory of linearization in the neighbourhood of a singular point, starting with Poincaré's work. Crudely, it has two aspects: finding the linearizing diffeomorphism as a formal power series, then proving that it converges. In this paper, we shall present the construction of the formal power series for the semisimple case, where all the relevant cohomology groups are automatically zero. The second and, of course, much more difficult part of the problem, i.e., showing the actual existence of a linearizing change of coordinates,
II. Lie series and one-parameter groups of diffeomorphisms. Let $M$ be a manifold, with $V(M)$ its Lie algebra of $(C^\infty)$ vector fields and $F(M)$ its ring of $(C^\infty)$ real-valued functions. Each $X \in V(M)$ is then a derivation $\mathcal{L}_X(f)$ of $F(M)$. Let $t \rightarrow \phi^t$ be a one-parameter group of diffeomorphisms of $M$. Then the vector field $W$ defined as follows is the infinitesimal generator of the group

$$W(f) = \left(\frac{\partial}{\partial t}\right)_{t=0} \phi^t(f)$$

for $f \in F(M)$.

Let $X$ be another vector field on $M$, and let $X_t$ be the vector field obtained by transforming $X$ under the diffeomorphism $\phi^t$. Then

$$X_t(f) = \phi^t_\ast X \phi^{-1}_t(f)$$

for $f \in F(M)$.

The Taylor series of $t \rightarrow X_t$ as a function of $t$ is then

$$X + t[W, X] + (t^2/2!)[W, [W, X]] + \cdots = \exp (\text{Ad} t W)(X).$$

This is a Lie series. Its formal algebraic nature enables us to define $\exp (\text{Ad} t W)(X)$ as a formal series if $W$ is a formal series

$$W_1 + W_2 + \cdots.$$

Notice also that, inherent in the formalism, the correspondence

$$X \rightarrow \exp (\text{Ad} W)(X)$$

preserves Jacobi brackets even if the series do not converge.

Finally, note that, even if $W$ is a formal power series, $\exp (\text{Ad} W)(X)$ can be considered as obtained from $X$ in local coordinates by a formal power series type of change of coordinates, such as considered by Poincaré and Birkhoff in their classical work on normal forms of differential equations.

III. Normal forms of Lie algebras of vector fields under formal power series change of coordinates. Suppose $G$ is a Lie algebra of vector fields on $M$ that vanish at the point $p$. We say that $G$ can be formally linearized in a neighbourhood of $p$ if there exists a formal series $W = W_1 + W_2 + \cdots$ of vector fields such that:

(a) $W_1, W_2, \ldots$ vanish at $p$;

(b) there is a coordinate system in a neighbourhood of $p$ such that, for each $X \in G$, $\exp (\text{Ad} W)(X)$ is a linear vector field in these coordinates.

Let us proceed to the algorithm for constructing $W$. Let $(x_i), i=1, \ldots, n$ be any coordinate system valid in a neighbourhood of $p$, such that $x_i(p) = 0, i=1, \ldots, n$. 
For each integer \( j \), let \( V^j \) be the set of vector fields whose coefficients are polynomials of degree \( j \) in these coordinates. Then,

\[
[V^j, V^k] \subseteq V^{j+k-1}.
\]

For \( X \in G \), let

\[
\sum_{i=1}^{\infty} X^i, \quad X^i \in V^i
\]

be the Taylor expansion of the coefficients of \( X \) in these coordinates. Then

\[
[X^1, Y^1] = [X, Y]^1
\]

for \( X, Y \in G \), i.e., the \( \{X^1 : X \in G\} = G^1 \) forms a Lie algebra of linear vector fields which is a homomorphic image of \( G \). (This is just the linear isotropy algebra, of course.) Also,

\[
[G^1, V^i] \subseteq V^i
\]

for \( j = 2, 3, \ldots \) i.e., the Jacobi bracket defines a linear representation of \( G \) in the \textit{finite-dimensional} vector space \( V^i, j = 1, 2, \ldots \), which we shall denote by \( \phi_j \). Put:

\[
\omega_j(X) = X^j
\]

for each \( X \in G \).

Then, each \( \omega_j \) is a 1-cochain of \( G \), with coefficients in the representation \( \phi_j \) of \( G \) (see [1] for the details about Lie algebra cohomology).

Now we have two possible ways of defining \( W \): we can look for it in the form \( W = W_2 + W_3 + \cdots, \), \( W_j \in V^j \), or we can look for \( W_j \in V^j, j = 2, 3, \ldots \), such that:

\[
(III.2) \quad \exp(\text{Ad } W) \text{ is written as a formal product } \ldots \exp \text{Ad } W_3 \cdot \exp \text{Ad } W_2.
\]

[Note that the Campbell-Baker-Hausdorff formula and the commutation relations (III.1) show that any infinite product of the form (III.2) can be written as \( \exp \text{Ad } W \), for a well-defined formal power series \( W \). The point is that the Lie algebra \( V^2 + V^3 + \cdots \) is a sort of infinite-dimensional version of a nilpotent Lie algebra, in the sense that commutators of a large number of elements have a large degree of homogeneity.] We shall use the second method because it is algebraically simpler. Presumably the first method is preferable for an actual convergence proof, especially since it is closer to the one used by Poincaré.

Now, for \( X, Y \in G \),

\[
[X, Y] = [X^1 + X^2 + \cdots, Y^1 + Y^2 + \cdots]
\]

\[
= [X^1, Y^1] + [X^1, Y^2] + [X^2, Y^1] + \cdots
\]

\[
= [X, Y]^1 + [X, Y]^2 + \cdots
\]

i.e.,

\[
\omega_2([X, Y]) = [X^1, Y^2] + [X^2, Y^1]
\]

\[
= \phi_2(X)(\omega_2(Y)) - \phi_2(Y)(\omega_2(X)).
\]
This expresses the fact that \( d\omega_2 = 0 \), i.e., \( \omega_2 \) is a 2-cocycle. If \( H^1(G, \phi_2) = 0 \), then there exists \( W^2 \in V^2 \) such that

\[
\omega_2(X) = d\omega_2(X) = \phi_2(X)(W^2) = [X^1, W^2] \quad \text{for all } X \in G.
\]

Thus,

\[
\exp(\text{Ad } W^2)(X) = X + [W^2, X] + \cdots
\]

\[
= X^1 + X^2 + \cdots + [W^2, X^1] + [W^2, X^2] + \cdots
\]

\[
= X^1[X^2, W^2] + [W^2, X^2] + \cdots
\]

\[
= X^1 + (\text{terms in } V^3 + V^4 + \cdots).
\]

Now the argument can be repeated with \( \exp(\text{Ad } W^2)(G) \) replacing \( G \). Here \( \omega_2 \) is zero, hence \( \omega_3 \) is a cocycle. Hence, if \( H^1(G, \phi_3) = 0 \), \( W^3 \) can be defined in a similar way. Continuing, we see that \( W^1, W^3, \ldots \) can all be defined in this way, and \( W \) can be chosen by (III.2). Of course, if \( G \) is semisimple, it is a general theorem that all these cohomology groups vanish. Summing up, we have proved

**Theorem III.1.** Suppose \( G \) is a semisimple Lie algebra of vector fields on a manifold which have a common zero point. Then, all the vector fields in \( G \) can be simultaneously linearized by a formal power series change of coordinates.

**IV. Linearizations determined by linearization of a subalgebra.** Palais and Smale have also posed the following question: suppose \( G \) is a semisimple Lie algebra of vector fields with a fixed point \( p \). Suppose a coordinate system is given in which a subalgebra \( H \) of \( G \) is already linear. What property must the subalgebra have to guarantee that the rest of the vector fields in \( G \) are also linear in this same coordinate system?

Keeping the notation of the last section, \( H \) already linear means that \( \omega_j(H) = 0 \), \( j = 2, 3, \ldots \). Start off with \( j = 2 \). Suppose \( \omega_2 = dW^2 \), for \( W^2 \in V^2 \). Then

\[
\phi = \omega_2(X) = [X^1, W^2]
\]

for \( X \in H \). Suppose that \( \phi_2(H) \) has no invariant vectors in \( V^2 \). Then, \( W^2 = 0 \), hence also \( \omega_2 = 0 \). The argument can be iterated with \( \omega_3 \), which is now a cocycle, since \( \omega_2 \) vanishes, etc. We have then proved

**Theorem IV.1.** If \( \phi_j(H) \) has no invariant vectors, and if \( G \) is semisimple (or if all the relevant cohomology groups vanish) then, \( G \) is linear in the coordinates for which \( H \) is linear.

For example, suppose \( H^1 \) contains a vector field of the form

\[
X^1 = \sum_i x_i \frac{\partial}{\partial x_i}
\]

Suppose \( Y = \sum f_j(x)(\partial/\partial x_j) \), where each \( f_j \) is homogeneous of degree \( j \), i.e., \( Y \in V^j \).
Then

$$[X, Y] = \sum X(f_i) \frac{\partial}{\partial x_i} f_i \frac{\partial}{\partial x_i}$$

$$= \sum (j-1)f_i \frac{\partial}{\partial x_i}$$

i.e., if \( j \geq 2 \), \( \phi_j(H) \) has no invariant vectors.

As a final remark, we may notice that the classical linearization theorem of Poincaré for a single vector field also falls into this pattern: if \( G \) is spanned by a single vector field \( X \), if

$$X = \sum_i g_i \frac{\partial}{\partial x_i}$$

then

$$X^1 = \sum_{i,k} \frac{\partial g_i}{\partial x_k}(0) x_k \frac{\partial}{\partial x_i}$$

Poincaré's condition is that the matrix

$$(\frac{\partial g_i}{\partial x_k})(0)$$

has eigenvalues with all positive real parts. However, this condition implies that \( H^1(G, \phi_j) = 0, j = 2, 3, \ldots \)
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