The structure of locally compact vector spaces over complete division rings topologized by a proper absolute value (or, more generally, over complete division rings of type V) is summarized in the now classical theorem that such spaces are necessarily finite-dimensional and are topologically isomorphic to the cartesian product of a finite number of copies of the scalar division ring [9, Theorems 5 and 7], [6, pp. 27–31].

Here we shall continue a study of locally compact vector spaces and algebras over infinite discrete fields that was initiated in [16]. Since any topological vector space over a topological division ring K remains a topological vector space if K is retopologized with the discrete topology, some restriction needs to be imposed in our investigation, and the most natural restriction is straightness: A topological vector space E over a topological division ring K is *straight* if for every nonzero \( a \in E \), \( f_a: \lambda \rightarrow \lambda a \) is a homeomorphism from K onto the one-dimensional subspace generated by a. Thus if K is discrete, a straight K-vector space is one all of whose one-dimensional subspaces are discrete. Any Hausdorff vector space over a division ring topologized by a proper absolute value is straight [6, Proposition 2, p. 25].

In §1 we shall prove that if E is an indiscrete straight locally compact vector space over an infinite discrete division ring K, then K is an absolutely algebraic field of prime characteristic and \([E : K] > 0\). In §2 we shall see that finite-dimensional subspaces of straight locally compact vector spaces need not be discrete. In §3 we shall see that the validity of the Open Mapping and Closed Graph theorems for straight locally compact vector spaces depends on whether those spaces are generated by compact subsets. In §4 we shall study locally compact algebras of linear operators. In §5 we shall obtain structure theorems for a commutative semisimple straight locally compact algebra over an infinite discrete field; such an algebra is the topological direct product of a discrete algebra and a local subdirect product of a sequence of algebras, each discrete and algebraically the cartesian product of a family of fields, relative to finite subfields.

1. **Straight locally compact vector spaces over infinite discrete fields.** First we shall determine which infinite discrete division rings admit indiscrete straight
locally compact vector spaces. We recall that an absolutely algebraic field is a field algebraic over its prime subfield.

Thus the absolutely algebraic fields of prime characteristic are the subfields of the algebraic closures of the prime fields \( \mathbb{Z}_p \), \( p \) is a prime; such fields are necessarily countable.

**Theorem 1.** If \( K \) is an infinite discrete division ring, then there exists an indiscrete straight locally compact vector space over \( K \) if and only if \( K \) is an absolutely algebraic field of prime characteristic.

**Proof.** In [16, Example 1] the existence of an indiscrete straight locally compact vector space over a discrete infinite absolutely algebraic field of prime characteristic was shown. Conversely, let \( E \) be an indiscrete straight locally compact vector space over an infinite discrete division ring \( K \). By [16, Theorem 5], the characteristic of \( K \) is a prime. Let \( P \) be the prime subfield of \( K \), let \( \alpha \in K \), and let \( V \) be a compact neighborhood of zero in \( E \). Suppose that \( \alpha \) were transcendental over \( P \). Then \( (\alpha^n)_{n \geq 1} \) would be an infinite sequence of distinct scalars, so by [16, Theorem 3], there would exist \( n \geq 1 \) such that \( W = \alpha V \cap \alpha^2 V \cap \cdots \cap \alpha^n V \subseteq V \). Then \( \alpha W \subseteq W \), for if \( y \in W \), then \( \alpha y \in V \), whence \( \alpha y \in \alpha V \), and also \( y \in \alpha V \cap \cdots \cap \alpha^{n-1} V \), whence \( \alpha y \in \alpha^2 V \cap \cdots \cap \alpha^n V \). As \( E \) is indiscrete, the neighborhood \( W \) of zero contains a nonzero vector \( w \). Consequently, \( \alpha w, \alpha^2 w, \alpha^3 w, \ldots \), would all belong to \( W \) by what we have just proved, in contradiction to [16, Lemma 5]. Thus every element of \( K \) is algebraic over \( P \), so by a theorem of Jacobson [8, p. 183], \( K \) is commutative and hence is an absolutely algebraic field.

If \( K \) is a ring, we shall denote by \( K^* \) the set of nonzero elements of \( K \).

**Lemma 1.** Let \( K \) be a division ring, and let \( E \) be a \( K \)-vector space. If \( V \) is an additive subgroup of \( E \), then \( \{ \lambda_1 V \cap \cdots \cap \lambda_n V : \lambda_1, \ldots, \lambda_n \in K^* \} \) is a fundamental system of neighborhoods of zero for a topology on \( E \) that makes \( E \) a topological vector space over the discrete division ring \( K \).

**Proof.** Addition is continuous in both variables as \( \lambda_1 V \cap \cdots \cap \lambda_n V \) is a subgroup. Also if \( \alpha \in K^* \), then \( \alpha(\alpha^{-1} \lambda_1 V \cap \cdots \cap \alpha^{-1} \lambda_n V) = \lambda_1 V \cap \cdots \cap \lambda_n V \); consequently, \( x \rightarrow \alpha x \) is continuous at zero. As \( K \) is discrete, \( (\lambda, x) \rightarrow \lambda x \) is continuous at \((0,0)\) and for each \( \alpha \in E \), \( \lambda \rightarrow \lambda \alpha \) is continuous at zero. Hence \( E \) is a topological vector space over \( K \).

We shall call the topology defined on \( E \) in Lemma 1 the \( V \)-topology on \( E \).

**Theorem 2.** Let \( E \) be a straight locally compact vector space over an infinite discrete field \( K \). Then \( E \) is totally disconnected and hence contains a compact open additive subgroup. For any compact open subgroup \( V \) of \( E \), the topology of \( E \) is the \( V \)-topology.

**Proof.** Since the connected component \( F \) of zero in \( E \) is a closed subspace, \( F \) is a straight locally compact connected \( K \)-vector space. If \( F \) were not the zero
subspace, then \( F \) would not be compact since it would contain an infinite discrete (and therefore closed) subspace, so by a theorem of Pontrjagin [13, Lemma 2, p. 153], \( F \) would contain a nonzero element whose additive order is infinite, in contradiction to Theorem 1. Therefore \( F = \{0\} \), so \( E \) is totally disconnected. Consequently, the compact open additive subgroups of \( E \) form a fundamental system of neighborhoods of zero [3, Corollary 1, p. 58]. The final assertion follows from [16, Theorem 3].

If \( u \) is a linear form on a topological vector space over a topological division ring whose topology is given by a proper absolute value and if the kernel of \( u \) is closed, then \( u \) is continuous [6, Theorem 1, p. 26]. The corresponding assertion for linear forms on straight locally compact vector spaces over infinite discrete fields is a consequence of the following theorem.

**Theorem 3.** Let \( E \) be a straight locally compact vector space over a discrete infinite field \( K \). If \( M \) is a closed subspace of \( E \) satisfying \( \text{codim } M \leq \aleph_0 \), then \( M \) is open.

**Proof.** As \( K \) is countable by Theorem 1, \( E/M \) is a countable set. As \( M \) is closed, \( E/M \) is locally compact and hence a Baire space [4, Theorem 1, p. 110]. Therefore the locally compact vector space \( E/M \) has an isolated point and hence is discrete. Consequently, \( M \) is open.

**Corollary 1.** If \( \dim E \leq \aleph_0 \), then \( E \) is discrete.

**Proof.** We need only apply the theorem to the zero subspace.

**Corollary 2.** If \( u \) is a linear form on \( E \), then \( u \) is continuous if and only if the kernel of \( u \) is closed.

**Proof.** The kernel of \( u \) is a subspace of \( \text{codim } \leq 1 \).

**Corollary 3.** If \( M \) is a closed subspace of \( E \) satisfying \( \text{codim } M \leq \aleph_0 \) and if \( N \) is any algebraic supplement of \( M \), then \( N \) is discrete and \( E \) is the topological direct sum of \( M \) and \( N \).

**Proof.** Let \( p \) be the projection on \( N \) along \( M \). As \( p^{-1}(0) = M \) is open by Theorem 3, \( p \) is continuous. Hence \( E \) is the topological direct sum of \( M \) and \( N \) [6, Proposition 12, p. 16]. As \( \{0\} = M \cap N \) is open in \( N \), \( N \) is discrete.

2. **Finite-dimensional subspaces.** If \( \{e_1, \ldots, e_n\} \) is a basis of a finite-dimensional Hausdorff vector space \( E \) over a complete division ring \( K \) topologized by a proper absolute value (or, more generally, over a complete division ring \( K \) of type \( V \)), then \( (\lambda_1, \ldots, \lambda_n) \to \sum_{k=1}^{n} \lambda_ee_k \) is a topological isomorphism from \( K^n \) onto \( E \) [6, Theorem 2, p. 27], [9, Theorem 5]. The corresponding statement for finite-dimensional straight locally compact vector spaces over infinite discrete fields is also true (Corollary 1 of Theorem 3). Our primary purpose here is to show that the
corresponding statement for finite-dimensional subspaces of straight locally compact vector spaces over infinite discrete fields is not true in general.

To establish a criterion for the completion of a topological vector space to be straight and locally compact, we need the following lemma. (We shall denote the closure of a set \( G \) by \( G^- \).)

**Lemma 2.** Let \( G \) be a dense subgroup of a compact group \( G^- \). If \( H \) and \( K \) are normal open subgroups of \( G \), then \((H \cap K)^- = H^- \cap K^-\).

**Proof.** The kernel of the homomorphism \( x \mapsto x(H^- \cap K^-) \) from \( G \) into \( G^-/(H^- \cap K^-) \) is \( G \cap H^- \cap K^- = H \cap K \) as \( H \) and \( K \) are open and hence closed subgroups of \( G \). Consequently, \( G/(H \cap K) \) is isomorphic to a subgroup of \( G^-/(H^- \cap K^-) \), so \((G^- : H^- \cap K^-) \geq (G : H \cap K)\). But \( h : x(H \cap K) \mapsto x(H \cap K)^- \) is an isomorphism from \( G/(H \cap K) \) onto a dense subgroup of \( G^-/(H \cap K)^- \) [3, Proposition 21, p. 27]. As \((H \cap K)^- \) is a neighborhood in \( G^- \) of the neutral element \([3, \text{Proposition 7, p. 43}]\), \( G^-/(H \cap K)^- \) is compact and discrete and hence finite. Therefore \( h \) is bijective, so \((G^- : (H \cap K)^-) = (G : H \cap K) \leq (G^- : H^- \cap K^-)\).

As \((H \cap K)^- \subseteq H^- \cap K^-\), \((G^- : H^- \cap K^-) \leq (G^- : (H \cap K)^-)\); thus \((G^- : (H \cap K)^-) = (G^- : H^- \cap K^-) < +\infty\), so \((H \cap K)^- = H^- \cap K^-\).

**Theorem 4.** Let \( K \) be an infinite discrete field, let \( E \) be a vector space over \( K \), let \( V \) be an infinite additive subgroup of \( E \), and let \( E \) be topologized by the \( V \)-topology. The completion \( E^-\) of \( E \) is an indiscrete straight locally compact \( K \)-vector space and \( V^- \) is a compact neighborhood of zero in \( E^-\) if and only if the following three conditions hold:

1°. \( \bigcap \{\lambda V : \lambda \in K^*\} = \{0\}\).

2°. If \( (\lambda_k)_{k \geq 1} \) is any infinite sequence of distinct scalars, then there exists \( n \geq 1 \) such that \( \lambda_1 V \cap \cdots \cap \lambda_n V \subseteq V\).

3°. For all \( \lambda \in K^* \), \( V/(V \cap \lambda V) \) is a finite group.

**Proof.** Sufficiency. The \( V \)-topology is Hausdorff by 1°, so \( E^-\) is Hausdorff. To show that \( V \) is precompact, it suffices to show that for any \( \lambda_1, \ldots, \lambda_n \in K^*, \)

\[
V/(V \cap \lambda_1 V \cap \cdots \cap \lambda_n V)
\]

is finite, for then \( V \) is the union of finitely many cosets of \( V \cap \lambda_1 V \cap \cdots \cap \lambda_n V [2, \text{Theorem 3, p. 229}]\). But the kernel of the homomorphism \( x \mapsto (x + V \cap \lambda_1 V, \ldots, x + V \cap \lambda_n V) \) from \( V \) into \( \prod_{k=1}^n (V/(V \cap \lambda_k V)) \), a finite group by 3°, is \( V \cap \lambda_1 V \cap \cdots \cap \lambda_n V \). Consequently, \( V/(V \cap \lambda_1 V \cap \cdots \cap \lambda_n V) \) is isomorphic to a subgroup of a finite group and hence is finite. Therefore \( V^-\) is a compact neighborhood of zero in \( E^-\). Moreover, \( E \) is indiscrete, for as \( V \) is infinite and \( V/(V \cap \lambda_1 V \cap \cdots \cap \lambda_n V) \) finite, \( V \cap \lambda_1 V \cap \cdots \cap \lambda_n V \neq \{0\} \). Consequently \( E^-\) is indiscrete.

Next we shall show that for any infinite sequence \( (\beta_k)_{k \geq 1} \) of nonzero scalars, \( (\beta_1 V \cap \cdots \cap \beta_n V)_{n \geq 1} \) is a fundamental system of neighborhoods of zero in \( E \). Indeed, for any \( \alpha \in K^* \) there exists \( m \geq 1 \) such that \( \alpha^{-1}\beta_1 V \cap \cdots \cap \alpha^{-1}\beta_m V \subseteq V\).
by $2^a$, whence $\beta_1 V \cap \cdots \cap \beta_n V \subseteq \alpha V$. Consequently for any $\alpha_1, \ldots, \alpha_k \in K^*$, there exists $n \geq 1$ such that $\beta_1 V \cap \cdots \cap \beta_n V \subseteq \alpha_1 V \cap \cdots \cap \alpha_k V$.

To show that $E^\sim$ is straight, let $z \in E^\sim$, and assume that there exist infinitely many nonzero scalars, $\lambda_1, \lambda_2, \ldots$, such that $\lambda_k z \in V^\sim$ for all $k \geq 1$. Then by Lemma 2, applied to $G^\sim = (\lambda_1^{-1} V + \cdots + \lambda_n^{-1} V)^\sim$,

$$
z \in \bigcap_{n=1}^{\infty} \left( \lambda_1^{-1} V \cap \cdots \cap \lambda_n^{-1} V \right) = \bigcap_{n=1}^{\infty} \left( \left( \lambda_1^{-1} V \right)^\sim \cap \cdots \cap \left( \lambda_n^{-1} V \right)^\sim \right) = \bigcap_{n=1}^{\infty} \left( \lambda_1^{-1} V \cap \cdots \cap \lambda_n^{-1} V \right)^\sim = \{0\}
$$

as $E^\sim$ is Hausdorff and as $\left( \left( \lambda_1^{-1} V \cap \cdots \cap \lambda_n^{-1} V \right)^\sim \right)_{n \geq 1}$ is a fundamental system of neighborhoods of zero in $E^\sim$ by what we have just proved and [3, Proposition 7, p. 43]. Consequently, if $z$ is a nonzero vector of $E^\sim$, then $K.z \cap V^\sim$ is finite; hence $E^\sim$ is straight.

**Necessity**. Condition 1° holds as $E^\sim$ is Hausdorff. By [16, Theorem 3], if $(\lambda_k)_{k \geq 1}$ is any infinite sequence of distinct scalars, there exists $n \geq 1$ such that $\lambda_1 V^\sim \cap \cdots \cap \lambda_n V^\sim \subseteq V^\sim$, whence $(\lambda_1 V^\sim \cap \cdots \cap \lambda_n V^\sim) \subseteq E^\sim \subseteq V^\sim \cap E^\sim \subseteq E$. But by Lemma 2, applied to $G^\sim = (\lambda_1 V^\sim + \cdots + \lambda_n V^\sim)^\sim$, $\bigcap_{n=1}^{\infty} \lambda_1 V^\sim = \bigcap_{n=1}^{\infty} \lambda_n V^\sim = \bigcap_{n=1}^{\infty} \lambda_1 V^\sim$, whence $(\bigcap_{n=1}^{\infty} \lambda_1 V^\sim) \cap E = (\bigcap_{n=1}^{\infty} \lambda_1 V^\sim) \cap E = \bigcap_{n=1}^{\infty} \lambda_1 V$. Thus $2^\sim$ holds. To show that 3° holds, it suffices to note that $V/(V \cap \lambda V)$ is isomorphic to a subgroup of $V^\sim/(V \cap \lambda V)^\sim$ [3, Proposition 21, p. 27] and that $V^\sim/(V \cap \lambda V)^\sim$ is compact and discrete and hence finite since $(V \cap \lambda V)^\sim$ is a neighborhood of zero in $E^\sim$.

Let $K$ be an infinite absolutely algebraic field of prime characteristic $p$, equipped with the discrete topology. To show that there exists a straight locally compact $K$-vector space having a dense two-dimensional subspace, we need only find a subgroup $V$ of a two-dimensional $K$-vector space $E$ satisfying the conditions of Theorem 4. To do so we shall first construct an automorphism $\sigma$ of the additive group $K$.

As $K$ is absolutely algebraic of prime characteristic, $K$ is the union of a strictly increasing sequence $(K_n)_{n \geq 0}$ of finite fields. We may assume that $K_0$ has more than two elements. For each $n \geq 1$, there exists $\alpha_n \in K_n$ such that $K_n = K_{n-1}(\alpha_n)$ by the Theorem of the Primitive Element [15, Theorem 49.9, p. 546].

We define recursively a sequence of mappings $(\sigma_n)_{n \geq 0}$ such that each $\sigma_n$ is an automorphism of the additive group $K_n$ and, if $n \geq 1$, $\sigma_n$ is an extension of $\sigma_{n-1}$. Let $\sigma_0$ be the identity automorphism of $K_0$. Assume that $\sigma_{n-1}$ is defined. As $\beta^{-1} \sigma_{n-1}(\beta) = \beta^{-1} \sigma_0(\beta) = 1$ for all $\beta \in K_n^*$, a set having more than one element, the function $\beta \mapsto \beta^{-1} \sigma_{n-1}(\beta)$ on $K_n^*$ is not injective and hence not surjective, so there exists $\gamma_{n-1} \in K_n^*$ such that $\gamma_{n-1} \neq \beta^{-1} \sigma_{n-1}(\beta)$ for all $\beta \in K_n^*$, and $q = [K_n : K_{n-1}]$. Then 1, $\alpha_n, \ldots, \alpha_n^{q-1}$ is a basis of the $K_{n-1}$-vector space $K_n$. We define $\sigma_n$ on $K_n$ by

$$
\sigma_n \left( \sum_{k=0}^{q-1} \lambda_k \alpha_n^k \right) = \sigma_{n-1}(\lambda_0) + \gamma_{n-1} \left( \sum_{k=1}^{q-1} \lambda_k \alpha_n^k \right)
$$
for all \( \lambda_0, \ldots, \lambda_{q-1} \in K_{n-1} \). Clearly \( \sigma_n \) is an automorphism of the additive group \( K_n \) that extends \( \sigma_{n-1} \). Consequently we may define \( \sigma \) on \( K \) by \( \sigma(\zeta) = \sigma_n(\zeta) \) where \( n \) is such that \( \zeta \in K_n \). Then \( \sigma \) is clearly an automorphism of the additive group \( K_n \). Also, we define \( L_n \) to be the additive subgroup \( K_{n-1} + q + \cdots + K_{n-1} q^{-1} \) of \( K_n \). Thus the additive group \( K_n \) is the direct sum of \( K_{n-1} \) and \( L_n \), and for each \( n \geq 1 \), the additive group \( K \) is the direct sum of \( K_{n-1} \) and \( \sum_{m \geq n} L_m \).

**Lemma 3.** Let \( n \geq 1 \), and let \( \zeta, \beta \in K_n \). If \( \zeta \notin K_{n-1} \) and if \( \beta \notin L_n \), then \( \sigma(\zeta \beta) \neq \sigma(\beta) \zeta \).

**Proof.** Let \( q = [K_n : K_{n-1}] \). For each \( k \in [1, q-1] \) let

\[
\alpha_k = \lambda_{k,0} + \lambda_{k,1} \zeta_n + \cdots + \lambda_{k,q-1} \zeta_n^{q-1}
\]

where \( \lambda_{k,0}, \ldots, \lambda_{k,q-1} \in K_{n-1} \). Similarly, let

\[
\zeta = \zeta_0 + \zeta_1 \alpha_n + \cdots + \zeta_n^{q-1} \alpha_n^{q-1},
\]

\[
\beta = \beta_0 + \beta_1 \alpha_n + \cdots + \beta_n^{q-1} \alpha_n^{q-1},
\]

where \( \zeta_0, \ldots, \zeta_n, \beta_0, \ldots, \beta_n \in K_{n-1} \). By hypothesis, \( \beta_0 \neq 0 \) and \( \zeta_m \neq 0 \) for some \( m \geq 1 \). The coefficient of \( \alpha_n^m \) in \( \beta \zeta \) is

\[
\beta_0 \zeta_0 + \beta_1 \zeta_0^{q-1} + \cdots + \beta_n \zeta_0^{q-1} + \sum_{k=1}^{q-1} (\beta_k \zeta_0^{q-1} + \beta_{k+1} \zeta_0^{q-2} + \cdots + \beta_n \zeta_0) \lambda_{k,m},
\]

so the coefficient of \( \alpha_n^m \) in \( \sigma(\zeta \beta) \) is \( \gamma_{n-1} \) times that scalar. Also, the coefficient of \( \alpha_n^m \) in \( \sigma(\beta) \zeta \) is

\[
\sigma(\beta_0) \zeta_0 + \gamma_{n-1} \beta_1 \zeta_0^{q-1} + \cdots + \gamma_{n-1} \beta_n \zeta_0^{q-1} + \sum_{k=1}^{q-1} \gamma_{n-1} (\beta_k \zeta_0^{q-1} + \cdots + \beta_n \zeta_0) \lambda_{k,m},
\]

Therefore the coefficient of \( \alpha_n^m \) in \( \sigma(\beta) \zeta \) is \( \gamma_{n-1} \beta_0 \zeta_m - \sigma(\beta_0) \zeta_m \), which is not zero since \( \zeta_m \neq 0 \) and since \( \gamma_{n-1} \beta_0 \neq \sigma(\beta_0) \) as \( \beta_0 \neq 0 \). Therefore \( \sigma(\beta) \zeta \neq \sigma(\beta) \zeta \).

**Lemma 4.** If \( \zeta \in K_n \) and if \( \beta \in \sum_{m \geq n+1} L_m \), then \( \sigma(\zeta) = \sigma(\beta) \zeta \).

**Proof.** By the additivity of \( \sigma \), it suffices to prove that for each \( m \geq n+1 \), \( \sigma(\beta) \zeta = \sigma(\beta) \zeta \) for all \( \beta \in L_m \). Let \( \beta = \sum_{k=1}^{q-1} \beta_k \alpha^k m \in L_m \), where \( q = [K_m : K_{m-1}] \) and \( \beta_1, \ldots, \beta_{q-1} \in K_{m-1} \). Then \( \zeta \in K_{m-1} \), so

\[
\sigma(\beta \zeta) = \sigma \left( \sum_{k=1}^{q-1} \beta_k \zeta \alpha^k m \right) = \gamma_{m-1} \left( \sum_{k=1}^{q-1} \beta_k \zeta \alpha^k m \right)
\]

\[
= \zeta \gamma_{m-1} \left( \sum_{k=1}^{q-1} \beta_k \alpha^k m \right) = \zeta \sigma(\beta).
\]

Let \( \{e_1, e_2\} \) be a basis of a two-dimensional \( K \)-vector space \( E \), and let

\[
V = \{ \beta e_1 + \sigma(\beta) e_2 : \beta \in K \}.
\]

Clearly \( V \) is an infinite additive subgroup of \( E \). Also, for each \( n \geq 1 \) let

\[
V_n = \{ \beta e_1 + \sigma(\beta) e_2 : \beta \in \sum_{m \geq n} L_m \}.
\]
Lemma 5. Let \( n \geq 1 \), and let \( \zeta \in K_n \). If \( \zeta \notin K_{n-1} \), then

\[
V_{n+1} \subseteq V \cap \zeta^{-1}V \subseteq V_n.
\]

Proof. To show that \( V_{n+1} \subseteq V \cap \zeta^{-1}V \), let \( \beta \in \sum_{m \geq n+1} L_m \). By Lemma 4, \( \sigma(\beta) = \sigma(\zeta) \), so \( \beta e_1 + \sigma(\beta)e_2 = \zeta^{-1}[\beta e_1 + \sigma(\beta)e_2] \in \zeta^{-1}V \). To show that \( V \cap \zeta^{-1}V \subseteq V_n \), let \( \beta e_1 + \sigma(\beta)e_2 \in \zeta^{-1}V \). Then \( \beta e_1 + \sigma(\beta)e_2 = \gamma e_1 + (\sigma(\gamma))e_2 \) for some \( \gamma \in K \), whence \( \beta = \gamma \) and \( \sigma(\beta) = \sigma(\gamma) \). Therefore \( \sigma(\beta) = \sigma(\gamma) \). Let \( \beta = \beta_1 + \beta_2 \) where \( \beta_1 \in K_n \), \( \beta_2 \in \sum_{m \geq n+1} L_m \). By Lemma 4, \( \sigma(\beta_2) = \sigma(\beta_2) \), so by the additivity of \( \sigma \), \( \sigma(\beta_1) = \sigma(\beta_2) \). By Lemma 3, \( \beta_1 \in L_n \). Therefore \( \beta \in \sum_{m \geq n} L_m \), so \( \beta e_1 + \sigma(\beta)e_2 \in V_n \).

We may now show that \( V \) satisfies the three conditions of Theorem 4. By Lemma 5, \( 1^0 \) holds. We observe also that if \( \zeta \in K^* \), then \( V \subseteq \zeta^{-1}V \). Indeed, for any \( \beta \in K \), \( \beta e_1 + \sigma(\beta)e_2 = \zeta^{-1} \beta e_1 + \zeta^{-1} \sigma(\beta)e_2 \). If \( \beta \in \sum_{m \geq 1} L_m \), then \( \zeta \sigma(\beta) = \sigma(\zeta \beta) \) by Lemma 4, and hence \( \beta e_1 + \sigma(\beta)e_2 \in \zeta^{-1}V \); if \( \beta \in K_0 \), then \( \sigma(\beta) = \beta \) and \( \sigma(\zeta \beta) = \zeta \beta \), whence \( \sigma(\zeta) = \sigma(\beta) \) and thus \( \beta e_1 + \sigma(\beta)e_2 \in \zeta^{-1}V \); therefore by additivity, \( V \subseteq \zeta^{-1}V \). To prove \( 2^0 \), let \( (\lambda_k)_{k \geq 1} \) be an infinite sequence of distinct nonzero scalars, and let \( \zeta = \lambda_1 \), \( \zeta^k = \lambda_1 \zeta^{-1} \) for all \( k \geq 1 \). We shall prove that \( V \cap \zeta^{-1}V \cap \ldots \cap \zeta_m^{-1}V \subseteq V \cap \zeta^{-1}V \) for some \( m \geq 1 \). By the preceding, we may assume that \( \zeta \notin K_0 \). Let \( n \geq 1 \) be such that \( \zeta \in K_n - K_{n-1} \). As \( K_{n+1} \) is finite, there exists \( m \geq 1 \) such that \( \zeta_m \in K_m - K_{m-1} \) for some \( s \geq n+1 \). Consequently,

\[
V \cap \zeta_1^{-1}V \cap \ldots \cap \zeta_m^{-1}V \subseteq V \cap \zeta_1^{-1}V \subseteq V_n \subseteq V_n \subseteq V \cap \zeta^{-1}V
\]

by Lemma 5. Thus \( V \cap \lambda_1^{-1}V \cap \ldots \cap \lambda_1^{-1}V \subseteq V \cap \lambda_1^{-1}V \), whence

\[
\lambda_1 V \cap \lambda_2 V \cap \ldots \cap \lambda_{m+1} V \subseteq \lambda_1 V \cap \lambda_2 V \cap \ldots \cap \lambda_{m+1} V
\]

Therefore \( 2^0 \) holds. To prove \( 3^0 \), let \( \lambda \in K^* \). By the preceding, we may assume that \( \lambda \notin K_0 \). Let \( n \geq 1 \) be such that \( \lambda \in K_n - K_{n-1} \). As \( \beta \to \beta e_1 + \sigma(\beta)e_2 \) is an isomorphism from \( K \) onto \( V \), by Lemma 5 we obtain \( (V : V \cap \lambda V) \leq (V : V_{n+1}) = (K : \sum_{m \geq n+1} L_m) \) = cardinality of \( K_\omega < \infty \). Thus we have proved:

Theorem 5. If \( K \) is an infinite absolutely algebraic field of prime characteristic, equipped with the discrete topology, then there is an indiscrete straight locally compact \( K \)-vector space that contains a dense two-dimensional subspace.

A general question of interest is the following: If \( K \) is a topological division ring, is every straight Hausdorff two-dimensional vector space all of whose one-dimensional subspaces are closed isomorphic to \( K^2 \)? By [17, Theorem 6] the answer is yes if every Hausdorff \( K \)-vector space is straight, and in particular if \( K \) is of type \( V \) [17, Theorem 2]; we have just seen that it is no if \( K \) is an infinite discrete absolutely algebraic field of prime characteristic.

If \( E \) is a topological vector space, the topological dual \( E^* \) of \( E \) is the space of all continuous linear forms on \( E \); \( E^* \) is total if for every nonzero \( x \in E \) there exists \( u \in E^* \) such that \( u(x) \neq 0 \).

Theorem 6. If \( E \) is an indiscrete straight locally compact vector space over an
infinite discrete field \( K \) and if \( E \) contains a dense subspace \( M \) every proper subspace of which is discrete, then \( E^* = \{0\} \).

**Proof.** It suffices to show that \( M^* = \{0\} \). Suppose that there existed a nonzero \( u \in M^* \); then the kernel of \( u \) would be a proper open subspace of \( M \) and hence would be discrete and open; thus \( M \) itself would be discrete and hence closed, so \( E \) would be \( M \) and hence would be discrete, a contradiction.

Thus, for example, there are no nonzero continuous linear forms on the spaces mentioned in Theorem 5.

**Theorem 7.** If \( E \) is a straight locally compact vector space over an infinite discrete field \( K \) and if \( E^* \) is total, then every finite-dimensional subspace of \( E \) is discrete.

**Proof.** If not, there would exist an indiscrete finite-dimensional subspace \( M \) each of whose proper subspaces was discrete; consequently \( M^{-1} = \{0\} \) by Theorem 6, so \( E^* \) would not be total, a contradiction.

It is an open question whether the converse of Theorem 7 holds, that is, whether the topological dual of a straight locally compact \( K \)-vector space all of whose finite-dimensional subspaces are discrete is total. The space \( E \) constructed in [16, Example 1] has a total topological dual, for the projection functions \( e_m: (\lambda_n) \rightarrow \lambda_m \) are clearly continuous; thus every finite-dimensional subspace of \( E \) is discrete.

3. **Compactly generated locally compact vector spaces.** For what pairs of straight locally compact vector spaces over infinite discrete fields are the Open Homomorphism Theorem and the Closed Graph Theorem valid? The answer concerns compactly generated vector spaces.

**Definition.** A topological vector space is **compactly generated** if it contains a set of generators that is compact.

Thus every Hausdorff finite-dimensional vector space is compactly generated, and a discrete vector space is compactly generated if and only if it is finite-dimensional.

**Theorem 8.** Let \( K \) be a topological division ring of prime characteristic. If \( S \) is a compact subset of a locally compact, totally disconnected \( K \)-vector space \( E \), then there is a compact open subgroup \( V \) of \( E \) that contains \( S \). In particular, if \( E \) is a compactly generated, locally compact, totally disconnected \( K \)-vector space, then \( E \) contains a compact open subgroup \( V \) that generates \( E \).

**Proof.** Let \( P \) be the prime subfield of \( K \). By [3, Corollary 1, p. 58], \( E \) contains a compact open subgroup \( W \). As \( S \) is compact, there exist \( a_1, \ldots, a_n \in E \) such that \( S \subseteq \bigcup_{i=1}^n (a_i + W) \). Then \( V = P.a_1 + \cdots + P.a_n + W \) is a compact open subgroup of \( E \) that contains \( S \).

Theorem 8 applies, of course, to straight locally compact vector spaces over infinite discrete fields by Theorem 2.
Theorem 9. Let $E$ and $F$ be straight locally compact vector spaces over an infinite discrete field $K$, and let $u$ be a linear transformation from $E$ into $F$. If $F$ is compactly generated and if the graph of $u$ is closed, then $u$ is continuous. If $E$ is compactly generated and if $u$ is a continuous epimorphism, then $u$ is open.

Proof. By Theorem 2, $E$ and $F$ are complete and metrizable. If $F$ is compactly generated, by Theorem 8 $F$ contains a compact open subgroup $V$ that generates $E$; thus

$$F = \bigcup \{ \lambda_1 V + \cdots + \lambda_n V : \lambda_1, \ldots, \lambda_n \in K \},$$

a countable union of compact sets since $K$ is countable by Theorem 1; consequently, $F$ is $\sigma$-compact and hence is a Lindelöf space. Therefore the two assertions follow from versions of the Closed Graph and Open Homomorphism Theorems for topological groups [11, p. 213].

The hypothesis in Theorem 9 that the spaces be compactly generated cannot be omitted, even if we assume further that the spaces are indiscrete. Indeed, let $F$ be an indiscrete straight locally compact $K$-vector space, and let $F_0$ be $F$ equipped with the discrete topology. Then the graph of the identity mapping $u$ from $E \times E$ into $E \times E_0$ is closed, but $u$ is not continuous; also $u^{-1}$ is continuous but not open.

Theorem 10. A straight locally compact vector space $E$ over an infinite discrete field $K$ is the topological direct sum of a compactly generated locally compact subspace and a discrete subspace. Indeed, if $F$ is the subspace generated by a compact neighborhood of zero and if $M$ is any algebraic supplement of $F$, then $F$ is locally compact, $M$ is discrete, and $E$ is the topological direct sum of $F$ and $M$.

Proof. Let $p$ be the projection on $M$ along $F$. Then $p^{-1}(0) \supseteq F$, a neighborhood of zero, so $p$ is continuous. Consequently, $E$ is the topological direct sum of $F$ and $M$ [6, Proposition 12, p. 16]. Also as $F \cap M = \{0\}$, $M$ is discrete. Clearly $F$ is locally compact.

Theorem 11. Let $E$ be a compactly generated straight locally compact vector space over an infinite discrete field $K$, and let $M$ and $N$ be supplementary subspaces of $E$. Then $E$ is the topological direct sum of $M$ and $N$ if and only if $M$ and $N$ are closed and compactly generated.

Proof. Necessity. The projection $p$ on $M$ along $N$ is continuous. Consequently, if $E$ is generated by the compact set $V$, then $M$ is generated by the compact set $p(V)$. Similarly, $N$ is compactly generated. Sufficiency. Let $A$ be the algebraic isomorphism $(x, y) \mapsto x + y$ from $M \times N$ onto $E$. As $M$ and $N$ are compactly generated straight locally compact spaces, so is $M \times N$. Consequently as $A$ is continuous, $A$ is open and hence a topological isomorphism by Theorem 9. Thus $E$ is the topological direct sum of $M$ and $N$.

Theorem 12. Let $V$ and $W$ be compact open subgroups of a straight locally compact vector space $E$ over an infinite discrete field $K$, and let $E_V$ and $E_W$ be the
subspaces of E generated by V and W respectively. If V ⊆ W, then Ew|Ev is finite-dimensional.

**Proof.** As W is compact and V open, W/V is a compact discrete group and hence is finite. Thus there exist a1, ..., am ∈ W such that W = ∪m i=1 (ai + V). Let M be the subspace generated by a1, ..., am. It suffices to show that Ew = M + Ev.

Let z ∈ Ew. Then there exist λ1, ..., λn ∈ K such that z ∈ ∑n i=1 λiw i. Let w1 = aq(i) + v1 where q(i) ∈ [1, m] and v1 ∈ V; then

\[ z = \sum_{i=1}^{n} \lambda_i a_{q(i)} + \sum_{i=1}^{n} \lambda_i v_i \in M + Ev. \]

**Theorem 13.** If E is a straight locally compact vector space over an infinite discrete field K, then E is compactly generated if and only if E* is countable.

**Proof.** **Necessity.** By Theorem 8, E is generated by a compact open subgroup, and by Theorems 1 and 2 there is a sequence (Vn)n≥1 of compact open subgroups that is a fundamental system of neighborhoods of zero. For each n ≥ 1 let En be the subspace generated by Vn. By Theorem 12, E/En is finite-dimensional. Consequently, as K is countable, the space of all linear forms whose kernel contains En is countable as it is isomorphic to the dual of E/En. But the kernel of a continuous linear form on E is an open subspace and hence contains En for some n ≥ 1. Thus E* is countable.

**Sufficiency.** By Theorem 10, E is the topological direct sum of a compactly generated subspace F and a discrete subspace M; let p be the projection on M along F. Then u → up is a monomorphism from the space M* of all linear forms on M into E*. If M were infinite-dimensional, then M* and hence also E* would be uncountable, a contradiction. Therefore M is finite-dimensional. Consequently if C is a compact set of generators for F and if B is a basis of M, then C ∪ B is a compact set of generators for E.

4. Locally compact algebras of linear operators. For any topological vector space E it is natural to inquire whether the algebra of all continuous linear operators on E is dense. One answer to this question involves straightness and the totality of the topological dual.

**Theorem 14.** Let E be a nonzero topological vector space over a topological field K, and let A be the algebra of all continuous linear operators on E. The following statements are equivalent:

1°. E* is total.
2°. E is straight, and A is a dense algebra of linear operators that contains nonzero linear operators of finite rank.
3°. E is straight, and every finite-dimensional subspace of E has a topological supplement.
Proof. For each \( a \in E \) let \( f_a : \lambda \to \lambda a, \lambda \in K \). To show that \( 1^\circ \) implies \( 2^\circ \) let \( a \) be a nonzero vector of \( E \). By \( 1^\circ \) there exists \( u \in E^* \) such that \( u(a) = 1 \). Then the restriction of \( u \) to \( K.a \) is \( f_a^{-1} \), so \( f_a \) is a homeomorphism from \( K \) onto \( K.a \); therefore \( E \) is straight. Moreover, for any \( b \in E \), \( v_{a,b} = f_b \circ u \in A \), the range of \( v_{a,b} \) is \( K.b \), and \( v_{a,b}(a) = b \). Thus \( A \) is a primitive algebra of endomorphisms of the abelian group \( E \). Let \( g \) belong to the centralizer of \( A \) in the ring of all endomorphisms of the abelian group \( E \). As \( g \circ v_{a,a} = v_{a,a} \circ g \) for all nonzero \( a \in E \), for each \( a \in E \) there exists \( \lambda_a \in K \) such that \( g(a) = \lambda_a a \). If \( b \) is a scalar multiple of \( a \), clearly \( \lambda_b = \lambda_a \); if \( \{a, b\} \) is linearly independent, then \( \lambda_a a + \lambda_b b = g(a) + g(b) = g(a + b) = \lambda_a a + \lambda_b a + \lambda_a + b = \lambda_b \). Therefore \( g \) is a scalar multiple of the identity linear operator. Consequently by the Chevalley-Jacobson Density Theorem [14, p. 344], \( A \) is a dense algebra of linear operators, and we have already seen that \( A \) contains nonzero linear operators of finite rank.

By a well-known theorem of algebra [14, Exercise 32.27, p. 354], \( 2^\circ \) implies that if \( M \) is a finite-dimensional subspace of \( E \), there is a continuous projection from \( E \) onto \( M \), whence \( M \) admits a topological supplement [6, Proposition 12, p. 16].

To show that \( 3^\circ \) implies \( 1^\circ \), let \( a \) be a nonzero vector of \( E \). By \( 3^\circ \), \( K.a \) has a topological supplement, and hence by the theorem just cited there is a continuous projection \( p \) from \( E \) onto \( K.a \). Then \( u = f_a^{-1} \circ p \) is continuous as \( E \) is straight, so \( u \in E^* \) and \( u(a) = 1 \).

Corollary. Let \( E \) and \( F \) be topological vector spaces over a topological field \( K \), and let \( M \) be a finite-dimensional subspace of \( E \). If \( E^* \) is total and if \( u \) is a continuous linear transformation from \( M \) into \( F \), then there is a continuous linear transformation \( v \) from \( E \) into \( F \) that extends \( u \).

Proof. By \( 3^\circ \) of Theorem 14 there is a continuous projection \( p \) from \( E \) onto \( M \). Consequently, \( v = u \circ p \) is the desired extension of \( u \).

Theorem 15. Let \( E \) be a straight locally compact vector space over an infinite discrete field \( K \), and let \( A \) be the algebra of all continuous linear operators on \( E \), equipped with the compact-open topology.

1°. \( A \) is a complete, straight topological \( K \)-algebra.

2°. \( A \) is locally compact if and only if \( E \) is compactly generated.

3°. If \( E \) is compactly generated, then \( A \) is separable and metrizable.

4°. If \( E \) is indiscrete and if \( E^* \) is total, then \( A \) is indiscrete.

Proof. As \( E \) is complete and as \( A \) is closed in the space of all continuous functions from \( E \) into \( E \), equipped with the compact-open topology, \( A \) is a complete topological algebra by well-known theorems [5, Proposition 9, p. 47, Corollary 3, p. 20].

To show that \( A \) is straight, let \( u \) be a nonzero linear operator in \( A \), and let \( x \in E \) be such that \( u(x) \neq 0 \). If \( V \) is a compact neighborhood of zero in \( E \), then \( K.u \cap \{v \in A : v(x) \in V \} = \{\lambda u : \lambda u(x) \in V \} \) is finite by [16, Lemma 5], so \( K.u \) is discrete as \( \{v \in A : v(x) \in V \} \) is a neighborhood of zero in \( A \).
Assume next that $A$ is locally compact. By Theorem 8, every compact subset of $E$ is contained in a compact open subgroup; hence there exist compact open subgroups $U$ and $V$ of $E$ such that $W = \{u \in A : u(U) \subseteq V\}$ is compact. Let $F$ be the subspace of $E$ generated by $U$, and let $M$ be an algebraic supplement of $F$. Then $E$ is the topological direct sum of $F$ and $M$ by Theorem 10, and consequently the projection $p$ on $M$ along $F$ is continuous. Clearly $\lambda p \in W$ for all $\lambda \in K$, so $p = 0$ by $I^c$ and [16, Lemma 5], and hence $M = \{0\}$. Thus $F = E$, so $E$ is compactly generated.

Next, suppose that $E$ is compactly generated, and let $V$ be a compact open subgroup that generates $E$. Then $E = \bigcup_{n \geq 1} (\lambda_1 V + \cdots + \lambda_n V)$ where $(\lambda_n)_{n \geq 1}$ is an enumeration of the elements of $K$, so $E$ is locally compact, metrizable and $\sigma$-compact; hence $E$ is also separable [4, Corollary, p. 43], and consequently $A$ is separable and metrizable [5, Corollary, p. 34, and Corollary, p. 41]. Let $W = \{u \in A : u(V) \subseteq V\}$. Then $W$ is a closed neighborhood of zero in $A$. Also $W$ is equicontinuous since $W(\lambda_1 V \cap \cdots \cap \lambda_n V) \subseteq \lambda_1 V \cap \cdots \cap \lambda_n V$ for all $\lambda_1, \ldots, \lambda_n \in K^*$. To show that $W$ is compact, therefore, it suffices by Ascoli’s Theorem [5, Corollary 3, p. 32] to show that $W(x)$ is relatively compact for each $x \in E$. But if $x \in E$, then there exist $\lambda_1, \ldots, \lambda_m \in K^*$ such that $x \in \lambda_1 V + \cdots + \lambda_m V$, whence $W(x) \subseteq \lambda_1 V + \cdots + \lambda_m V$, a compact set. Therefore $A$ is locally compact.

To prove 4°, let $U$ be a compact subset of $E$, $V$ a neighborhood of zero in $E$, and let $W = \{u \in A : u(U) \subseteq V\}$. By Theorem 14, $A$ is dense and contains a projection $p$ on a one-dimensional subspace $Kc$. As $Kc$ is discrete, $p(U)$ is finite; let $p(U) = \{\beta_1 c, \ldots, \beta_n c\}$. The function $x \to (\beta_1 x, \ldots, \beta_n x)$ from $E$ into $E^n$ is continuous, and hence as $E$ is indiscrete, there exists a nonzero vector $b \in E$ such that $\beta_1 b, \ldots, \beta_n b \in V$. Also as $A$ is dense there exists $u \in A$ such that $u(c) = b$. Consequently, $u \circ p$ is a nonzero member of $W$.

We recall briefly the basic facts concerning primitive rings having minimal left ideals. If $A$ is such a ring, then $A$ contains a minimal idempotent $e$, $eAe$ is a division ring, the additive group $eAe$ becomes a right $eAe$-vector space by defining scalar multiplication to be the restriction of multiplication on $A$ to $eAe \times eAe$, and similarly the additive group $eA$ becomes a left $eAe$-vector space by defining scalar multiplication to be the restriction of multiplication on $A$ to $eAe \times eA$. For each $a \in A$, $a_L : x \to xa$ is a linear operator on the right vector space $Ae$, and $a_R : x \to xa$ is a linear operator on the left vector space $eA$; finally, $a \to a_L$ is an isomorphism from $A$ onto a dense ring $A_L$ of linear operators on $Ae$, and $a \to a_R$ is an antilinear isomorphism from $A$ onto a dense ring $A_R$ of linear operators on $eA$, and both $A_L$ and $A_R$ contain nonzero linear operators of finite rank [8, Chapters 2 and 4]. If in addition $A$ is a locally compact ring, then the induced topology on $eAe$ makes $eAe$ a locally compact division ring [12, Theorem 3], [10, Theorems 7–9], and the induced topologies on $eA$ and $eAe$ make them straight locally compact vector spaces over $eAe$ [16, Lemma 1]. If $A_L$ and $A_R$ are topologized so that $a \to a_L$ and $a \to a_R$ respectively are homeomorphisms, then $A_L$ and $A_R$ are locally compact.
rings whose topologies are stronger than the compact-open topology, since 
\((u, x) \rightarrow u(x)\) is continuous from \(A_e \times Ae\) into \(Ae\) and also from \(A_R \times eA\) into \(eA\) [5, Corollary 1, p. 46].

Before giving examples of compactly generated locally compact primitive algebras having minimal left ideals, we recall that by a theorem of Kaplansky [9, Theorem 8], the topology of an indiscrete locally compact division ring \(D\) is defined by an absolute value, its center \(C\) is indiscrete, and \([D : C]< +\infty\). Consequently, if \(K\) is an infinite subfield of \(D\), then \(K\) is indiscrete; for if there exists \(z \in K^*\) such that \(|z| \neq 1\), then either \(z^n \rightarrow 0\) or \(z^{-n} \rightarrow 0\), and thus \(K\) is indiscrete; hence if \(K\) were discrete, \(K\) would be a closed subset of the closed unit ball, a compact set, which is impossible.

Let \(D\) be an indiscrete locally compact division algebra over an infinite topological field \(K\), and let \(A\) be the ring of all linear operators on a finite-dimensional topological \(D\)-vector space \(E\). As \(D\) is finite-dimensional over its center \(C\), \(A\) is a finite-dimensional \(C\)-algebra, and hence as \(C\) is indiscrete, \(A\) has a unique Hausdorff topology making it a topological \(C\)-algebra, namely, the compact-open topology. As \(K\) is algebraically isomorphic to a subfield \(K'\) of \(C\), \(A\) is in a natural way a locally compact \(K\)-algebra. Moreover, \(A\) is a compactly generated \(K\)-algebra, for as \(K'\) is indiscrete, \(K'\) contains scalars of arbitrarily large absolute value, so the closed unit ball \(B\) of \(C\) is a compact set of generators of the \(K\)-division algebra \(C\), and consequently \(B.S\) is a compact set of generators of the \(K\)-algebra \(A\), where \(S\) is a basis of the \(C\)-algebra \(A\). In sum, \(A\) is an indiscrete, compactly generated, locally compact primitive \(K\)-algebra having minimal left ideals. Actually, every indiscrete, compactly generated, locally compact primitive \(K\)-algebra having minimal left ideals arises in this manner:

**Theorem 16.** Let \(K\) be an infinite topological field, and let \(A\) be a locally compact primitive \(K\)-algebra having minimal left ideals. Then \(A\) is compactly generated if and only if one of the following two possibilities holds:

1. \(A\) is topologically isomorphic to the locally compact \(K\)-algebra of all (continuous) linear operators on a finite-dimensional locally compact vector space over an indiscrete locally compact \(K\)-division algebra \(D\).

2. \(A\) is discrete and algebraically isomorphic to the \(K\)-algebra of all linear operators on a finite-dimensional vector space over a \(K\)-division algebra \(D\) satisfying \([D : K]< +\infty\).

**Proof.** To complete the proof that the condition is sufficient, we need merely observe that if \(A\) is the algebra described in 2, then \(A\) is finite-dimensional over \(K\) and hence is compactly generated. **Necessity.** Let \(e\) be a minimal idempotent of \(A\). Then \(D = eAe\) is a locally compact \(K\)-division algebra whose topology is thus defined by an absolute value. If \(D\) is indiscrete, the vector spaces \(Ae\) and \(eA\) are finite-dimensional, and 1 follows. We shall assume, therefore, that \(D\) is discrete. If \(V\) is a compact set that generates the \(K\)-vector space \(A\), clearly \(Ve\) is a compact
set that generates the $K$-vector space $Ae$ and hence also the right $D$-vector space $Ae$, and similarly $eV$ is a compact set that generates the $K$-vector space $eA$ and hence also the left $D$-vector space $eA$. Thus $Ae$ and $eA$ are straight compactly generated locally compact vector spaces over the infinite discrete division ring $D$.

By Jacobson's theorem [8, p. 77], the restriction of multiplication to $eA \times Ae$ is a nondegenerate bilinear form. Suppose that $Ae$ were indiscrete, whence $D$ would be an absolutely algebraic field of prime characteristic by Theorem 1; then $Ae$ would be isomorphic to a subspace of the topological dual of the $D$-vector space $eA$ and hence would be countable by Theorem 13. But a countable locally compact group is discrete by Baire's theorem [4, Theorem 1, p. 110]. Hence $Ae$ is necessarily discrete and consequently is a finite-dimensional vector space over $D$. Since the topology of $A_L$ is stronger than the compact-open topology, therefore, $A_L$ and hence $A$ are discrete. Thus $A$ is finite-dimensional over $K$, whence $D$ is also, and $2^\circ$ holds.

The same argument applies to locally compact primitive rings having minimal left ideals: If $e$ is a minimal idempotent of such a ring $A$ such that $eAe$ is infinite and $Ae$ and $eA$ are compactly generated $eAe$-vector spaces, then $A$ is topologically isomorphic to the ring of all linear operators on a finite-dimensional locally compact vector space over a locally compact division ring.

Theorem 16 shows that there is no analogue of Theorem 10 for algebras, that is, that in general a locally compact algebra is not the topological direct product of a compactly generated subalgebra and a discrete subalgebra. The following theorem improves Theorem 6 of [16].

**Theorem 17.** Let $A$ be a locally compact primitive algebra having minimal left ideals over a topological field $K$. If any one of the following three conditions holds, then either $A$ is discrete, or $A$ contains an identity element and is finite-dimensional over its center.

1°. $K$ is indiscrete.

2°. $K$ is infinite but is not an absolutely algebraic field of prime characteristic.

3°. $K$ is infinite, and $A$ is compactly generated.

**Proof.** Let $e$ be a minimal idempotent of $A$, and let $D=eAe$. If $D$ is indiscrete, then as in the proof of Theorem 16, $Ae$ is a finite-dimensional $D$-vector space, and the result follows. We shall assume, therefore, that $D$ is discrete. Then $K$ is also discrete as $\lambda \mapsto \lambda e$ is continuous from $K$ into $D$; thus by hypothesis either $2^\circ$ or $3^\circ$ holds. To prove that $A$ is a straight $K$-algebra, let $a$ be a nonzero element of $A$. Then there exists $x \in eA$ such that $xa=a_R(x) \neq 0$. As $eA$ is a straight $D$-vector space, there exists a neighborhood $V$ of zero in $A$ such that $eV \cap D.xa=\{0\}$. Let $W$ be a neighborhood of zero in $A$ such that $xW \subseteq V$. If $w \in W \cap K.a$, then $w=\lambda a$ for some $\lambda \in K$, and hence $xw=(ex)(\lambda a)=(\lambda e)(xa) \in D.xa$, and also $xw=exw \in eV$; thus $\lambda e=0$, so $\lambda =0$ and hence $w=0$. Consequently, $A$ is straight. Therefore the conclusion follows if $2^\circ$ holds by Theorem 1, and it follows also if $3^\circ$ holds by Theorem 16.
We conclude with an example of an indiscrete straight locally compact dense algebra of linear operators on a discrete vector space. Let $K$ be a discrete infinite absolutely algebraic field of prime characteristic. Let $A$ be the algebra of all continuous linear operators on an indiscrete compactly generated straight locally compact $K$-vector space $E$ whose topological dual is total, and let $A$ be equipped with the compact-open topology. Then $A$ is an indiscrete straight locally compact dense algebra of linear operators by Theorem 15, and moreover $A$ contains a projection $e$ on a one-dimensional subspace $K.c$ of $E$. As $A$ is dense and $K$ commutative, $\lambda \to \lambda e$ is an isomorphism from $K$ onto $eAe$; we shall identify $K$ with $eAe$ by means of this isomorphism. The algebraic isomorphism $u \to u(c)$ from the $K$-vector space $Ae$ onto $E$ is clearly continuous; to show that it is open, let $U$ be a compact subset of $E$, let $V$ be a neighborhood of zero in $E$, and let $W = \{u \in A : u(U) \subseteq V\}$. Then $e(U)$ is a compact subset of the discrete space $K.c$ and hence is finite; let $e(U) = \{\lambda_1 c, \ldots, \lambda_n c\}$. Clearly $u \in Ae \cap W$ if and only if $u(c) \in \lambda_1^{-1}V \cap \cdots \cap \lambda_n^{-1}V$. Thus $u \to u(c)$ is a topological isomorphism from $Ae$ onto $E$; in particular, $Ae$ is a compactly generated $K$-vector space. As in the proof of Theorem 16, $eA$ is algebraically isomorphic to a subspace of $(Ae)^*$, hence is countable, and therefore is discrete. Let $F$ be the discrete $K$-vector space $eA$, and let $B = A_R$, equipped with the topology for which the anti-isomorphism $a \to a_R$ from $A$ onto $B$ is a homeomorphism. Then $B$ is an indiscrete straight locally compact $K$-algebra, and $B$ is a dense algebra of linear operators on $F$. The topology $\mathscr{T}$ of $B$ is strictly stronger than the compact-open topology. Indeed, let $B'$ be the algebra of all (continuous) linear operators on $F$, equipped with the compact-open topology $\mathscr{T}'$. Then $B$ is dense in $B'$ since $\mathscr{T}'$ is also the topology of pointwise convergence. If the topology induced on $B$ by $\mathscr{T}'$ were $\mathscr{T}$, then $B$ would be a complete dense subalgebra of $B'$, so $B$ would be $B'$ and hence $\mathscr{T}$ would be $\mathscr{T}'$, which is impossible since by Theorem 15, $\mathscr{T}'$ is not locally compact.

5. Commutative semisimple straight locally compact algebras over infinite discrete fields. For each $i \in I$ let $C_i$ be a topological algebra with identity 1, over a discrete field $K$, and let $H_i$ be an open subring of $C_i$ that contains $1$. We assume further that for each $a \in K$, $a1 \not\in H$, for all but finitely many $i \in I$. Then the subset $A$ of $\bigcap_{a \in H_i}$ defined by

$$A = \{x_i \in \prod_{a \in H_i} : x_i \in H_i \text{ for all but finitely many } i \in I\},$$

is clearly a subalgebra of $\prod_{a \in I} C_i$; equipped with the topology for which the filter of neighborhoods of zero of the topological ring $\prod H_i$ is a fundamental system of neighborhoods of zero, $A$ is easily seen to be a topological $K$-algebra, called the local direct product of $(C_i)_{a \in H_i}$ relative to $(H_i)_{a \in I}$ [7, p. 7]. Any subalgebra of $A$ that contains $\prod H_i$, equipped with the induced topology, is called a local subdirect product of $(C_i)_{a \in H_i}$ relative to $(H_i)_{a \in I}$. It is easy to verify that $A$ is straight if and only if each $C_i$ is, and that if each $C_i$ is straight and $K$ countable, then $I$ is countable.
If each $H_n$ is compact, then every local subdirect product is clearly locally compact. Also a local subdirect product $B$ is semisimple provided each of its projections $\text{pr}_n(B)$ is semisimple [8, Proposition 1, p. 10]. In summary:

**Theorem 18.** Let $K$ be an infinite discrete field, and for each $n \geq 0$ let $C_n$ be a straight commutative locally compact $K$-algebra with identity element $1_n$, and let $H_n$ be a compact open subring of $C_n$ that contains $1_n$. Assume further that for each $\alpha \in K$, $\alpha \cdot 1_n \in H_n$ for all but finitely many $n \geq 0$. Then each local subdirect product $B$ of $(C_n)_{n \geq 0}$ relative to $(H_n)_{n \geq 0}$ such that each $\text{pr}_n(B)$ is semisimple is a straight semisimple commutative locally compact $K$-algebra with identity.

Our structure theorem for straight semisimple commutative locally compact algebras over infinite discrete fields [Theorem 20] is that any such algebra is the topological direct product of a discrete algebra and a local subdirect product $B$ of $(C_n)_{n \geq 0}$ relative to $(H_n)_{n \geq 0}$, where each $C_n$ is algebraically the cartesian product of fields and topologically is discrete, where each $\text{pr}_n(B)$ is an algebraically dense and hence semisimple subalgebra of $C_n$, and where each $H_n$ is a finite subfield of $C_n$ containing the identity element of $C_n$. However, to determine necessary and sufficient conditions for such an algebra to be, for example, compactly generated, it is desirable to direct attention to the fields of which $C_n$ is the cartesian product and the various subfields of given finite order of $C_n$ that contain the identity element.

For simplicity, let us assume that $K$ is an infinite subfield of the algebraic closure $\Omega$ of the field $\mathbb{Z}_p$, that $C_n = \prod_{\gamma \in \Gamma_n} K_{\gamma}$, where each $K_{\gamma}$ is an extension field of $K$ all of whose elements algebraic over $\mathbb{Z}_p$ belong to $\Omega$, and that the index sets $\Gamma_n$ are mutually disjoint, so that they form a partition of $\Gamma = \bigcup_{n \geq 0} \Gamma_n$. If $H_n$ is a finite subfield of $C_n$ that contains the identity element $1_n = (1_\gamma)$ of $C_n$, then there is an isomorphism $\sigma_\gamma$ from a finite subfield $F_n$ of $\Omega$ onto $H_n$; consequently for each $\gamma \in \Gamma_n$, $\sigma_\gamma = \text{pr}_\gamma \circ \sigma_n$ (where $\text{pr}_\gamma$ is the canonical projection from $C_n$ onto $K_{\gamma}$) is an isomorphism from $F_n$ into $K_{\gamma}$ as $1_n \in H_n$, and therefore $\sigma_\gamma$ is an automorphism of $F_n$ since $\Omega$ contains only one subfield having a prescribed finite number of elements; replacing the given isomorphism $\sigma_n$ from $F_n$ onto $H_n$ by $\sigma_n \sigma_\gamma^{-1}$ for some $\beta \in \Gamma_n$, we may as well assume that one of the $\sigma_\gamma$'s is the identity automorphism of $F_n$; moreover,

$$H_n = \left\{ (\sigma_\gamma(z)) \in \prod_{\gamma \in \Gamma_n} K_{\gamma} : z \in F_n \right\}.$$

Conversely, if $(\sigma_\gamma)_{\gamma \in \Gamma_n}$ is a family of automorphisms of $F_n$ containing the identity automorphism, then $H_n$, defined as above, is a finite subfield of $C_n$ that contains its identity element and is canonically isomorphic to $F_n$. The requirement that for each $\alpha \in K$, $\alpha \cdot 1_n \in C_n$ for all but finitely many $n \geq 0$ is clearly equivalent to the condition that for each $\alpha \in K$ there exists $m \geq 0$ such that for all $n > m$, $\alpha \in F_n$ and $\sigma_\gamma(\alpha) = \alpha$ for all $\gamma \in \Gamma_n$. We are therefore led to the following definition:

**Definition.** Let $\Omega$ be the algebraic closure of the field $\mathbb{Z}_p$ of integers modulo $p$,
and let $K$ be an infinite subfield of $\Omega$. A family of $K$-ingredients consists of a family of fields $(K_\gamma)_{\gamma \in \Gamma}$ indexed by a set $\Gamma$, a sequence $(\Gamma_n)_{n \geq 0}$ of subsets of $\Gamma$, a sequence $(F_n)_{n \geq 0}$ of finite fields, and a family $(\sigma_\gamma)_{\gamma \in \Gamma}$ of mappings such that the following conditions hold:

1°. Each $K_\gamma$ is an extension of $K$, and the field of elements of $K_\gamma$ algebraic over $Z_p$ is a subfield of $\Omega$.

2°. $(\Gamma_n)_{n \geq 0}$ is a partition of $\Gamma$.

3°. For each $n \geq 0$, $(K_\gamma)_{\gamma \in \Gamma_n}$ is a family of field extensions of $F_n$, and $(\sigma_\gamma)_{\gamma \in \Gamma_n}$ is a family of automorphisms of $F_n$ that contains the identity automorphism.

4°. For each $\alpha \in K$ there exists $m \geq 0$ such that for all $n > m$, $\alpha \in F_n$ and $\sigma_\gamma(\alpha) = \alpha$ for all $\gamma \in \Gamma_n$.

Let $(K_\gamma)_{\gamma \in \Gamma}$, $(\Gamma_n)_{n \geq 0}$, $(F_n)_{n \geq 0}$, $(\sigma_\gamma)_{\gamma \in \Gamma}$ be a family of $K$-ingredients. For each $n \geq 0$ let $C_n$ be the $K$-algebra $\prod_{\gamma \in \Gamma_n} K_\gamma$, equipped with the discrete topology, and let $H_n$ be the subfield $\{(\sigma_\gamma(z)) : z \in F_n\}$ of $C_n$. The full algebra defined by $(K_\gamma)_{\gamma \in \Gamma}$, $(\Gamma_n)_{n \geq 0}$, $(F_n)_{n \geq 0}$, $(\sigma_\gamma)_{\gamma \in \Gamma}$ is the local direct product $A$ of $(C_n)_{n \geq 0}$ relative to $(H_n)_{n \geq 0}$, and the ring defined by that family is the ring $V$ defined by

$$V = \prod_{n \geq 0} H_n = \left\{(x_\gamma) \in \prod_{\gamma \in \Gamma} K_\gamma : \text{there exists } (z_n) \in \prod_{n \geq 0} F_n \text{ such that for every } n \geq 0, \ x_\gamma = \sigma_\gamma(z_n) \text{ for all } \gamma \in \Gamma_n \right\},$$

(we identify canonically the $K$-algebra $\prod_{n \geq 0} C_n$ with the $K$-algebra $\prod_{\gamma \in \Gamma} K_\gamma$).

Each local subdirect product $B$ of $(C_n)_{n \geq 0}$ relative to $(H_n)_{n \geq 0}$ that satisfies the following density property is called an algebra defined by that family: For each $(a_\gamma) \in A$ and each finite subset $\Delta$ of $\Gamma$, there exists $(b_\gamma) \in B$ such that $b_\gamma = a_\gamma$ for all $\gamma \in \Delta$.

Clearly if each $\Gamma_n$ is finite, the only algebra defined by this family of $K$-ingredients is the full algebra $A$. For future reference, let $e_k$ be the idempotent of $V$ whose $\gamma$th component is 1 or 0 according as $\gamma \in \Gamma_k$ or $\gamma \notin \Gamma_k$. Then $V(1 - \sum_{k=0}^m e_k) = \prod_{n \geq 0} H'_n$ where $H'_n = \{0\}$ if $n \leq m$ and $H'_n = H_n$ if $n > m$; consequently the sequence $(V(1 - \sum_{k=0}^m e_k))_{m \geq 0}$ is a fundamental system of neighborhoods of zero in any algebra defined by that family of $K$-ingredients.

**Theorem 19.** Let $K$ be an infinite subfield of the algebraic closure $\Omega$ of $Z_p$, equipped with the discrete topology. Let $A$ be a commutative semisimple indiscrete straight locally compact $K$-algebra. If $B$ is the ideal of $A$ generated by a compact open subring $V$, then there is a topological isomorphism $\Phi$ from $B$ onto a locally compact $K$-algebra $B'$ defined by a family of $K$-ingredients that takes $V$ onto the ring $V'$ defined by that family.

**Proof.** Since $B$ is an ideal of $A$, $B$ is semisimple [8, Theorem 1, p. 10], and $B$ is, of course, commutative and locally compact. We first observe that by a theorem of Kaplansky, the intersection of all the closed regular maximal ideals of $B$ is $\{0\}$.
Indeed, this follows from [10, Theorem 12] if $B$ has an identity element, since $K$ has prime characteristic and $B$ is totally disconnected (Theorems 1 and 2). If $B$ lacks an identity element, we may apply Kaplansky's theorem to $B^+$, the $K$-algebra containing $B$ as an ideal that is the vector space direct sum of $B$ and the one-dimensional subspace generated by an identity element $e$. To show that the $V$-topology on $B^+$ is compatible with multiplication, it suffices to show that $x \to x(b+\beta e)$ is continuous at zero, where $b \in B$, $\beta \in K^*$; but if $U$ is an open subgroup of $B$ and if $W$ is an open subgroup of $U$ such that $Wb \subseteq U$, then $(W \cap \beta^{-1}W)(b+\beta e) \subseteq U$. Also, $B^+$ is straight since $V \cap K.b=\{0\}$ if $b \notin B$. To show that if $m$ is a maximal ideal of $B^+$ other than $B$, then $m \cap B$ is a maximal ideal of $B$, it suffices to show that the canonical monomorphism $h: x+(m \cap B) \to x+m$ from $B/(m \cap B)$ into $B^+/m$ is actually surjective, for then $B/(m \cap B)$ is a field. As $m$ is not contained in $B$, there exist $\alpha \neq 0$ and $c \in B$ such that $c+\alpha e \in m$; consequently, for any $b+\beta e \in B^+$,

$$h((b-\alpha^{-1}\beta c)+(m \cap A)) = (b-\alpha^{-1}\beta c)+m = (b-\alpha^{-1}\beta c)+\alpha^{-1}\beta(c+\alpha e)+m$$

$$= (b+\beta e)+m.$$

Now $B^+$ is semisimple (cf. [8, p. 11]); therefore by Kaplansky's theorem the intersection of the closed maximal ideals of $B^+$ is $\{0\}$; consequently by the preceding, the intersection of the closed regular maximal ideals of $B$ is $\{0\}$.

Next we shall prove that a closed regular maximal ideal $m$ of $B$ is open. Equipped with its quotient topology, $B/m$ is a locally compact ring that algebraically is a field; hence $B/m$ is a locally compact field [12, Theorem 3], [10, Theorems 7–9]. Let $K'$ be the image of $K$ in $B/m$ under the canonical monomorphism $\lambda \to \lambda e+m$ where $e+m$ is the identity element of $B/m$. If $a$ is a nonzero element of $K'$, then every power of $a$ belongs to $P[a]^*$, where $P$ is the prime subfield of $K'$. But $P[a]^*$ is finite as $K$ is an absolutely algebraic field of prime characteristic, and consequently $a^n \to 0$. As $K'$ is an infinite discrete subfield of the locally compact field $B/m$, therefore, $B/m$ is discrete. Thus $m$ is open.

We shall show next that if $m$ is a closed regular maximal ideal of $B$, then $m \cap V$ is an open regular maximal ideal of $V$. Indeed, as $m$ is a regular ideal of the ideal $B$, $m$ is an ideal of $A$ and consequently $m \cap V$ is a proper ideal of $V$ as the ideal generated by $V$ is $B$. Also, $m \cap V$ is open by what we have just proved, so $V/(m \cap V)$ is discrete and compact and hence is a finite ring. But $V/(m \cap V)$ is isomorphic to the subring $(V+m)/m$ of the field $B/m$ and hence is a finite commutative ring having no proper zero divisors. Consequently, $V/(m \cap V)$ is a finite field, so $m \cap V$ is an open regular maximal ideal of $V$.

Let $(m_r)_{r \in \Gamma}$ be a family of distinct closed regular maximal ideals of $B$ such that $\bigcap_{r \in \Gamma} m_r = \{0\}$ (for example, by the preceding we may choose $(m_r)_{r \in \Gamma}$ to be the family of all closed regular maximal ideals of $B$). Let $(\Gamma_\beta)_{\beta \in \Sigma}$ be the partition of $\Gamma$ determined by the equivalence relation $R$ on $\Gamma$ satisfying $\beta R \gamma$ if and only if $m_\beta \cap V$...
= m_\gamma \cap V. (We shall shortly see that S is denumerable and hence may be taken to be the set of natural numbers.) For each \gamma \in \Gamma let \phi_\gamma be the canonical epimorphism from B onto B/m_\gamma, let g_\gamma be a K-isomorphism from B/m_\gamma onto an extension field \mathcal{K}_\gamma of K all of whose elements algebraic over \mathbb{Z}_p belong to \Omega, and let h_\gamma be the canonical monomorphism \chi + (m_\gamma \cap V) \rightarrow \chi + m_\gamma, from V/(m_\gamma \cap V) onto (V + m_\gamma)/m_\gamma = \phi_\gamma(V). For each n \in S let \beta_n be an element of \Gamma_n, and let F_n = g_{\beta_n}(\phi_{\beta_n}(V)). For each \gamma \in \Gamma_n, \phi_\gamma(V) is isomorphic to V/(m_\gamma \cap V) = V/(m_{\beta_n} \cap V) and hence to \phi_{\beta_n}(V); we saw earlier that V/(m_\gamma \cap V) is a finite field; therefore g_\gamma \phi_\gamma(V) is a finite subfield of \mathcal{K}_\gamma, having the same number of elements as F_n, and hence g_\gamma \phi_\gamma(V) = F_n as a field contains at most one subfield having a prescribed finite number of elements. For each \gamma \in \Gamma_n let

\sigma_\gamma = g_\gamma \circ h_\gamma \circ h_{\beta_n}^{-1} \circ (g_{\beta_n}^{-1} | F_n).

Then \sigma_\gamma is an automorphism of F_n, and for each \chi \in V,

\sigma_\gamma(x) = g_\gamma \phi_\gamma(x) = g_\gamma(g_{\beta_n}(\phi_{\beta_n}(x)))

for all \gamma \in \Gamma_n. Moreover, \sigma_{\beta_n} is the identity automorphism of F_n.

Let \Psi be the mapping from V into \prod_{n \in S} F_n defined by

\Psi(x) = (g_{\beta_n}(\phi_{\beta_n}(x)))_{n \in S}.

The kernel of the restriction to V of g_{\beta_n} \phi_{\beta_n} is the open regular maximal ideal m_{\beta_n} \cap V of V, so \Psi is continuous from V into \prod_{n \in S} F_n, where each F_n has the discrete topology. The kernel of \Psi is

\bigcap_{n \in S} (m_{\beta_n} \cap V) = \bigcap_{\gamma \in \Gamma} (m_\gamma \cap V) = \{0\}.

Also, as (m_{\beta_n} \cap V)_{n \in S} is a family of distinct regular maximal ideals of V, \Psi(V) is dense in \prod_{n \in S} F_n by the Chinese Remainder Theorem [14, Exercise 35.25(c), p. 393]. Therefore \Psi(V) is a compact dense subset of \prod_{n \in S} F_n and hence is all of \prod_{n \in S} F_n. In particular, V has an identity element; also as V is metrizable, S is countable, so we may assume that S is the set of natural numbers.

To show that (\mathcal{K}_\gamma)_{\gamma \in \Gamma}, (\Gamma_n)_{n \geq 0}, (F_n)_{n \geq 0}, (\sigma_\gamma)_{\gamma \in \Gamma} is a family of K-ingredients, it remains for us to show that 4° of the Definition holds. Let \alpha \in K^*. As \Psi is a topological isomorphism, there exists m \geq 0 such that \Psi(V \cap \alpha^{-1} V) \supseteq \bigcap_{n \leq 0} L_n where L_n = \{0\} if n \leq m and L_n = F_n if n > m. Consequently there exists w \in V \cap \alpha^{-1} V such that \Psi(w) = (\epsilon_n), where \epsilon_n = 0 if n \leq m and \epsilon_n = 1 if n > m. Let n > m. Then g_{\beta_n}(\phi_{\beta_n}(w)) = 1, so

\alpha = g_{\beta_n} \phi_{\beta_n}(\alpha w) \in g_{\beta_n} \phi_{\beta_n}(V) = F_n.

Also if \gamma \in \Gamma_n, then by (1)

\sigma_\gamma(\alpha) = \sigma_\gamma(g_{\beta_n}(\phi_{\beta_n}(\alpha w))) = g_\gamma \phi_\gamma(\alpha w)

= a g_\gamma \phi_\gamma(w) = a \sigma_\gamma(g_{\beta_n}(\phi_{\beta_n}(w)))

= a \sigma_\gamma(1) = a.
Let $A'$ and $V'$ be respectively the full $K$-algebra and ring determined by the family of $K$-ingredients $(K_y)_{y \in \Gamma}$, $(\Gamma_n)_{n \geq 0}$, $(F_n)_{n \geq 0}$, $(\sigma_y)_{y \in \Gamma}$, and let

$$\Phi(x) = (g_y f_y(x))_{y \in \Gamma}$$

for all $x \in B$. By (1), $\Phi(V) \subseteq V'$. Conversely, let $(y_i) \in V'$, and let $(z_n) \in \prod_{n \geq 0} F_n$ be such that $\sigma_y(z_n) = y_i$ for all $y \in \Gamma_n$ and all $n \geq 0$. Then by the preceding, there exists $x \in V$ such that $\Psi(x) = (z_n)$, whence for each $n \geq 0$ and each $y \in \Gamma_n$,

$$g_y f_y(x) = \sigma_y(g_{\sigma_n}(\phi_{\sigma_n}(x))) = \sigma_y(z_n) = y_i$$

by (1). Thus $\Phi(x) = (y_i)$; hence $\Phi(V) = V'$.

To show that $\Phi(B) \subseteq A'$, let $a \in B$. As $z \rightarrow za$ is continuous, there is a neighborhood $W$ of zero in $V$ such that $Wa \subseteq V$. As before, there exists $m \geq 0$ and $w \in W$ such that $g_{\sigma_n}(\phi_{\sigma_n}(w))$ is $0$ or $1$ according as $n \leq m$ or $n > m$. For each $n \geq 0$ let $z_n = g_{\sigma_n}(\phi_{\sigma_n}(wa)) \in F_n$. If $n > m$ and if $y \in \Gamma_n$, then by (1), as $w$ and $wa$ belong to $V$,

$$\sigma_y(z_n) = g_y f_y(wa) = g_y f_y(w) \cdot g_y f_y(a)$$

$$= \sigma_y(g_{\sigma_n}(\phi_{\sigma_n}(w))) \cdot g_y f_y(a)$$

$$= \sigma_y(1) \cdot g_y f_y(a) = g_y f_y(a).$$

Thus $\Phi(a) \in A'$. By the Chinese Remainder Theorem, if $(a_y) \in A'$ and if $\Delta$ is a finite subset of $\Gamma$, there exists $(b_y) \in \Phi(B)$ such that $b_y = a_y$ for all $y \in \Delta$. Thus as the topology of $B$ is the $V$-topology, $\Phi$ is a topological isomorphism from $B$ onto a locally compact $K$-algebra defined by a family of $K$-ingredients.

**Theorem 20.** Let $K$ be an infinite subfield of the algebraic closure of $\mathbb{Z}_p$, equipped with the discrete topology. A commutative semisimple indiscrete straight locally compact $K$-algebra $A$ is the topological direct product of a discrete commutative semisimple $K$-algebra and a $K$-algebra topologically isomorphic to a locally compact algebra defined by a family of $K$-ingredients.

**Proof.** As $A$ is totally disconnected (Theorem 2), $A$ contains a compact open subring $V$ [10, Lemma 4]. Let $B$ be the ideal generated by $V$. By Theorem 19, $B$ is topologically isomorphic to a locally compact algebra defined by a family of $K$-ingredients. In particular, $B$ has an identity element $e$, and hence $A$ is the direct product of the ideals $B$ and $C = \{x - xe : x \in A\}$. As $C \cap V = \{0\}$, $C$ is discrete and the projection on $C$ along $B$ is continuous; hence $A$ is the topological direct product of $B$ and $C$. As $C$ is an ideal of $A$, $C$ is semisimple [8, Theorem 1, p. 10].

Certain natural questions present themselves concerning the family of $K$-ingredients $(K_y)_{y \in \Gamma}$, $(\Gamma_n)_{n \geq 0}$, $(F_n)_{n \geq 0}$, $(\sigma_y)_{y \in \Gamma}$ occurring in the proof of Theorem 19, namely: (1) When does $\Phi(B)$ contain the outer direct sum $\bigoplus_{y \in \Gamma} K_y$ of $(K_y)_{y \in \Gamma}$? (2) When is each $\Gamma_n$ finite? (3) What special properties must the family possess for $B$ to be compactly generated? (4) What is the relationship between two families of $K$-ingredients defining isomorphic locally compact algebras?
Minimal ideals play an important role in answering these questions. We recall that the socle of a commutative ring is the sum of all its minimal ideals.

**Lemma 6.** Let $A$ be a commutative ring having no nonzero nilpotent ideals.

1°. The minimal ideals of $A$ are precisely those ideals that are subfields of $A$.

2°. If $m$ is the annihilator of an ideal $a$, then $a$ is minimal if and only if $m$ is a regular maximal ideal, in which case $A$ is the direct product of $a$ and $m$.

3°. If $A$ is the direct product of ideals $B$ and $C$ and if $a$ is a minimal ideal of $A$, then $a$ is either a minimal ideal of $B$ or a minimal ideal of $C$.

**Proof.** 1° is a consequence of [8, Proposition 1, p. 57; Proposition 1, p. 65]. Consequently, if $a$ is a minimal ideal and if $e$ is its identity element, the annihilator $m$ of $a$ is $\{x - xe : x \in A\}$; therefore $A$ is the direct product of $m$ and $a$, so $A/m$ is isomorphic to the field $a$ and hence $m$ is a regular maximal ideal. Conversely, if the annihilator $m$ of $a$ is a regular maximal ideal, then $m \cap a = \{0\}$ as $A$ has no nonzero nilpotent ideals, and $A = m + a$; thus $A$ is the direct product of $m$ and $a$, and consequently $a$ is minimal since it is isomorphic to the field $A/m$. To prove 3°, let $e$ be the identity element of a minimal ideal $a$, and let $e = e_1 + e_2$ where $e_1 \in B$, $e_2 \in C$. Then $e_1 e_2 = 0$, so $e_1 = e_1 e \in a$, $e_2 = e_2 e \in a$, and $e_1^2 + e_2^2 = (e_1 + e_2)^2 = e_1 + e_2$ and thus $e_1$ and $e_2$ are idempotents of $a$; as $a$ is a field, one of $e_1$, $e_2$ is 0 and the other is $e$; hence either $a \subseteq B$ or $a \subseteq C$. As $a$ is a field, $a$ is clearly a minimal ideal of any subring of $A$ that contains it.

**Lemma 7.** Let $A$ be a commutative ring, let $(m_\gamma)_{\gamma \in \Gamma}$ be a family of distinct regular maximal ideals of $A$ such that $\bigcap_{\gamma \in \Gamma} m_\gamma = \{0\}$, and let $A'$ be the image of $A$ under the monomorphism $\Phi : x \mapsto (x + m_\gamma)$ from $A$ into $\prod_{\gamma \in \Gamma} (A/m_\gamma)$. The following statements are equivalent:

1°. $A' \cong \bigoplus_{\gamma \in \Gamma} (A/m_\gamma)$.

2°. Each $m_\gamma$ is the annihilator of a (necessarily minimal) ideal.

3°. If $\Delta \subseteq \Gamma$, then $\bigcap_{\gamma \in \Delta} m_\gamma \neq \{0\}$.

Moreover, if these conditions hold, the socle $S$ of $A'$ is $\bigoplus_{\gamma \in \Gamma} (A/m_\gamma)$.

**Proof.** By hypothesis, $A$ is semisimple and hence has no nonzero nilpotent ideals. Assume that 1° holds. Then for each $\beta \in \Gamma$ there exists a nonzero $y_\beta \in A$ such that $y_\beta \in m_\gamma$ for all $\gamma \neq \beta$. If $x \in m_\beta$, then $xy_\beta \in \bigcap_{\gamma \in \Gamma} m_\gamma = \{0\}$; hence $m_\beta$ is contained in the annihilator $m'$ of the ideal generated by $y_\beta$; as $A$ is semisimple, $m'$ is a proper ideal, and therefore $m_\beta = m'$. Thus 1° implies 2°.

To show that 2° implies 3°, for each $\gamma \in \Gamma$ let $e_\gamma$ be the identity element of the (minimal) ideal annihilated by $m_\gamma$. If $\beta \in \Gamma$, then $e_\beta e_\gamma = 0$ for all $\gamma \neq \beta$ as $Ae_\beta \cap Ae_\gamma = \{0\}$, so $e_\beta \in \bigcap_{\gamma \neq \beta} m_\gamma$.

For each $\beta \in \Gamma$ let $e'_\beta$ be the idempotent of $\bigoplus_{\gamma \in \Gamma} (A/m_\gamma)$ whose $\gamma$th component is 1 or 0 according as $\gamma = \beta$ or $\gamma \neq \beta$. If 1° does not hold, then $e'_\beta \notin A'$ for some $\beta \in \Gamma$; hence for every $x \in A$, if $x \notin m_\beta$, then $x \notin m_\gamma$ for some $\gamma \neq \beta$; consequently, if $x \in \bigcap_{\gamma \neq \beta} m_\gamma$, then $x \in \bigcap_{\gamma \in \Gamma} m_\gamma = \{0\}$, so $\bigcap_{\gamma \neq \beta} m_\gamma = \{0\}$, and 3° does not hold.
Assume finally that $1°-3°$ hold. The minimal idempotents of $A'$ are then clearly the idempotents $e'_\beta$ where $\beta \in \Gamma$, so $S = \bigoplus_{\gamma \in \mathcal{F}} (A/m_\gamma)$.

**Lemma 8.** Let $S$ be the socle of a nonzero commutative ring $A$ that contains no nonzero nilpotent ideals. The following statements are equivalent:

1°. Every nonzero ideal of $A$ contains a minimal ideal.

2°. The annihilator $S'$ of $S$ is $\{0\}$.

3°. There is a family $(K_\gamma)_{\gamma \in \mathcal{F}}$ of fields such that $A$ is isomorphic to a subring $A'$ of $\prod_{\gamma \in \mathcal{F}} K_\gamma$ that contains $\bigoplus_{\gamma \in \mathcal{F}} K_\gamma$.

**Proof.** To show that 1° implies 2°, let $x$ be a nonzero element of $A$. By 1°, $Ax$ contains a minimal ideal; let $e$ be its identity element. Then $ax = e$ for some $a \in A$, so $xe \neq 0$ as $axe = e$. Therefore $x$ does not belong to the annihilator of the minimal ideal $Ae$. Consequently, 2° holds as $S'$ is the intersection of the annihilators of the minimal ideals of $A$.

If $(m_\gamma)_{\gamma \in \mathcal{F}}$ is the set of annihilators of the distinct minimal ideals of $A$, then $S' = \bigcap_{\gamma \in \mathcal{F}} m_\gamma$ and each $m_\gamma$ is a regular maximal ideal of $A$ by Lemma 6; consequently, 2° implies 3° by Lemma 7. Finally, to show that 3° implies 1°, let $x = (\lambda_\gamma)$ be a nonzero element of $A'$, and let $\beta$ be such that $\lambda_\beta \neq 0$. Then $y = (\mu_\gamma) \in \bigoplus K_\gamma$, where $\mu_\beta = \lambda_\beta^{-1}$ and $\mu_\gamma = 0$ if $\gamma \neq \beta$; clearly $Ayx$ is an ideal isomorphic to $K_\beta$ that is contained in $Ax$.

**Theorem 21.** Let $K$ be an infinite subfield of the algebraic closure of $Z_p$, equipped with the discrete topology. Let $B$ be a commutative semisimple indiscrete straight locally compact $K$-algebra that contains a compact open subring $V$ such that the ideal generated by $V$ is $B$ itself, and let $S$ be the socle of $B$. Then $B$ is topologically isomorphic to a locally compact $K$-algebra $B'$ defined by a family of $K$-ingredients $(K_\gamma)_{\gamma \in \mathcal{F}}, (\Gamma_n)_{n \geq 0}, (F_n)_{n \geq 0}, (\sigma_\gamma)_{\gamma \in \mathcal{F}}$ such that $B' \cong \bigoplus_{\gamma \in \mathcal{F}} K_\gamma$ if and only if the annihilator $S'$ of $S$ is $\{0\}$.

**Proof.** The condition is necessary by Lemma 8.

**Sufficiency.** Let $(m_\gamma)_{\gamma \in \mathcal{F}}$ be the annihilators of the distinct minimal ideals of $A$. By hypothesis, $\bigcap_{\gamma \in \mathcal{F}} m_\gamma = \{0\}$. By Lemma 6, each $m_\gamma$ is a regular maximal ideal. Also, $m_\gamma = \{x \in A : xe_\gamma = 0\}$ where $e_\gamma$ is the identity element of the minimal ideal annihilated by $m_\gamma$, so $m_\gamma$ is closed. Consequently $(m_\gamma)_{\gamma \in \mathcal{F}}$ satisfies the conditions given in the proof of Theorem 19, and the result follows by that theorem and Lemma 7.

**Theorem 22.** Let $K$ be an infinite subfield of the algebraic closure of $Z_p$, equipped with the discrete topology. Let $A$ be a commutative semisimple indiscrete straight locally compact $K$-algebra, and let $S$ be the socle of $A$. Then $A$ is the topological direct product of a discrete commutative semisimple $K$-algebra and a $K$-algebra topologically isomorphic to a locally compact algebra $B'$ defined by a family of $K$-ingredients $(K_\gamma)_{\gamma \in \mathcal{F}}, (\Gamma_n)_{n \geq 0}, (F_n)_{n \geq 0}, (\sigma_\gamma)_{\gamma \in \mathcal{F}}$ such that $B' \cong \bigoplus_{\gamma \in \mathcal{F}} K_\gamma$ if and only if the annihilator of the annihilator of $S$ is an open ideal.
Proof. Let \( S' \) be the annihilator of \( S \), \( S'' \) the annihilator of \( S' \).

Necessity. Let \( A \) be the topological direct product of an ideal \( B \) topologically isomorphic to \( B' \) and a discrete ideal \( C \). As \( B \) has an identity element, every ideal of \( B \) is an ideal of \( A \), so the socle of \( B \) is \( S \cap B \). Let \( z = x + y \in S' \), where \( x \in B \), \( y \in C \). Then for all \( s \in S \cap B \), \( 0 = zs = xs + ys = xs \), so \( x \) belongs to the annihilator in \( B \) of the socle of \( B \), and hence \( x = 0 \) by Theorem 21. Thus \( S' \subseteq C \), so \( S'' \supseteq B \), which is open as \( C \) and hence also \( A/B \) are discrete.

Sufficiency. As \( S'' \) is an open ideal of \( A \), \( S'' \) is semisimple, indiscrete, and locally compact. By Theorem 20, \( S'' \) is the topological direct product of a discrete ideal \( C \) and an indiscrete ideal \( B \) containing a compact open subring \( V \) that possesses the identity element \( e \) of \( B \). As \( C \) and hence \( S'' \cap B \) are discrete, \( B \) is open in \( S'' \) and hence in \( A \). As in the proof of Theorem 20, \( A \) is the topological direct product of \( B \) and \( C = \{x - xe : x \in A\} \), and \( C \) is discrete. By Theorem 21, it remains for us to show that the annihilator \( S'_0 \) in \( B \) of the socle \( S_0 \) of \( B \) is \( \{0\} \). As \( B \) has an identity element, every ideal of \( B \) is an ideal of \( A \), so \( S_0 = S \cap B \). If \( x \in S'_0 \) and if \( a \) is a minimal ideal of \( A \), then by Lemma 6 either \( a \subseteq S_0 \), in which case \( xa = \{0\} \), or \( a \subseteq C \), in which case \( xa \subseteq BC = \{0\} \). Therefore \( S'_0 = S' \cap B \subseteq S' \cap S'' = \{0\} \).

Theorem 23. Let \( K \) be an infinite subfield of the algebraic closure of \( \mathbb{Z}_p \), equipped with the discrete topology. Let \( A \) be a commutative semisimple indiscrete straight locally compact \( K \)-algebra that contains a compact open subring \( V \) that possesses the identity element \( e \) of \( B \). As \( C \) and hence \( S'' \cap B \) are discrete, \( B \) is open in \( S'' \) and hence in \( A \). As in the proof of Theorem 20, \( A \) is the topological direct product of \( B \) and \( C = \{x - xe : x \in A\} \), and \( C \) is discrete. By Theorem 21, it remains for us to show that the annihilator \( S'_0 \) in \( B \) of the socle \( S_0 \) of \( B \) is \( \{0\} \). As \( B \) has an identity element, every ideal of \( B \) is an ideal of \( A \), so \( S_0 = S \cap B \). If \( x \in S'_0 \) and if \( a \) is a minimal ideal of \( A \), then by Lemma 6 either \( a \subseteq S_0 \), in which case \( xa = \{0\} \), or \( a \subseteq C \), in which case \( xa \subseteq BC = \{0\} \). Therefore \( S'_0 = S' \cap B \subseteq S' \cap S'' = \{0\} \).

Theorem 24. Let \( K \) be an infinite subfield of the algebraic closure of \( \mathbb{Z}_p \), equipped with the discrete topology. Let \( A \) be a commutative semisimple indiscrete straight
locally compact $K$-algebra, and let $S$ be the socle of $A$. Then $A$ is the topological direct product of a discrete commutative semisimple $K$-algebra and a $K$-algebra topologically isomorphic to the full locally compact algebra $B'$ defined by a family of $K$-ingredients $(K_{\gamma})_{\gamma \in \Gamma}$, $(\Gamma_n)_{n \geq 0}$, $(F_n)_{n \geq 0}$, $(\sigma_{\gamma})_{\gamma \in \Gamma}$ where each $\Gamma_n$ is finite if and only if the closure $S^-\cap S$ is an open ideal.

**Proof. Necessity.** Let $A$ be the topological direct product of an ideal $B$ topologically isomorphic to $B'$ and a discrete ideal $C$. As $B$ has an identity element, every ideal of $B$ is an ideal of $A$, so the socle of $B$ is $B \cap S$. By Theorem 23, $(B \cap S)^- = B$. As $C$ and hence also $A/B$ are discrete, $B$ is open; therefore $(B \cap S)^-\cap A$ and hence also $S^-\cap A$ are neighborhoods of zero, so $S^-\cap A$ is an open ideal.

**Sufficiency.** As $S^-\cap A$ is an open ideal of $A$, $S^-\cap A$ is semisimple, indiscrete, and locally compact. By Theorem 20, $S^-\cap A$ is the topological direct product of a discrete ideal $B$ and an indiscrete ideal $C$ containing a compact open subring $V$ that possesses the identity element $e$ of $B$. As $C$ and hence $S^-\cap B$ are discrete, $B$ is open in $S^-\cap A$. As in the proof of Theorem 20, $A$ is the topological direct product of $B$ and $C = \{x-xe : x \in A\}$, and $C$ is discrete. By Theorem 23, it suffices to show that the socle $S_0$ of $B$ is dense in $B$. As $B$ has an identity element, every ideal of $B$ is an ideal of $A$, so $S_0 = S \cap B$. As $B$ is open, $B = S^-\cap B \subseteq (S \cap B)^- = S^-\cap B$. Thus $S_0$ is dense in $B$.

**Definition.** A commutative topological $K$-algebra $A$ is strongly semisimple if for every nonzero $x \in A$ there is a continuous homomorphism $u$ from $A$ into the topological $K$-algebra $K$ such that $u(x) \neq 0$.

**Theorem 25.** Let $K$ be an infinite subfield of the algebraic closure of $Z_p$, equipped with the discrete topology. Let $B$ be an indiscrete straight locally compact $K$-algebra that contains a compact open subring $V$ such that the ideal generated by $V$ is $B$ itself, and let $S$ be the socle of $B$. Then $B$ is commutative and strongly semisimple if and only if $B$ is topologically isomorphic to a locally compact $K$-algebra $B'$ defined by a family of $K$-ingredients $(K_{\gamma})_{\gamma \in \Gamma}$, $(\Gamma_n)_{n \geq 0}$, $(F_n)_{n \geq 0}$, $(\sigma_{\gamma})_{\gamma \in \Gamma}$ such that $K_{\gamma} = K$ for all $\gamma \in \Gamma$. Moreover, the family of $K$-ingredients may be so chosen that $B' \supseteq \bigoplus_{\gamma \in \Gamma} K_{\gamma}$ if and only if the annihilator of $S$ is $\{0\}$, and it may be so chosen that each $\Gamma_n$ is finite if and only if $S$ is dense.

**Proof. Necessity.** The assertion follows from Theorem 20, for we may take as our family $(m_{\gamma})_{\gamma \in \Gamma}$ of closed regular maximal ideals those that are the kernels of nonzero continuous homomorphisms from $E$ onto $K$. Moreover, if the annihilator of $S$ is $\{0\}$, we need only consider the family of kernels of continuous homomorphisms from $E$ onto $K$ that take some minimal idempotent into 1.

**Sufficiency.** As each $K_{\gamma} = K$, the projections are clearly continuous homomorphisms from $B'$ onto $K$, and the intersection of their kernels is $\{0\}$.

**Theorem 26.** Let $K$ be an infinite subfield of the algebraic closure of $Z_p$, equipped with the discrete topology. Let $A$ be a commutative strongly semisimple indiscrete
straight locally compact $K$-algebra, and let $S$ be the socle of $A$. Then $A$ is the topological direct product of a discrete commutative strongly semisimple $K$-algebra and a $K$-algebra topologically isomorphic to a locally compact algebra $B'$ defined by a family of $K$-ingredients $(K_x)_{x \in T}$, $(\Gamma_y)_{y \in Y}$, $(F_n)_{n \geq 0}$, $(\sigma_y)_{y \in Y}$ such that $K_y = K$ for all $y \in \Gamma$. Moreover, the family may be so chosen that $B' \cong \bigoplus_{y \in Y} K_y$ if and only if the annihilator of the annihilator of $S$ is open, and it may be so chosen that each $\Gamma_y$ is finite if and only if $S$ is open.

The proof is similar to those of Theorems 20, 22, and 24.

We shall next characterize those families of $K$-ingredients that determine compactly generated algebras.

**Lemma 9.** Let $K$ be an infinite discrete absolutely algebraic field of prime characteristic. If $A$ is a commutative, straight, locally compact, compactly generated $K$-algebra, then $A$ contains a compact open subring $W$ that generates the vector space $A$.

**Proof.** By [10, Lemma 4], $A$ contains a compact open subring $V$; let $F$ be the subspace generated by $V$. Then $F$ is a subalgebra of finite codimension by Theorem 12. Assume that $F \neq A$. By induction it suffices to show that there is a compact open subring $W$ that generates a subspace properly containing $F$. Let $a \notin F$. Since $A/F$ is finite-dimensional, there exist $\lambda_1, \ldots, \lambda_m \in K$ such that $\lambda_m \neq 0$ and $\sum_{i=1}^{m} \lambda_i(a^i + F) = F$. Therefore $\sum_{i=1}^{m} \lambda_i a^i \in F$, so there exist $\beta_1, \ldots, \beta_n \in K$ and $v_1, \ldots, v_n \in V$ such that

$$
\sum_{i=1}^{m} \lambda_i a^i = \sum_{k=1}^{n} \beta_k v_k.
$$

Let $L$ be the (finite) subfield of $K$ generated by $\lambda_1, \ldots, \lambda_m, \beta_1, \ldots, \beta_n$. Then $V' = \sum_{\alpha \in L} \alpha V$ is a compact open subring containing $V$, and $L.$ $V' \subseteq V'$. Consequently, $W = V' \cup a \cdot V' \cup \cdots \cup a^m \cdot V' + L \cdot a + \cdots + L \cdot a^m$ is a compact open subgroup of $A$; moreover, $V' W \subseteq W$ and $L \cdot W \subseteq W$. To prove that $W$ is a subring, therefore, it suffices to prove that $a^n \in W$ for all $n \geq 1$. Assume that $a^n \in W$ for all $k < n$, where $n > m$. Let $w = \sum_{i=1}^{m} \lambda_i a^i$. Then as $w = \sum_{k=1}^{n} \beta_k v_k$, $w \in V'$. Therefore

$$
\sum_{i=1}^{m} \lambda_i a^{i+n-m} = w a^{n-m},
$$

so

$$
a^n = \lambda_m^{-1} w a^{n-m} - \lambda_m^{-1} \sum_{i=1}^{m-1} \lambda_i a^{i+n-m} \in L \cdot V' W + L \cdot W \subseteq W.
$$

Let $K$ be a subfield of the algebraic closure $\Omega$ of $\mathbb{Z}_p$. For each $m \geq 0$ we shall denote by $\tau_m$ the automorphism $x \rightarrow x^{p^m}$ of $\Omega$, and for each $f = \sum_{k=0}^{s} \alpha_k X^k \in K[X]$ we shall denote by $f_m$ the polynomial $\sum_{k=0}^{s} \tau_m(\alpha_k) X^k$. Clearly $f_m \in K[X]$.

**Lemma 10.** Let $K$ be a subfield and $F$ a finite subfield of the algebraic closure $\Omega$ of $\mathbb{Z}_p$, let $m \geq 0$, let $L$ be the intersection of $K \cap F$ with the fixed field of $\tau_m$, and let
c be a generator of the multiplicative group $F^*$. Then $K$ and $F$ are linearly disjoint over $L$ if and only if for every $f \in K[X]$, if $f(\tau_m(c)) = 0$, then $f(c) = 0$.

**Proof.** Necessary. Suppose that there exists $f \in K[X]$ such that $f(\tau_m(c)) = 0$ and $f(c) \neq 0$. The minimal polynomial $f_1$ of $\tau_m(c)$ over $K$ then satisfies $f_1(\tau_m(c)) = 0$, $f_1(c) \neq 0$, so we may assume that $f = f_1$. By hypothesis, $[F : L] = [K(F) : K]$ \cite[Proposition 4, p. 79]{1}. But $\tau_m(c)$ is a generator of $F^*$, so $K(F) = K(\tau_m(c))$ and $F = L(c)$. Thus as $[L(c) : L] = [K(\tau_m(c)) : K]$, the minimal polynomial $g$ of $c$ over $L$ has the same degree as $f$. Let $g = \sum_{k=0}^{d} \alpha_k X^k \in L[X]$. Then

$$g(\tau_m(c)) = \sum_{k=0}^{d} \alpha_k \tau_m(c)^k = \sum_{k=0}^{d} \tau_m(\alpha_k) \tau_m(c)^k = \tau_m \left( \sum_{k=0}^{d} \alpha_k c^k \right) = \tau_m(0) = 0.$$ 

Hence as $g \in K[X]$, $g = f$, so $f(c) = g(c) = 0$, a contradiction.

Sufficiency. Let $g = \sum_{k=0}^{d} \beta_k X^k$ be the minimal polynomial of $c$ over $K$, and let $f$ be the minimal polynomial of $\tau_m(c)$ over $K$. Now

$$g_m(\tau_m(c)) = \tau_m(g(c)) = \tau_m(0) = 0,$$

so by hypothesis $g_m(c) = 0$. As $\deg g_m = \deg g$, therefore $g_m = g$. Consequently, the coefficients of $g$ belong to the fixed field of $\tau_m$. Moreover, $c$ is a primitive $q$th root of unity where $q + 1$ is the order of $F$, so $g$ divides the cyclotomic polynomial of index $q$; therefore every root of $g$ in $\Omega$ is a power of $c$, and consequently the coefficients of $g$ belong to $Z_\mu(c) = F$. Hence $g \in L[X]$, and thus $g$ is the minimal polynomial of $c$ over $L$. As $F = L(c)$ and $K(F) = K(c)$,

$$[F : L] = \deg_L c = r = \deg_F c = [K(F) : K],$$

so $F$ and $K$ are linearly disjoint over $L$ \cite[Proposition 4, p. 79]{1}.

**Lemma 11.** Let $K$ be a subfield and $F$ a finite subfield of the algebraic closure $\Omega$ of $\mathbb{Z}_p$, let $\{\sigma_k\}_{1 \leq k \leq n}$ be a sequence of distinct automorphisms of $F$, let $A$ be the $K$-algebra $K(F)^n$, the cartesian product of $n$ copies of $K(F)$, and let $V = \{(\sigma_1(x), \ldots, \sigma_n(x)) : x \in F\}$, a subfield of $A$ isomorphic to $F$. The subspace $B$ of $A$ generated by $V$ is a subalgebra, and $B = A$ if and only if for all distinct $i, j \in [1, n]$, $K$ and $F$ are not linearly disjoint over the intersection of $K$ with the fixed field of $\sigma_i^{-1} \sigma_j$.

**Proof.** As $V$ is a subfield of $A$, $B$ is clearly closed under multiplication and hence is a subalgebra. Let $c$ be a generator of the multiplicative group $F^*$. Now each $\sigma_k$ is the restriction to $F$ of $\tau_{m_k}$ for some $m_k \geq 0$ \cite[Proposition 5, p. 170]{1}. By Lemma 10, the condition is therefore equivalent to the assertion that if $i \neq j$, there exists $f \in K[X]$ such that $f(\tau_{m_i}^{-1}(\sigma_i(c))) = 0$ and $f(c) \neq 0$. If $f = \sum_{k=0}^{d} \alpha_k X^k \in K[X]$, if $a \in F$ and if $m \geq 0$, then for any automorphism $\sigma$ of $F$,

$$f_m(\sigma(a)) = \tau_m \left( \sum_{k=0}^{d} \alpha_k \tau_m^{-1}(\sigma(a))^k \right) = \tau_m(f(\tau_m^{-1}(\sigma(a)))).$$
Consequently, our condition is equivalent to the following: (*) If \( i \neq j \), there exists \( g \in K[X] \) such that \( g(\sigma_i(c)) \neq 0 \) and \( g(\sigma_j(c)) = 0 \). Clearly

\[
B = \{(g(\sigma_1(c)), \ldots, g(\sigma_n(c))) : g \in K[X]\}
\]
as every nonzero element of \( F \) is a power of \( c \). Hence if \( B = A \), then (*) holds.

It remains for us to show that (*) implies that \( B = A \). By (*), if \( i \neq j \), there exists \( a_{ij} \in B \) whose \( i \)th component is not zero but whose \( j \)th component is zero. Hence \( a_i = \sum a_{ij} \) is an element of \( B \) whose \( i \)th component \( a_i \) is its only nonzero component. As \( \alpha_i \) is algebraic over \( K \) and as \( K(F) = K(\sigma_i(c)) \), there exist \( \lambda_0, \ldots, \lambda_s \in K \) such that

\[
\alpha_i^{-1} = \sum_{k=0}^s \lambda_k \sigma_i(c)^k,
\]
whence

\[
e_i = (0, \ldots, 0, 1, 0, \ldots, 0) = a_i \sum_{k=0}^s \lambda_k (\sigma_1(c), \ldots, \sigma_n(c))^k \in B.
\]

Consequently if \( \beta \in K(F) \), there exist \( \mu_0, \ldots, \mu_r \in K \) such that \( \beta = \sum_{k=0}^r \mu_k \sigma_i(c)^k \), whence

\[
(0, \ldots, 0, \beta, 0, \ldots, 0) = e_i \sum_{k=0}^r \mu_k (\sigma_1(c), \ldots, \sigma_n(c))^k \in B.
\]

Therefore \( B = A \).

**Theorem 27.** Let \( K \) be an infinite subfield of the algebraic closure of \( \mathbb{Z}_n \), equipped with the discrete topology. If \( A \) is a commutative semisimple indiscrete straight locally compact \( K \)-algebra, then \( A \) is compactly generated if and only if \( A \) is topologically isomorphic to the full locally compact algebra defined by a family of \( K \)-ingredients \((K_r)_{r \in R}, (\Gamma_n)_{n \geq 0}, (F_n)_{n \geq 0}, (\sigma_i)_{i \in R} \) satisfying the following conditions:

1°. For each \( n \geq 0 \), \( \gamma \rightarrow \sigma_\gamma \) is an injection from \( \Gamma_n \) into \( \text{Aut} F_n \); hence \( \Gamma_n \) is finite for each \( n \geq 0 \).

2°. For each \( n \geq 0 \), \( K_\gamma = K(F_n) \) for all \( \gamma \in \Gamma_n \).

3°. For each \( n \geq 0 \), if \( \beta \) and \( \gamma \) are distinct members of \( \Gamma_n \), then \( K \) and \( F_n \) are not linearly disjoint over the intersection of \( K \) with the fixed field of \( \sigma_{\gamma}^{-1} \sigma_\beta \).

**Proof.** First, assume that \( A \) is a commutative, semisimple, indiscrete, straight, locally compact, compactly generated \( K \)-algebra. By Lemma 9, \( A \) contains a compact open subring \( V \) that generates the vector space \( A \). In particular, \( A \) is the ideal generated by \( V \), so by Theorem 19 we may assume that \( A \) is a locally compact algebra defined by a family of \( K \)-ingredients \((K_r)_{r \in R}, (\Gamma_n)_{n \geq 0}, (F_n)_{n \geq 0}, (\sigma_i)_{i \in R} \) and that the ring \( V \) defined by this family generates \( A \). If there were distinct \( \alpha, \beta \in \Gamma_n \) such that \( \sigma_\alpha = \sigma_\beta \), then \( x_\alpha = x_\beta \) for all \( (x_i) \in V \) and hence also for each \( (x_i) \in A \), the vector space generated by \( V \), in contradiction to the definition of an algebra defined by a family of \( K \)-ingredients. Consequently, 1° holds. Moreover, as \( A \) is the vector space generated by \( V \), \( K \), is clearly \( K(F_n) \) for all \( \gamma \in \Gamma_n \).

To complete the proof, therefore, it suffices to show that if 1° and 2° hold, then 3° holds if and only if \( V \) generates \( A \), where \( V \) is the ring and \( A \) the full algebra defined by this family. For each \( n \geq 0 \) let \( e_n \) be the idempotent whose \( n \)th component
is 1 or 0 according as \( \gamma \in \Gamma_n \) or \( \gamma \notin \Gamma_n \). By the definition of \( A \), for each \( a \in A \) there exists \( m \geq 0 \) such that \( a \) is the sum of elements belonging to \( A e_0, \ldots, A e_m \), and \( V \). Consequently as \( A e_n \cap V = V e_n \), \( V \) generates \( A \) if and only if \( V e_n \) generates \( A e_n \) for all \( n \geq 0 \). But since \( A e_n \) is canonically isomorphic to the cartesian product of a finite number of copies of the \( K \)-algebra \( K(F_n) \), \( V e_n \) generates \( A e_n \) for all \( n \geq 0 \) if and only if \( \delta^\circ \) holds by Lemma 11.

**Corollary.** An indiscrete straight locally compact \( K \)-algebra \( A \) is commutative, strongly semisimple, and compactly generated if and only if \( A \) is topologically isomorphic to the full locally compact algebra defined by a family of \( K \)-ingredients \((K_\gamma)_\gamma \in \Gamma, (\Gamma_\gamma)_{n \geq 0}, (F_n)_{n \geq 0}, (\sigma_\gamma)_\gamma \in \Gamma \) satisfying the following conditions:

1°. For each \( n \geq 0 \), \( \gamma \to \sigma_\gamma \) is an injection from \( \Gamma_n \) into \( \text{Aut } F_n \).

2°. \( K_\gamma = K \) for all \( \gamma \in \Gamma \).

**Proof.** If \( B \cong \bigoplus_{\gamma \in \Gamma} K_\gamma \), then for each \( \gamma \in \Gamma \), \( B \) contains a subfield isomorphic to \( K_\gamma \), so \( B \) is strongly semisimple if and only if \( K_\gamma = K \) for all \( \gamma \in \Gamma \). The assertion therefore follows from Theorem 27.

In general, we cannot expect too close a relationship between two families of \( K \)-ingredients defining isomorphic locally compact algebras. Indeed, if \( B \) is a locally compact algebra defined by \((K_\gamma)_\gamma \in \Gamma, (\Gamma_\gamma)_{n \geq 0}, (F_n)_{n \geq 0}, (\sigma_\gamma)_\gamma \in \Gamma \) and if \( B \) does not contain \( \bigoplus_{\gamma \in \Gamma} K_\gamma \), then by Lemma 7 \( \Gamma \) may contain a subset \( \Gamma' \) whose complement is infinite such that \( B \) is isomorphic to a locally compact algebra defined by a family of \( K \)-ingredients whose family of field extensions of \( K \) is indexed by \( \Gamma' \). Consequently, we shall confine our attention to algebras defined by a family of \( K \)-ingredients that contain the outer direct sum of the family of field extensions that is part of the given family of \( K \)-ingredients.

**Definition.** Let \( K \) be an infinite subfield of the algebraic closure \( \Omega \) of \( Z_p \).

An *equivalence* of a family of \( K \)-ingredients \((K_\gamma)_\gamma \in \Gamma, (\Gamma_\gamma)_{n \geq 0}, (F_n)_{n \geq 0}, (\sigma_\gamma)_\gamma \in \Gamma \) with a family of \( K \)-ingredients \((L_\delta)_{\delta \in \Delta}, (\Delta_\delta)_{n \geq 0}, (H_n)_{n \geq 0}, (\tau_\delta)_{\delta \in \Delta} \) is a quadruple \((\phi, (h_\delta)_{\delta \in \Delta}, \psi : M' \to M, (\rho_s)_{s \in M'})\) satisfying the following conditions:

1°. \( \phi \) is a bijection from \( \Delta \) onto \( \Gamma \).

2°. For all \( \delta \in \Delta \), \( h_\delta \) is a \( K \)-isomorphism from \( K_{\psi(\delta)} \) onto \( L_\delta \).

3°. \( M \) and \( M' \) are subsets of the natural numbers \( N \) whose complements are finite.

4°. \( \psi \) is a bijection from \( M' \) onto \( M \) such that \( \Gamma_{\psi(s)} = \phi(\Delta_s) \) and \( F_{\psi(s)} = H_s \) for all \( s \in M' \).

5°. For each \( s \in M' \), \( \rho_s \) is an automorphism of \( F_{\psi(s)} \) satisfying

\[
\tau_\delta \circ \rho_s = h_\delta \circ \sigma_{\phi(\delta)}
\]

for all \( \delta \in \Delta_s \).

Two families of \( K \)-ingredients are *equivalent* if there is an equivalence between them.
Theorem 28. Let K be an infinite subfield of the algebraic closure $\Omega$ of $\mathbb{Z}_p$. Let $B$ be a locally compact algebra and $V$ the ring defined by a family of $K$-ingredients $(K_i)_{i \in \Gamma}$, $(F_n)_{n \geq 0}$, $(\sigma_i)_{i \in \Gamma}$ such that $B \cong \bigoplus_{i \in \Gamma} K_i$, and let $B'$ be a locally compact algebra and $V'$ the ring defined by a family of $K$-ingredients $(L_d)_{d \in \Delta}$, $(\Delta_n)_{n \geq 0}$, $(H_d)_{d \in \Delta}$ such that $B' \cong \bigoplus_{d \in \Delta} L_d$. If $h$ is a topological isomorphism from $B$ onto $B'$, then there is an equivalence $(\phi, (h_{d})_{d \in \Delta}, \psi: M' \to M, (\rho_{d})_{d \in \Delta})$ of these two families of $K$-ingredients such that

$$h((x_i)) = (h_{d}(x_{d}(i)))$$

for all $(x_i) \in B$. Conversely, if $(\phi, (h_{d})_{d \in \Delta}, \psi: M' \to M, (\rho_{d})_{d \in \Delta})$ is an equivalence of these two families of $K$-ingredients, then $h: (x_i) \mapsto (h_{d}(x_{d}(i)))$ is a topological isomorphism from $B$ onto a locally compact algebra defined by $(L_d)_{d \in \Delta}$, $(\Delta_n)_{n \geq 0}$, $(H_d)_{d \in \Delta}$ such that $B' \cong \bigoplus_{d \in \Delta} L_d$.

Proof. For each $y \in \Gamma$, let $e_y$ be the idempotent of $B$ whose $y$th component is 1 and whose remaining components are 0; similarly, we define $e'_d \in B'$ for each $d \in \Delta$. For each $i \geq 0$, let $e_i \in V$ be the idempotent whose $y$th component is 1 or 0 according as $y \in \Gamma_i$ or $y \notin \Gamma_i$; similarly, we define $e'_d \in V'$. The minimal idempotents of $B$ are clearly the idempotents $e_y$ where $y \in \Gamma$, and the minimal idempotents of $B'$ are similarly the idempotents $e'_d$ where $d \in \Delta$. Hence as $h$ is an algebraic isomorphism, there is a bijection $\phi$ from $\Delta$ onto $\Gamma$ such that $h(e_{d(\phi)}) = e'_d$ for all $d \in \Delta$. Then for each $d \in \Delta$, $h(B e_{d(\phi)}) = B' e'_d$, so

$$h_{d} = \text{pr}_{d} \circ h \circ \text{in}_{d(\phi)}$$

is a $K$-isomorphism from $K_{d(\phi)}$ onto $L_{d}$, where $\text{in}_{d(\phi)}$ is the canonical injection from $K_{d(\phi)}$ into $B$, $\text{pr}_{d}$ the canonical projection from $B'$ onto $L_{d}$, since $\text{in}_{d(\phi)}$ is actually a $K$-isomorphism from $K_{d(\phi)}$ onto $B_{d(\phi)}$ and $\text{pr}_{d}$ is a $K$-isomorphism from $B' e'_d$ onto $L_{d}$.

We shall next prove that for each $(x_{i}) \in B$,

$$h((x_{i})) = (h_{d}(x_{d}(i))).$$

Let $x = (x_{i})$, and let $(y_{d}) = h(x)$. For each $d \in \Delta$, 

$$\text{pr}_{d}(h(e_{d(\phi)} x)) = \text{pr}_{d}(h(\text{in}_{d(\phi)}(x_{d(\phi)}))) = h_{d}(x_{d(\phi)}),$$

and also

$$\text{pr}_{d}(h(e_{d(\phi)} x)) = \text{pr}_{d}(h(e_{d(\phi)}) h(x)) = \text{pr}_{d}(e'_{d}) \cdot \text{pr}_{d}(h(x)) = 1 \cdot y_{d}.$$

Thus $h((x_{i})) = (h_{d}(x_{d(\phi)}))$.

We observe next that $h(e_{i})$ is the idempotent of $B'$ whose $i$th component is 1 or 0 according as $i \notin \phi^{-1}(\Gamma_i)$ or $i \notin \phi^{-1}(\Gamma_i)$. Indeed, $h(e_{i})$ is an idempotent of $B'$, so there is a subset $\Delta_{i}$ of $\Delta$ such that the $i$th component of $h(e_{i})$ is 1 or 0 according as $i \in \Delta_{i}$ or $i \notin \Delta'$. Thus $\delta \in \Delta_{i}$ if and only if $h(e_{i}) e'_{\delta} = e'_{\delta}$, or equivalently, if
and only if \( e_i h^{-1}(e_i') = h^{-1}(e_i') \), that is, if and only if \( e_i e_{\phi(i)} = e_{\phi(i)} \), or finally, if and only if \( \phi(\delta) \in \Gamma_i \). Hence \( \Delta_i = \phi^{-1}(\Gamma_i) \). Similarly, \( h^{-1}(e_i) \) is the idempotent of \( B \) whose \( y \)th component is 1 or 0 according as \( y \in \phi(\Delta_i) \) or \( y \notin \phi(\Delta_i) \).

For each \( i \geq 0 \) let
\[
J_i = \{ k \geq 0 : \phi^{-1}(\Gamma_k) \cap \Delta_i \neq \emptyset \}, \quad J_i' = \{ k \geq 0 : \phi(\Delta_k) \cap \Gamma_i \neq \emptyset \}.
\]

Suppose that \( J_i \) were infinite. Then by the preceding there would exist a strictly increasing sequence of integers \( (k_r)_{r \geq 0} \) such that \( h(e_{k_r})e_i' \neq 0 \) for all \( r \geq 0 \). Let \( f'_r = h(e_{k_r})e_i' \). If \( r \neq s \), then \( f'_r f'_s = h(e_{k_r}e_{k_s})e_i' = 0 \), so \( (f'_r)_{r \geq 0} \) would be a sequence of distinct idempotents in \( B' e_i' \), which is discrete as \( B' e_i' \cap V'(1 - \sum_{k=0}^i e_k) = \{ 0 \} \). But as \( (V(1 - \sum_{k=0}^i e_k))_{k=0} \) is a fundamental system of neighborhoods of zero in \( B, e_{k_r} \to 0 \), so \( f'_r = h(e_{k_r})e_i' \to 0 \), a contradiction. Therefore \( J_i \) is finite, and similarly \( J_i' \) is finite.

As \( h \) is a topological isomorphism, there exists \( m \geq 0 \) such that \( h(V(1 - \sum_{k=0}^m e_k)) \subseteq V' \) and \( V'(1 - \sum_{k=0}^m e_k) \subseteq h(V) \). Let
\[
M = N - ((0, m] \cup J_0 \cup \cdots \cup J_m), \quad M' = N - ([0, m] \cup J_0' \cup \cdots \cup J'_m).
\]

We shall prove that for each \( r \in M \) there is a unique \( s \in M' \) such that \( \Gamma_r = \phi(\Delta_s) \).

Indeed, let \( r \in M \). Then there exists \( s \geq 0 \) such that \( \Delta_s \cap \phi^{-1}(\Gamma_r) \neq \emptyset \). Consequently \( r \in J_s \), so \( s > m \), and thus \( e_i' \in V'(1 - \sum_{k=0}^m e_k) \subseteq h(V) \). Therefore as \( h^{-1}(e_i') \in V' \) and as \( \phi(\Delta_s) \cap \Gamma_r = \phi(\Delta_s) \cap \phi^{-1}(\Gamma_r) \neq \emptyset \), \( \Gamma_r \subseteq \phi(\Delta_s) \) by the preceding discussion of the idempotents \( h^{-1}(e_i') \) and the definition of \( V' \). As \( r > m \), \( e_i \in V'(1 - \sum_{k=0}^m e_k) \), so \( h(e_i) \in V' \). Therefore as \( \Delta_s \cap \phi^{-1}(\Gamma_r) \neq \emptyset \), \( \Delta_s \subseteq \phi^{-1}(\Gamma_r) \) by the preceding discussion of the idempotents \( h(e_i) \) and the definition of \( V' \). Hence \( \Gamma_r = \phi(\Delta_s) \) in particular, \( \phi(\Delta_s) \cap \Gamma_r = \emptyset \) if \( i \neq r \) and hence if \( i \leq m \), so \( s \notin J_0' \cup \cdots \cup J'_m \). Thus \( s \in M' \). Clearly \( s \) is unique. Similarly, for each \( s \in M' \) there is a unique \( r \in M \) such that \( \Delta_s = \phi^{-1}(\Gamma_r) \). Hence there is a bijection \( \psi \) from \( M' \) onto \( M \) such that \( \Gamma_{\psi(s)} = \phi(\Delta_s) \) for all \( s \in M' \).

Let \( s \in M' \). Then \( h(B e_{\psi(s)}) = B' h(e_{\psi(s)}) = B' e_i' \) since \( \phi^{-1}(\Gamma_{\psi(s)}) = \Delta_s \). As \( \psi(s) > m \), \( V e_{\psi(s)} = V e_{\psi(s)}(1 - \sum_{k=0}^m e_k) \subseteq V(1 - \sum_{k=0}^m e_k) \), whence
\[
h(V e_{\psi(s)}) \subseteq V' \cap B' e_i' = V' e_i'.
\]

Similarly, as \( s > m \), \( h^{-1}(V' e_i') \subseteq V e_{\psi(s)} \). Therefore \( h(V e_{\psi(s)}) = V' e_i' \). To show that \( F_{\psi(s)} = H_s \), let \( \gamma \in \Gamma_{\psi(s)} \) and \( \delta \in \Delta_s \). Then the restriction to \( V e_{\psi(s)} \) of the canonical projection \( p_r \) from \( B \) onto \( K_r \) is an isomorphism from \( V e_{\psi(s)} \) onto \( F_{\psi(s)} \), and similarly \( (p_{r_j} | V' e_i') \) is an isomorphism from \( V' e_i' \) onto \( H_s \). Hence as \( h(V e_{\psi(s)}) = V' e_i', (p_{r_j} | V' e_i') h \circ (p_r) | V e_{\psi(s)} \) is an isomorphism from \( F_{\psi(s)} \) onto \( H_s \). Thus \( F_{\psi(s)} \) and \( H_s \) are finite subfields of \( \Omega \) having the same number of elements, so \( F_{\psi(s)} = H_s \). To prove \( S' \) of the Definition, let \( \delta_s \) be some member of \( \Delta_s \). Then \( \phi(\delta_s) \in \phi(\Delta_s) = \Gamma_{\psi(s)} \), so \( h_\delta(F_{\psi(s)}) \) is a subfield of \( L_\delta \) having the same number of elements as \( F_{\psi(s)} \) and hence is identical with \( H_\delta \). Therefore
\[
\rho_\delta = \tau_{\delta_s}^{-1} \circ h_\delta \circ \sigma_{\phi(\delta_s)}.
\]
is an automorphism of $F_{\psi(\beta)}$. We shall prove that for any $\delta \in \Delta_s,$

$$\tau_\delta \circ \rho_\delta = h_\delta \circ \sigma_{\phi(\delta)}.$$ 

Let $z \in F_{\psi(\beta)}$, and let $x_\gamma = \sigma_\gamma(z)$ for all $\gamma \in \Gamma_{\psi(\beta)}$, $x_\gamma = 0$ for all $\gamma \notin \Gamma_{\psi(\beta)}$. Then $(x_\gamma) \in V_{\psi(\beta)}$, so $h((x_\gamma)) \in V' e'_s$, that is, $(h_\delta(x_{\phi(\delta)})) \in V' e'_s$. Hence there exists $z' \in H_s = F_{\psi(\beta)}$ such that $h_\delta(x_{\phi(\delta)}) = \tau_\delta(z')$ for all $\delta \in \Delta_s$. In particular, $z' = \tau_\delta^{-1}(h_\delta(x_{\phi(\delta)}))$.

Therefore

$$(\tau_\delta \circ \rho_\delta)(z) = \tau_\delta \tau_\delta^{-1} h_\delta \sigma_{\phi(\delta)}(z) = \tau_\delta \tau_\delta^{-1} h_\delta(x_{\phi(\delta)})$$

$$= \tau_\delta(z') = h_\delta(x_{\phi(\delta)}) = h_\delta(\sigma_{\phi(\delta)}(z)).$$

The proof of the converse offers no difficulty.
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