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Since topological algebra is the study of algebraic structures with topologies for which the operations are continuous, a natural question for the topological algebraist to ask is whether a given structure admits any such topologies whatever, other than the discrete and indiscrete ones. The question has been answered for some classes of structures. For example, Kertész and Szele [7] prove that every infinite abelian group admits a nondiscrete, Hausdorff group topology. On the other hand, Hanson [5] gives an example of an infinite groupoid which admits only the two trivial topologies mentioned above.

Our purpose here is to answer this question for infinite fields, proving that every infinite field admits a nondiscrete, Hausdorff field topology. This will be done by affirmatively answering the question for two classes of commutative rings: the first being all integral domains with a certain cardinality condition (§3), and the second, all rings which are the union of a chain of subrings with certain properties (§4). These two classes will be shown to include all infinite fields (§5).

Our method of proof will make use of an inductive procedure first used by Hinrichs [6] to prove the existence of certain unusual topologies on the integers. The procedure is described in §1, where we define what we mean by an "inductive ring topology".

In §§7 and 8, we turn our attention to some further applications of inductive topologies, showing first how they can be used to construct interesting examples of topologies on the integers and rational numbers. We use them to get proofs that there are uncountably many, and non-first countable ring topologies on all the rings considered in §3 and §4. We also show how characterizations can be obtained for several classes of topologies on fields using modifications of the inductive method.

A supplement to our discussion of field topologies comes in §6, where we characterize those fields which admit nondiscrete, Hausdorff, locally bounded topologies. The methods used here, however, are those of valuation theory.

When we say that a topology $\mathcal{T}$ is a ring topology on a ring $A$, we mean that the mappings $(a, b) \mapsto a - b$ and $(a, b) \mapsto a \cdot b$ from $A \times A$ into $A$ are continuous. $\mathcal{T}$ is a field topology on a field $K$ if it is a ring topology, and in addition, the mapping $a \mapsto a^{-1}$ is continuous on $K \setminus \{0\}$.
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(1) The results in this paper are taken from the author's doctoral dissertation, written at Duke University under the supervision of Professor Lowell A. Hinrichs. The research was supported in part by NSF grant GP-5933.
1. **Definitions of inductive topologies.** Let \( A \) be a commutative ring with identity. Then a unique first countable ring topology on \( A \) is determined if we take as a basic system of neighborhoods of zero a collection \( \{ V_n : n \geq 0 \} \) of subsets of \( A \) having the following properties for all \( n \geq 0 \), [2, p. 76].

\[
\begin{align*}
(1.1) & \quad 0 \in V_n, \\
(1.2) & \quad V_n = -V_n, \\
(1.3) & \quad V_{n+1} + V_{n+1} \subseteq V_n, \\
(1.4) & \quad V_{n+1} \cdot V_{n+1} \subseteq V_n, \\
(1.5) & \quad \text{For any } x \in A, \text{ there is an integer } k \text{ such that } x \cdot V_{n+k} \subseteq V_n.
\end{align*}
\]

Furthermore, the topology is Hausdorff if and only if [2, p. 14]

\[
\bigcap_{n=0}^{\infty} V_n = \{0\}.
\]

Suppose now that \( \{ V_n : n \geq 0 \} \) satisfies (1.1) to (1.5), and that \( a_k \) is in \( V_k \) for each \( k \geq 1 \). Then clearly for each \( m \) and \( n \) with \( m > n \), by repeated applications of (1.3) and (1.4), one can show that \( V_n \) contains certain algebraic combinations of \( a_m, a_{m-1}, \ldots, a_{n+1} \). From (1.5), we can see that certain multiples \( x a_k \) are in \( V_n \) for \( n+1 \leq k \leq m \).

It is from these elementary observations that the idea for an inductive topology is derived. To get an inductive topology, we begin with a sequence \( a_1, a_2, \ldots \), and inductively build up the sets \( V_0, V_1, V_2, \ldots \) so that they contain only the algebraic combinations of \( a_1, a_2, a_3, \ldots \) necessary so that (1.1)–(1.5) are satisfied. Let us now describe the procedure in detail.

Since the sets \( V_0, V_1, V_2, \ldots \) will contain only polynomial expressions in \( a_1, a_2, a_3, \ldots \), it will prove to be advantageous to at first replace this sequence of elements of \( A \) by a sequence of indeterminates \( X_1, X_2, X_3, \ldots \). Let \( A[(X_n)] \) denote the ring of polynomials over \( A \) in these indeterminates. Let \( (B_k)_{k \geq 1} \) be a sequence of subsets of \( A \) which satisfies the following conditions.

\[
\begin{align*}
(1.7) & \quad B_1 \subseteq B_2 \subseteq B_3 \subseteq \cdots \\
(1.8) & \quad D \cup -D \text{ multiplicatively generates } A, \quad D = \bigcup_{n=1}^{\infty} B_n.
\end{align*}
\]

A set \( S \) multiplicatively generates the ring \( A \) if every element of \( A \) is a product of elements of \( S \).

We begin by defining a double sequence of sets of polynomials in \( A[(X_n)] \):

\[
\begin{align*}
W_{00} & , W_{01} , W_{02} , W_{03} , \ldots \\
W_{11} & , W_{12} , W_{13} , \ldots \\
W_{22} & , W_{23} , \ldots \\
W_{33} & , \ldots
\end{align*}
\]
Let $W^0$ be the set containing only the zero polynomial. That is,

$$W^0 = \{0\}.$$  

Assume now that the sets $W^n_m$ have been defined for each $n$ and $m$ such that $0 \leq n \leq m \leq k$. Let

$$W^k_{k+1} = \{0, X_{k+1}, -X_{k+1}\}.$$

If $W^{k+1}_j$ has been defined for each $j$ such that $k+1 \geq j \geq r+1$, then define $W^{k+1}_r$ by

$$W^{k+1}_r = \left[ \left( W^{k+1}_{r+1} \cup \bigcup_{s=r+1}^{k+1} W^s_{r+1} \right) \cup \left( W^{k+1}_{r+1} \cdot \bigcup_{s=r+1}^{k+1} W^s_{r+1} \right) \cup (B_{r+1} \cdot W^{k+1}_{r+1}) \right]$$

where "~" denotes relative complementation.

For each $n \geq 0$, we define $W_n$ to be the union of the sets in the $n$th row of the array. That is,

$$W_n = \bigcup_{m=n}^{\infty} W^m_n.$$

One may easily verify that we have built into the collection of sets $\{W_n : n \geq 0\}$ the following properties for each $n \geq 0$.

$$0 \in W_n,$$

$$W_n = -W_n,$$

$$W_{n+1} + W_{n+1} \subseteq W_n,$$

$$W_{n+1} \cdot W_{n+1} \subseteq W_n,$$

$$B_{n+1} \cdot W_{n+1} \subseteq W_n.$$

From properties (1.13)–(1.15), we see that the collection $\{W_n : n \geq 0\}$ is a basic system of neighborhoods of zero for an additive group topology on $A[(X_n)]$. Indeed, one can see (Lemma 2.2) that the topology is Hausdorff. From property (1.16), we observe that multiplication is continuous at zero. From (1.17), we can derive the following generalization.

For any $x$ in $A$ there is an integer $k$

$$\text{such that for all } n \geq 0, x \cdot W_{n+k} \subseteq W_n.$$  

To see this, let $x$ be any element of $A$. Then by (1.8), there are elements $x_1, x_2, \ldots, x_m$ in $D$ such that $x = \pm x_1 x_2 \cdots x_m$. By (1.7), there is an integer $k_0$ such that $x_j \in B_{k_0}$ for all $j$ such that $1 \leq j \leq m$. Let $k = k_0 + m$. Then clearly by (1.7), $x_{(m+1)-j} \in B_{n+(k-j)}$, where $1 \leq j \leq m$, and $n \geq 0$, since $n + (k-j) \geq k_0$. Thus for any $n \geq 0$,
by (1.17) and (1.14),
\[
x^kW_n + k = x_1x_2 \cdots x_mW_n + k \subseteq x_1 \cdots x_{m-1}W_n + k - 1 \\
\subseteq \cdots \subseteq x_1x_2 \cdots x_{m-j}W_n + k - j \subseteq \cdots \subseteq x_1W_n + k - (m-1) \\
\subseteq W_n + k - m = W_n + k_0 \subseteq W_n.
\]

We now derive a topology on \( A \) from this one on \( A[[X_n]] \). Let \((a_k)_{k \geq 1}\) be a sequence of elements of \( A \). Let \( \sigma_{(a_k)} \) be the substitution homomorphism from \( A[[X_n]] \) into \( A \) defined by
\[
\sigma_{(a_k)} : P(a_1, a_2, \ldots) \rightarrow P(a_1, a_2, \ldots)
\]
for all polynomials \( P \) in \( A[[X_n]] \). Then \( \sigma_{(a_k)} \) is indeed a homomorphism from \( A[[X_n]] \) into \( A \), where the domain and range are regarded as algebras over \( A \).

To get the desired neighborhoods of zero in \( A \), for \( 0 \leq n \leq m \), let
\[
V_m^n = \{ V_n : n \geq 0 \},
\]
\[
V_n = \sigma_{(a_k)}(W_n).
\]

It is clear, then, that \( V_n = \bigcup_{n=1}^{\infty} V_m^n \). Also, from (1.13)-(1.17'), and the fact that \( \sigma_{(a_k)} \) is an algebra homomorphism, it follows that for all \( n \geq 0 \), properties (1.1) to (1.5) hold. In addition, for all \( n \geq 0 \),
\[
B_n + 1 \cdot V_n + 1 \subseteq V_n.
\]
Thus, \( V = \{ V_n : n \geq 0 \} \), is a basic system of neighborhoods of zero for a ring topology on \( A \) in which the sequence \((a_k)\) converges to zero. Note that this is just the quotient topology on \( A \) determined by the mapping \( \sigma_{(a_k)} \) and the topology given to \( A[[X_n]] \).

**Definition.** Call the topology just defined the *inductive ring topology* on \( A \) determined by the sequences \((a_k)\) and \((B_k)\). Denote it by \( \mathcal{T}((a_k), (B_k)) \). Call the topology on \( A[[X_n]] \) the *inductive polynomial topology* determined by the sequence \((B_k)\), and denote it by \( \mathcal{T}((B_k)) \). For brevity, we will sometimes call an inductive ring topology simply an inductive topology.

We note here that even though an inductive polynomial topology \( \mathcal{T}((B_k)) \) is always Hausdorff, an inductive ring topology \( \mathcal{T}((a_k), (B_k)) \) derived from it need not be. In fact, \( \mathcal{T}((a_k), (B_k)) \) may be the indiscrete topology. We will be interested, then, in finding ways to suitably restrict \( A \) and choose the sequences \((a_k)\) and \((B_k)\) so that \( \mathcal{T}((a_k), (B_k)) \) can be proven to be Hausdorff.

**2. Some basic lemmas.** The first two lemmas in this section identify the properties of the polynomials in the sets \( W_n^m \) which make possible the construction of Hausdorff topologies under suitable conditions. The third gives a useful sufficient condition for Hausdorff separation for inductive topologies.
For a polynomial $P$ in $A[[X_n]]$, by the *monomials of* $P$, we will mean those monomials in $P$ which have nonzero coefficients. A *monomial* of course is a product $cX_{k_1}^iX_{k_2}^2 \cdots X_{k_n}^n$ of powers of finitely many indeterminates, with a coefficient $c$ in $A$. For a polynomial $P$ in $A[[X_n]]$, let $\deg_m(P)$ denote the degree of $P$ in the indeterminate $X_m$.

For each $P$ in $A[[X_n]]$, let $P^*_m$ denote the polynomial which is the sum of the monomials of $P$ not divisible by $X_m$. Let $^*P_m$ be the sum of the monomials of $P$ which are divisible by $X_m$. It is clear then, that $P = ^*P_m + P^*_m$ for all $m \geq 1$.

**Lemma 2.1.** Let $P$ be in $W^n_m$. If $n < m$, then $P^*_n$ is in $W^n_j$ for some $j$ such that $n \leq j < m$.

**Proof.** We use a double induction argument. The proposition holds vacuously for the set $W^n_0$. Suppose then it holds for all sets $W^n_m$ where $n \leq m \leq k$. It holds vacuously for $W^{k+1}_m$, and is obvious for

$$(2.1) \quad W^{k+1}_n = \{ \pm X_{k+1}, \pm 2X_{k+1}, \pm X_{k+2}^2 \} \cup \{ \pm X_k \cdot X_{k+1} \} \sim \{0\}.$$ 

Let us suppose now that it holds for all $W^n_j$ where $k \geq j \geq r+1$, and show that it holds for $W^{k+1}_r$.

Let $P$ be an element of $W^{k+1}_r$. Then by (1.11), $P$ is either: (a) a sum $R + S$, (b) a product $RS$, or (c) a product $b \cdot R$, where $R \in W^{k+1}_r$, $S \in W^{r+1}_j$ for some $s$ such that $r+1 \leq s \leq k+1$, and where $b \in B_{r+1}$.

Let us first consider case (a). By the induction hypothesis, there are integers $j_1$ and $j_2$ with $r+1 \leq j_1 < k+1$ such that $R^*_k, S^*_k \in W^{r+1}_j$ and $R^*_k, S^*_k \in W^{r+1}_j$. Now clearly the monomials of $R + S$ which are not divisible by $X_{k+1}$ are the sums of the monomials of $R$ and $S$ not divisible by $X_{k+1}$. That is, $(R + S)^*_k = R^*_k + S^*_k$. But by (1.11), $R^*_k + S^*_k \in W^{r+1}_k$.

For case (b), we note that

$$(2.2) \quad P = R \cdot S = (R + R^* \cdot (S + S^*) = R^* \cdot S + R \cdot S^* + R^* \cdot S + R \cdot S^* ,$$

where we have dropped the subscripts from $R^*_k$, etc., for compactness. Since every monomial of $R$ and $S$ is divisible by $X_{k+1}$, so are all those of $R \cdot S$, $R \cdot S^*$, and $R^* \cdot S$. Thus, $P^*_k = R^*_k + S^*_k$, and by (1.11), $R^*_k + S^*_k \in W^{r+1}_j$ for some $j$ such that $r \leq j \leq \max \{j_1, j_2\} < k+1$.

To prove case (c), we note that $(b \cdot R)^*_k = b \cdot R^*_k$, and $b \cdot R^*_k$ is in $W^{r+1}_k$ by our induction hypothesis and (1.11).

**Lemma 2.2.** Let $P$ be a nonzero element of the set $W^n_m$. Then $P$ is a polynomial in $X_n$ with coefficients in $A[X_1, \ldots, X_{m-1}]$ such that $1 \leq \deg_m(P) \leq 2^{m-n}$.

**Proof.** Again we use a double induction argument. The proposition holds vacuously for $W^n_0$. Suppose now that it holds for all sets $W^n_m$ where $n \leq m \leq k$. As the nonzero elements of $W^{k+1}_n$ are $X_{k+1}$ and $-X_{k+1}$, it clearly holds for this case. By (2.1), we see that it holds for $W^{k+1}_n$. 
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Suppose now that the proposition is true for all $W_{k+1}$, where $k \geq j \geq r+1$. We shall show that it also holds for $W_{k+1}$.

Let $P$ be an element of $W_{k+1}$. As in Lemma 2.1, we may express $P$ as either:

(a) $P = R+S$, (b) $P = R\cdot S$, or (c) $P = b\cdot R$, where $R \in W_{k+1}$, $S \in W_{r+1}$ with $r+1 \leq s \leq k+1$, and $b \in B_{r+1}$. By the induction hypothesis, $1 \leq \deg_{k+1}(R) \leq 2^{k-r}$, and $1 \leq \deg_{k+1}(S) \leq 2^{k-r}$ if $s = k+1$ and $\deg_{k+1}(S) = 0$ if $s < k+1$.

Now clearly $P$ is a polynomial in $X_{k+1}$ over $A[X_1, \ldots, X_k]$ in all these cases, since by the induction hypothesis, $R$ and $S$ are.

The upper bound that we must show for the degree of $P$ in $X_{k+1}$ is $2^{(k+1)-r}$. This is immediate for all three cases because of the induction hypothesis, and the properties of the degree of sums and products of polynomials.

To see that in case (a) the degree of $P$ in $X_{k+1}$ is at least one, note that if the degree of $P = R+S$ in $X_{k+1}$ is zero, then

$$P = (R+S) + (0+0) = (R+S) = 0.$$  

But by Lemma 2.1, there are integers $j_1$ and $j_2$ with $r+1 \leq j_1 < k+1$ such that $R_{j_1+1}^* \in W_{j_1+1}$ and $S_{j_2+1}^* \in W_{j_2+1}$. By (1.11), $P = R_{j_1+1}^* + S_{j_2+1}^*$ is in $W_j^*$ for some $j$ such that $r \leq j \leq \max\{j_1, j_2\} < k+1$. This is a contradiction, for $P \in W_{k+1}$, and by (1.11), $W_{k+1}^* \cap W_j^* = \emptyset$ if $j \neq k+1$. Thus, $\deg_{k+1}(P) \geq 1$.

One verifies the lower bound for cases (b) and (c) in a similar manner. In case (b), if $\deg_{k+1}(P) = 0$, we see from (2.2) that $P = R_{k+1}^* S_{k+1}^*$, which, by Lemma 2.1, leads again to the contradiction that $P \in W_j^*$ for some $j < k+1$.

Lemma 2.3. Let $\mathcal{T}((a_k), (B_k))$ be an inductive ring topology with basic neighborhoods given by (1.18) and (1.19). If $(C_k)_{k \in X}$ is a sequence of subsets of $A$ such that $C_1 \subseteq C_2 \subseteq \cdots \subseteq A$ and $\bigcup_{n=1}^{\infty} C_k = A$, and if $V_n^\infty \cap C_m \subseteq \{0\}$ for all $n$ and $m$, where $n \leq m$, then $\mathcal{T}((a_k), (B_k))$ is Hausdorff.

Proof. Let $x$ be a nonzero element of $A$. Then there is some $n$ such that $x \in C_n$ for all $m \geq n$. Then $x \notin V_n^\infty$ for all $m \geq n$, so $x \notin V_n = \bigcup_{m=n}^{\infty} V_n^\infty$. Thus (1.6) holds, so the topology is Hausdorff.

3. Integral domains of confinality character $\aleph_0$. Our main goal in this section is to prove (Corollary 3.2) that every countable integral domain $A$ admits a nondiscrete, Hausdorff inductive ring topology. The countability assumption is needed only so that we may express $A$ as a union of countably many subsets of smaller cardinality. Since domains of certain other cardinalities will also have this property, we will formulate our results in a slightly more general form.

Definition. Let $S$ be a set. Then $S$, or its cardinal number, has confinality character $\aleph_0$ if $S$ is the union of countably many subsets of smaller cardinality.$(2)$

$(2)$ The term “cofinal with $\omega$” is also sometimes used to define this property for cardinal numbers. We take the definition used here from [K. Gödel, What is Cantor’s continuum problem, Amer. Math. Monthly 54 (1947), 515–525].
In what follows, the cardinality of a set $S$ will be denoted by $|S|$. A countable set will always be an infinite one. We will require only the most familiar results of cardinal arithmetic, which may be found in a reference such as [1, §6, pp. 90–108].

In the next theorem, the sequence $(B_n)$ of subsets of $A$ can be any one satisfying conditions (1.7) and (1.8), and such that $|B_n| < |A|$ for each $n$.

**Theorem 3.1.** Let $A$ be an integral domain which has cofinality character $\aleph_0$. Let $D$ be any subset of $A$ such that $|D| = |A|$. Then there exists a sequence $(a_n)$ of elements of $D$ such that $\mathcal{T}((a_n), (B_n))$ is Hausdorff.

**Proof.** Let $(C_k)$ be any sequence of subsets of $A$ which has the properties that $C_1 \subseteq C_2 \subseteq C_3 \subseteq \cdots$, $\bigcup_{k=1}^{\infty} C_k = A$, and $|C_k| < |A|$ for each $k \geq 1$. Our cardinality assumption on $A$ assures the existence of such a sequence.

We will prove that we can inductively define a sequence $(a_n)$ in $D$ in such a way that the sets $V_n^m$ given by (1.18) satisfy the following condition.

\begin{equation}
(3.1) \quad V_n^m \cap C_m \subseteq \{0\}.
\end{equation}

Note that by Lemma 2.2 and (1.18), the set $V_n^m$ depends only on the elements $a_1, a_2, \ldots, a_m$ of the sequence $(a_n)$. Thus, we can prove (3.1) for all $m$ and $n$ such that $n \leq m \leq k$ once we have defined $a_1, a_2, \ldots, a_k$.

Since $V_0^0 = \{0\}$, (3.1) holds trivially for $n = m = 0$. For convenience in the proof, let $a_0$ be any element of $D$.

Assume now that $a_0, a_1, \ldots, a_k$ have been chosen from $D$ in such a way that (3.1) holds for all $m$ and $n$ such that $0 \leq m \leq n \leq k$. We will show that there is an element $a_{k+1}$ in $D$ such that by taking $a_{k+1}$ to be the next element in our defining sequence, we get that

\begin{equation}
(3.2) \quad V_n^{k+1} \cap C_{k+1} \subseteq \{0\}
\end{equation}

for all $n$ such that $0 \leq n \leq k+1$.

To prove this, we first let $S'_{k+1} = \{P(a_1, \ldots, a_k, x) : P \in W_n^{k+1}$ for some $n \leq k+1\}$. Then the set $S_{k+1} = S_{k+1} - C_{k+1}$ is a set of polynomials with coefficients in $A$ in the one indeterminate $x_{k+1}$. Finally, let $R_{k+1}$ be the set of all roots in $A$ of $S'_{k+1}$.

Now because $|B_{k+1}| < |A|$ and $|C_{k+1}| < |A|$, one can prove, using standard results of cardinal arithmetic, that $|S'_{k+1}| < |A|$. Since $A$ is an integral domain, every nonzero polynomial over $A$ has only finitely many roots. Thus, it follows that the cardinality of $R_{k+1}$ is also less than that of $A$ and $D$.

Since $|R_{k+1}| < |D|$, $D \sim R_{k+1} \neq \emptyset$, so let $a_{k+1}$ be any element of $D$ not in $R_{k+1}$.

We are now able to show that with $a_{k+1}$ chosen in this way, property (3.2) holds for all $n$ such that $0 \leq n \leq k+1$.

Let $x$ be a nonzero element of $V_n^{k+1}$. By (1.18) and Lemma 2.2, $x = P(a_1, \ldots, a_{k+1})$
for some \( P \) in \( W_n^{k+1} \). Let us re-express \( P(a_1, \ldots, a_{k+1}) \) as a polynomial in \( a_{k+1} \). We then have

\[
x = R_r(a_1, \ldots, a_k) \cdot (a_{k+1})^r + R_{r-1}(a_1, \ldots, a_k) \cdot (a_{k+1})^{r-1} + \cdots + R_0(a_1, \ldots, a_k).
\]

By Lemma 2.2, \( 1 \leq r \leq 2^{k+1-n} \).

We next observe that for some \( j \geq 1 \),

\[
R_j(a_1, \ldots, a_k) \neq 0.
\]

Suppose to the contrary that \( R_j(a_1, \ldots, a_k) = 0 \) for all \( j \) such that \( 1 \leq j \leq r \). Then \( x = R_0(a_1, \ldots, a_k) \). But \( R_0(X_1, \ldots, X_k) \) is the polynomial \( P_k^{*+1} \) of Lemma 2.1, and by that lemma, \( P_k^{*+1} \) is in \( W_n^j \) for some \( j < k+1 \). Then

\[
x = P_k^{*+1}(a_1, \ldots, a_k) = \sigma_{(a_0)}(P_k^{*+1}(X_1, \ldots, X_k)) \in \sigma_{(a_0)}(W_n^j).
\]

This is a contradiction, since \( x \) is in \( V_{n+1}^k \), and by (1.18), \( V_{n+1}^k \cap \sigma_{(a_0)}(W_n^j) = \emptyset \) for \( j < k+1 \).

Since (3.4) holds for some \( j \geq 1 \), we may as well suppose that in (3.3),

\[
R_j(a_1, \ldots, a_k) \neq 0.
\]

We finally see that \( x \) is not an element of \( C_{k+1} \), for it follows from (3.3) that

\[
R_j(a_1, \ldots, a_k) \cdot (a_{k+1})^r + \cdots + R_1(a_1, \ldots, a_k) \cdot a_{k+1} + (R_0(a_1, \ldots, a_k) - x) = 0.
\]

Now

\[
R_j(a_1, \ldots, a_k) \cdot (X_{k+1})^r + \cdots + R_1(a_1, \ldots, a_k) \cdot X_{k+1} + R_0(a_1, \ldots, a_k)
\]

is in \( S_{k+1} \), so if \( x \) is in \( C_{k+1} \), then (3.4) and (3.5) show that \( a_{k+1} \) is the root of a nonzero polynomial in \( S_{k+1} \). This is a contradiction, since \( a_{k+1} \) is not in \( R_{k+1} \). Thus, \( x \notin C_{k+1} \), and we have verified that (3.2) holds.

This completes the inductive step. We have shown, then, that we can define a sequence \( (a_n) \) such that (3.1) holds. It follows from Lemma 2.3 that \( \mathcal{T}((a_n), (B_n)) \) is Hausdorff.

Since any countable integral domain clearly has cofinality character \( \aleph_0 \), the following corollary is an immediate consequence of the theorem.

**Corollary 3.2.** If \( A \) is a countable integral domain and \( (b_k) \) is any sequence of distinct elements of \( A \), then for some subsequence \( (a_n) \) of \( (b_k) \), \( \mathcal{T}((a_n), (B_n)) \) is Hausdorff.

**Remark 3.3.** Notice in the proof of Theorem 3.1 that we did not make use of the set \( C_{k+1} \) in inductively defining the sequence \( (a_n) \) until we came to defining \( a_{k+1} \). Thus, we do not have to assume that the sequence \( (C_n) \) is given to us from the beginning, but may at the \( (k+1) \)th stage, take \( C_{k+1} \) to be in some way dependent on the particular choices of \( a_1, a_2, \ldots, a_k \). It will be necessary to do this in several of our applications.
4. Algebraically unbounded rings. We turn our attention in this section to proving the existence of Hausdorff inductive topologies on rings which are described by the following definition.

Definition. A commutative ring $A$ with an identity element, 1, is algebraically unbounded if there is a sequence $(B_k)_{k \geq 1}$ of subrings of $A$ such that $1 \in B_1 \subseteq B_2 \subseteq B_3 \subseteq \ldots$, $A = \bigcup_{k=1}^{\infty} B_k$, and such that for all pairs of positive integers $(n, m)$, there is an element $a$ of $A$ of degree at least $m$ over the subring $B_n$. The sequence $(B_k)$ will be called an algebraically unbounded sequence of subrings of $A$.

By the degree over $B_n$ of an element $a$ of $A$, we mean the least integer $r$ such that $a$ is a root of a polynomial over $B_n$ of degree $r$. If $a$ is a root of no nonzero polynomial over $B_n$, i.e., $a$ is transcendental over $B_n$, then we will say that it has infinite degree over $B_n$. Its degree is then greater than $m$ for every positive integer $m$.

Suppose now that $(B_k)$ is an algebraically unbounded sequence of subrings of $A$, and suppose that we use the subrings $B_k$ to define an inductive polynomial topology. Since the sets $W_n^m$ are formed by operations of addition and multiplication, from (1.10) and (1.11), we can prove inductively that $W_n^m$ is contained in $B_n[X_1, \ldots, X_m]$ for $n = m, m - 1, \ldots, 0$. It will follow, then, that no matter how a sequence $(a_k)$ is chosen, the sets $V_n^m$ determined by it will be contained in the subrings $B_n$. Indeed, if $r$ is an integer at least $m$ such that all the elements $a_1, a_2, \ldots, a_m$ are contained in $B_r$, then

$$V_n^m \subseteq \sigma_{(a_k)}(W_n^m) \subseteq \sigma_{(a_k)}(B_n[X_1, \ldots, X_m]) = B_n[a_1, \ldots, a_m] \subseteq B_r,$$

for all $n$ such that $0 \leq n \leq m$. This condition on the sets $V_n^m$ will be instrumental in the proof of our next theorem.

Theorem 4.1. Let $A$ be an algebraically unbounded commutative ring with identity. Then there are Hausdorff inductive ring topologies on $A$.

Proof. Let $(B_k)_{k \geq 1}$ be an algebraically unbounded sequence of subrings of $A$. We will inductively choose a sequence $(a_k)$ such that the sets $V_n^m$ for $T((a_k), (B_k))$ satisfy the following condition.

$$V_n^m \cap B_m \subseteq \{0\}.$$  \hfill (4.1)

To begin the sequence conveniently, we will augment it by letting $a_0$ be any element of $A$. Assume now that $a_0, \ldots, a_k$ have been defined. Let $\rho(k)$ be the least integer $r$ such that $\{a_0, \ldots, a_k\} \subseteq B_r$. Then take $a_{k+1}$ to be any element of $A$ whose degree over $B_{\rho(k)}$ is greater than $2^{k+1}$. By our hypothesis on $A$, such an $a_{k+1}$ exists.

We first note that the sequence $(\rho(k))_{k \geq 0}$ which was just defined is strictly increasing. Thus, since $\rho(0)$ is at least one, by induction, $\rho(k) \geq k + 1$ for all $k \geq 0$. We have then that for all $k \geq 0$, $B_{k+1} \subseteq B_{\rho(k)}$.

To see that (4.1) holds for the sets $V_n^m$ determined by the sequence $(a_k)$ which we have chosen, let $x$ be any nonzero element of $V_n^m$. Then by Lemma 2.2 and (1.18),
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we may express \( x = P(a_1, a_2, \ldots, a_m) \), where \( P \in \mathbb{W}_n^m \). As was observed above, \( P \in B_m[X_1, \ldots, X_m] \). If we re-express \( P \) as a polynomial in \( X_m \), we have

\[
(4.2) \quad x = R_k(a_1, \ldots, a_{m-1}) \cdot (a_m)^k + \cdots + R_1(a_1, \ldots, a_{m-1}) \cdot a_m + R_0(a_1, \ldots, a_{m-1}),
\]

where we assume that \( R_k(a_1, \ldots, a_{m-1}) \neq 0 \). If \( k = 0 \), then, as in the proof of Theorem 3.1, we have by Lemma 2.1 that \( x \) is in \( \alpha_i(\mathbb{W}_n^m) \) for some \( i \) such that \( n \leq i \leq m-1 \), which is a contradiction. Thus, we have that \( k \geq 1 \), and by Lemma 2.2, \( k \leq 2^{n-1} \leq 2^m \).

Now \( B_m \subseteq B_\rho(m-1) \) and \( P \) is in \( B_m[X_1, \ldots, X_m] \subseteq B_\rho(m-1)[X_1, \ldots, X_m] \). Thus, as the set \( \{a_1, \ldots, a_{m-1}\} \) is contained in \( B_\rho(m-1) \), the coefficients \( R_k(a_1, \ldots, a_{m-1}) \) of \( (4.2) \) are also in \( B_\rho(m-1) \).

Now suppose that \( x \) is in \( B_m \). Then \( x \) is in \( B_\rho(m-1) \), so by \( (4.2) \), \( a_m \) is the root of a nonzero polynomial, of degree at most \( 2^m \), with coefficients in \( B_\rho(m-1) \). This contradicts the fact that we chose \( a_m \) to be of degree greater than \( 2^m \) over \( B_\rho(m-1) \). Thus, we must conclude that \( x \) is not in \( B_m \), and so \( (4.1) \) is proven.

Again, it follows from \( (4.1) \) and Lemma 2.3 that the topology \( \mathcal{T}((a_k), (B_k)) \) is Hausdorff.

5. Inductive topologies on fields. We will show in this section how the results from §§3 and 4 can be used to prove the existence of nondiscrete, Hausdorff field topologies on every infinite field.

Let \( F \) be a subfield of \( K \). It is well known \([9, \S 12, pp. 95-102]\) that there is a subset \( D \) of \( K \) algebraically independent over \( F \) such that \( K \) is an algebraic extension of \( F(D) \). Such a set \( D \) is called a transcendence basis, and \( F(D) \) can be regarded as a field of rational functions, with the elements of \( D \) regarded as indeterminates.

**Lemma 5.1.** Let \( F \) be a subfield of a field \( K \), and let \( D \) be a transcendence basis for \( K \) over \( F \). If \( D \) is infinite, then \( K \) is algebraically unbounded.

**Proof.** Let \((D_k)\) be a sequence of subsets of \( D \) such that \( D_1 \subseteq D_2 \subseteq \cdots \), \( \bigcup_{k=1}^\infty D_k = D \), and \( D \sim D_k \neq \emptyset \) for all \( k \geq 1 \). For each \( k \), let \( F_k \) be the algebraic closure of \( F(D_k) \) in \( K \). We will show that \((F_k)_{k \geq 1} \) is an algebraically unbounded sequence of subrings of \( K \).

First, it is clear that \( F_1 \subseteq F_2 \subseteq \cdots \). Second, if \( a \in K \), then there is a polynomial \( P = \sum_{i=0}^n a_i \cdot X^i \) with coefficients in \( F(D) \) such that \( a \) is a root of \( P \). Since the \( a_i \)'s are rational expressions in the elements of \( D \), each involves only finitely many elements of \( D \). Thus, each \( a_i \) is in \( F(D_{m(i)}) \) for some \( m(i) \). If \( m \geq m(i) \) for \( 1 \leq i \leq n \), then all the coefficients of \( P \) are in \( F(D_m) \). Hence, \( a \) is in \( F_m \), and it follows that \( \bigcup_{k=1}^\infty F_k = K \).

To see that \( K \) contains elements of arbitrarily high degree over any one of the subfields \( F_n \), consider an element \( x \) of \( D \sim D_n \). If \( x \) were algebraic over \( F_n \), then it would also be algebraic over \( F(D_n) \), \([9, \text{Theorem C, p. 61}]\), which would violate the algebraic independence of \( D \) over \( F \). Thus, \( x \) is transcendental over \( F_n \).
Theorem 5.2. Every infinite field $K$ admits a nondiscrete, Hausdorff inductive ring topology.

Proof. Let $F$ be the prime subfield of $K$, and let $D$ be a transcendence basis for $K$ over $F$.

Case 1. $D$ is finite. Then $K$ is a countable field, so the result follows from Corollary 3.2.

Case 2. $D$ is infinite. Then by Lemma 5.1, $K$ is algebraically unbounded, so the result follows from Theorem 4.1.

Corollary 5.3. Every infinite field admits a nondiscrete, Hausdorff field topology.

Proof. It is known [4, pp. 809–811] that if $\mathcal{T}$ is a nondiscrete, Hausdorff ring topology on a field $K$, then there is a nondiscrete, Hausdorff field topology $\mathcal{T}'$ on $K$ coarser than $\mathcal{T}$. The desired result follows from this fact, and the theorem.

6. Locally bounded topologies on fields. The topologies given to fields in the preceding section do not necessarily have the desirable property of local boundedness. We investigate here the question of which fields admit topologies with this additional property. Although local boundedness can be built into inductive topologies (see §8), the methods of valuation theory will be more efficacious here than our inductive technique.

Definition. If $\mathcal{T}$ is a ring topology on a commutative ring $A$ and $\mathcal{U}$ is a basic system of neighborhoods of zero, then a subset $B$ of $A$ is bounded if for all $U$ in $\mathcal{U}$, there is a $V$ in $\mathcal{U}$ such that $B \cdot V \subseteq U$. If there is a bounded neighborhood of zero, then $\mathcal{T}$ is locally bounded.

Definition. If $K$ is a field, a real valuation on $K$ is a function $\phi$ from $K^* = K \setminus \{0\}$ into the positive real numbers such that for all $x$ and $y$ in $K^*$, the following properties hold.

$$\phi(xy) = \phi(x) \cdot \phi(y), \quad \phi(x + y) \leq \max\{\phi(x), \phi(y)\}.$$ We will call $\phi$ proper if its range contains more than one element.

One gets a locally bounded field topology from a valuation $\phi$ by taking the sets of the form

$$U_\epsilon = \{x \in K^* : \phi(x) \leq \epsilon\} \cup \{0\}$$

for every $\epsilon > 0$ as a basic system of neighborhoods of zero. The topology is Hausdorff, and is nondiscrete if and only if $\phi$ is proper.

Definition. We will say that a field is algebraic if it is of prime characteristic, and is algebraic over its prime subfield.

Theorem 6.1. The following are equivalent for a field $K$.

1° $K$ is not algebraic.

2° $K$ admits a proper, real valuation.

3° $K$ admits a nondiscrete, Hausdorff, locally bounded ring topology.
Proof. The fact that $2°$ implies $3°$ was noted above.

$3°$ implies $1°$. Suppose that $K$ is algebraic and that $\mathcal{F}$ is a locally bounded, nondiscrete ring topology on $K$. We will show that every neighborhood $U$ of zero contains all of $K$, and hence, that $\mathcal{F}$ is the indiscrete topology and therefore not Hausdorff.

Since $\mathcal{F}$ is locally bounded, a neighborhood $U$ of zero contains a neighborhood $V$ of zero such that $V \cdot V \subseteq V$. (Let $V = \{x \in U_0 : xU_0 \subseteq U_0\}$, where $U_0$ is a bounded neighborhood of zero contained in $U$.) Then for every positive $n$, $V^n \subseteq V$.

Now since $K$ is algebraic, for any nonzero $x$, $x^{-1} = x^n$ for some positive integer $n$. Thus, if $x \in V$, then $x^{-1} = x^n \in V^n \subseteq V$, so $V^{-1} \subseteq V$.

Now let $x$ be any element of $K$. Then there is a neighborhood $W$ of zero such that $xW \subseteq V$. As $\mathcal{F}$ is nondiscrete, there is a nonzero element $y$ in $W \cap V$. Then $xy \in V$, so $xy^{-1} \in VV^{-1} \subseteq U$. Thus, $K \subseteq V \subseteq U$, so $\mathcal{F}$ is the indiscrete topology.

$1°$ implies $2°$. If $F$ is not algebraic, then either $F$ has characteristic zero, or contains an element $r$ transcendental over its finite prime subfield $Z_p$. In these respective cases, let $F$ be the subfield of rational numbers, or $Z_p(r)$. Then in either case, $F$ clearly admits a proper, real valuation $\phi$. Our goal is to extend $\phi$ to $K$.

Let $B$ be a transcendence basis for $K$ over $F$. Then the elements of $F' = F(B)$ are quotients $P/Q$ of polynomial expressions in the elements of $B$ with coefficients in $F$. For such a polynomial $P = \sum_{i=1}^{n} a_i \cdot X_{a_i,1}^{m_1} \cdots X_{a_i,s}^{m_s}$, where $X_{a_i} \in B$ and $a_i \in F$, we define $\phi(P)$ by

$$\phi(P) = 0 \quad \text{if } a_i = 0 \text{ for all } i,$$

$$= \max \{ \phi(a_i) : 1 \leq i \leq n \} \quad \text{if } a_i \neq 0 \text{ for some } i.$$

We then define $\phi(P/Q) = \phi(P)/\phi(Q)$. One can show that these definitions extend $\phi$ to a valuation on $F'$. Since $K$ is an algebraic extension of $F'$, it is known [8, Theorem 12, p. 57] that $\phi$ can be extended to a valuation on $K$.

7. Other applications of inductive topologies. In this section we will present generalizations of some of the results proven by Hinrichs for the integers, and will show how his results can be derived within our more general context. Theorem 7.2 is a heretofore unpublished result of Hinrichs'.

Theorem 7.1 [6, p. 993]. There exist Hausdorff ring topologies on the ring of integers, $Z$, which have neighborhoods of zero which do not contain ideals.

Proof. Let $B_n = \{m \in Z : 0 \leq m \leq n\}$ for every $n \geq 1$. By Corollary 3.2, there is a sequence $(a_n)$ of positive integers such that $\mathcal{F}((a_n), (B_0))$ is Hausdorff. We will show that the sequence $(a_n)$ can be chosen so that the neighborhood $V_0$ of zero for this topology, given by (1.19), has the property that for all positive integers $m$,

there is an interval $I_m = [k_m, k_m + m]$ in $Z$

such that $V_0 \cap I_m = \emptyset$.

(7.1)

This will assure that for all $m \geq 1$, $V_0$ does not contain the ideal $mZ$. 
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To get (7.1) to hold, we make use of Remark 3.3 in defining the sequence \((a_k)\). We may let \(a_1\) be any element of \(\mathbb{Z}\). Assume now that \(a_1, \ldots, a_m\) have been defined. By Remark 3.3, and the fact that the sets \(V_k\) are in this case finite, we may take the set \(C_{m+1}\) of (3.1) to contain \(I_m = [k_m, k_m + m]\), where \(k_m = \sup(\bigcup_{i=0}^{\infty} V_i) + 1\). But then for all \(k \geq 0\), \(V_k \cap I_m = \emptyset\). This follows from the definition of \(I_m\) for \(k \leq m\), and from (3.1) for \(k \geq m+1\), since \(I_m \subseteq C_k\) for all such \(k\). Thus, (7.1) and the theorem follow.

**Definition.** A ring topology is said to be **additively generated** if the additive subgroup generated by any neighborhood of zero is the entire ring.

One can readily see that if the elements in a sequence \((a_k)\) of integers are chosen so that for all \(m\) there is an \(n > m\) such that \(a_m\) and \(a_n\) are relatively prime, then \(\mathcal{T}((a_k), (B_k))\) is additively generated. We thus have that there are Hausdorff, additively generated ring topologies on the integers.

Correl proved [3, Theorem 2.10, p. 38] that a ring topology on the rational numbers, \(\mathbb{Q}\), which is not additively generated is finer than the \(p\)-adic topology for some prime \(p\). This might lead one to wonder if additively generated topologies are necessarily finer than the usual one. The following theorem shows that this is not the case.

**Theorem 7.2 [Hinrichs].** There are additively generated, Hausdorff ring topologies on \(\mathbb{Q}\) not finer than the usual one.

**Proof.** By Corollary 3.2, there is a Hausdorff inductive ring topology \(\mathcal{T}_0 = \mathcal{T}((a_k), (B_k))\) on \(\mathbb{Q}\), where \((a_k)\) is a subsequence of the sequence of prime integers. (The sequence \((B_k)\) can be any increasing sequence of finite subsets of \(\mathbb{Q}\) whose union is \(\mathbb{Q}\).)

To show that \(\mathcal{T}_0\) is additively generated, let \(G\) be any additive subgroup neighborhood of zero, and let \(a/b\) be any element of \(\mathbb{Q}\). Then \(b \neq 0\), so \(bG\) is again an additive subgroup neighborhood of zero. Hence, \(bG\) contains all but finitely many of the primes \(a_k\). Thus, \(bG \cap \mathbb{Z}\) is a subgroup, and hence an ideal in \(\mathbb{Z}\) which contains infinitely many primes. It follows that \(bG \cap \mathbb{Z} = \mathbb{Z}\), so \(a \in bG\), and hence, \(a/b \in G\).

We see, then, that \(G = \mathbb{Q}\), so \(\mathcal{T}_0\) is additively generated. Clearly \(\mathcal{T}_0\) is not finer than the usual topology, for the sequence \((a_k)\) which converges to zero in \(\mathcal{T}_0\) is bounded away from zero in the usual topology.

Using Correl's theorem and taking \((a_k)\) to be a subsequence of the sequence \((1/p_k)\) of inverses of primes, it can be shown that there also are additively generated ring topologies on \(\mathbb{Q}\) strictly finer than the usual one.

In our next two theorems, we show that not only does the inductive approach give us access to Hausdorff topologies on the rings in the classes considered in §3 and §4, but it gives a way of proving that there are uncountably many of them. These generalize Hinrichs' result [6, p. 94] for the integers.

**Lemma 7.3.** Let \(A\) be a ring, and let \(\mathcal{T}\) be a ring topology on \(A\) in which a sequence
(a_k) of distinct, cancellable elements converges to zero. If U is any $\mathcal{F}$-open set, then $|U| = |A|$.

**Proof.** It is clearly sufficient to take U to be a neighborhood of zero.

For all $x$ in $A$, $xa_n \in U$ for some $n$. Thus, $A = \bigcup_{n=1}^{\infty} A_n$, where $A_n = \{x \in A : xa_n \in U\}$. Since the $a_n$'s are cancellable, the mappings $x \to xa_n$ are injections on $A$. Thus $|A_n| \leq |U|$ for each $n$. Since $U$ is infinite, $|A| = |\bigcup_{n=1}^{\infty} A_n| \leq |U|$. Since $U \subseteq A$, $|U| = |A|$.

**Theorem 7.4.** Let $A$ be an integral domain of confinality character $\aleph_0$. Then there are uncountably many first countable, Hausdorff ring topologies on $A$.

**Proof.** Suppose to the contrary that all the nondiscrete, first countable, Hausdorff ring topologies on $A$ can be enumerated, $\mathcal{F}_1, \mathcal{F}_2, \mathcal{F}_3, \ldots$. For each $n \geq 1$, let $\mathcal{B}_n = \{U_k(n) : k \geq 1\}$ be a countable basis for the neighborhoods of zero for $\mathcal{F}_n$ such that $U_k(n) \subseteq U_k(n)$ for each $k \geq 1$. Using the usual diagonal process, Theorem 3.1, and Remark 3.3, we will obtain a Hausdorff inductive topology $\mathcal{F}_0$, and for each $n \geq 1$, a sequence $(b_k(n))_{k \geq 1}$ convergent to zero in $\mathcal{F}_n$ but bounded away from zero in $\mathcal{F}_0$. This will imply that $\mathcal{F}_0$ is not in the list, $\mathcal{F}_1, \mathcal{F}_2, \mathcal{F}_3, \ldots$, which is a contradiction.

The sequence of sets $B_k$ which determines $\mathcal{F}_0$ can be any one satisfying (1.7) and (1.8) and such that $|B_k| < |A|$ for all $k \geq 1$. The sequences $(b_k(n))_{k \geq 1}$ will be kept away from zero by including elements from them in the sets $C_k$ of (3.1). To get the $C_k$'s large enough, however, we begin with a sequence $(C'_k)$ such that $C'_1 \subseteq C'_2 \subseteq \cdots$, $\bigcup_{k=1}^{\infty} C'_k = A$, and $|C'_k| < |A|$.

We now describe how the sequence $(a_k)$ determining $\mathcal{F}_0$, and the sequences $(b_k(n))$ for $n \geq 1$ and $(C_k)$ are to be defined.

Let $C_1 = C'_1$, and let $a_1$ be chosen according to the procedure in Theorem 3.1 so that (3.1) holds, i.e., $V'_i \cap C_1 = \{0\}$ for $i = 0, 1$. Now, as was observed in proving Theorem 3.1, $|V'_0 \cup V'_0| < |A|$. Since $|U_i(1)| = |A|$ by Lemma 7.3, we can find an element $b_1(1)$ in $U_i(1) \sim [V'_0 \cup V'_0]$. Assume now that $a_1, \ldots, a_k, C_1, \ldots, C_k$ have been defined so that (3.1) holds for $n \leq m \leq k$. Also assume that partial sequences

$$
\begin{align*}
&b_1(1), b_2(1), \ldots, b_{k-1}(1), b_k(1) \\
b_1(2), b_2(2), \ldots, b_{k-1}(2) \\
&\vdots \\
b_1(k-1), b_2(k-1) \\
b_1(k)
\end{align*}
$$

have been defined so that

$$
(7.2) \quad b_j(j) \in U_j(j) \sim \bigcup_{m=0}^{i+j-1} V'_0 \quad \text{for } 2 \leq i+j \leq k+1.
$$
We then let

\[ C_{k+1} = C_k + \{ b_i(j) : 2 \leq i + j \leq k + 1 \}, \]

which we may do by Remark 3.3. Clearly we still have \( |C_{k+1}| < |A| \). Next choose \( a_{k+1} \) so that (3.1) holds for \( n \leq m \leq k + 1 \). Finally, since \( \bigcup_{n=0}^{k+1} V_0^n < |A| \), we may by Lemma 7.3 pick \( k + 1 \) elements \( b_1(k+1), b_2(k), \ldots, b_k(2), b_{k+1}(1) \) such that for \( 1 \leq i \leq k + 1 \),

\[ b_i(k + 2 - i) \in U_i(k + 2 - i) \sim \bigcup_{m=0}^{k+1} V_0^m. \]

Now the topology \( \mathcal{T}_0 = \mathcal{T}(B), (B_k) \) just defined is Hausdorff by Theorem 3.1. One can see from (7.2) that the sequence \( (b_k(n))_{k \geq 1} \) converges to zero in \( \mathcal{T}_n \). It follows from (7.2), (7.3), and (3.1) that \( b_j(j) \not\in V_0 \) for all \( i \) and \( j \), so that each of the sequences \( (b_k(n))_{k \geq 1} \) is bounded away from zero in \( \mathcal{T}_0 \).

This contradiction leads us to conclude that there are uncountably many first countable, Hausdorff ring topologies on \( A \).

Our next theorem gives the result analogous to Theorem 7.4 for algebraically unbounded rings. We will only sketch the proof.

**Theorem 7.5.** Let \( (B_k)_{k \geq 1} \) be an algebraically unbounded sequence of subrings of a commutative ring \( A \) with identity. Then there are uncountably many Hausdorff inductive ring topologies on \( A \) determined by the sequence \( (B_k) \).

**Proof.** Assume that \( \mathcal{T}_1, \mathcal{T}_2, \mathcal{T}_3, \ldots \) is a list of all of the Hausdorff inductive topologies determined by the sequence \( (B_k) \). Let \( (b_k(n))_{k \geq 1} \) be a sequence convergent to zero in \( \mathcal{T}_n \) for each \( n \geq 1 \).

One can use a diagonal process just as in the proof of Theorem 7.4 to get sub-sequences of each of the sequences \( (b_k(n)) \) which are bounded away from zero in a Hausdorff inductive topology \( \mathcal{T}_0 \). The facts making this possible are that there are elements from each of the sequences \( (b_k(n)) \) in \( B_m \sim B_{m-1} \) for arbitrarily large integers \( m \), and that each of the sets \( V_0^m \) for the topology \( \mathcal{T}_0 \) is, by Theorem 4.1, contained in one of the subrings \( B_r \).

In our final theorem of this section, we prove that on all of the rings we have considered, there are ring topologies which are not first countable, thereby generalizing another result of Hinrichs [6, p. 995].

**Theorem 7.6.** If \( A \) is an integral domain of cofinality character \( K_0 \) or an algebraically unbounded commutative ring with identity, then there are Hausdorff ring topologies on \( A \) which are not first countable.

**Proof.** Let \( (B_k) \) be an increasing sequence of subsets of \( A \) such that \( |B_k| < |A| \) for all \( k \) and \( \bigcup_{k=1}^\infty B_k = A \), or an algebraically unbounded sequence of subrings for these respective cases. Let \( \mathcal{M} \) be a maximal chain in the nonempty collection,
ordered by set inclusion, of all nondiscrete, Hausdorff inductive topologies on \( A \) determined by the sequence \((B_k)\). Let \( \mathcal{T} \) be the supremum of \( \mathcal{M} \).

Then \( \mathcal{T} \) is a nondiscrete, Hausdorff ring topology on \( A \) in which the sets \( B_k \) are bounded. If \( \mathcal{T} \) were first countable, then one could get a basis \( \mathcal{V} = \{ V_n : n \geq 1 \} \) for the neighborhoods of zero satisfying (1.1)–(1.4) and (1.5'). One can see, then, that if \( a_k \in V \) for each \( k \leq 1 \), then \( \mathcal{T}((a_k), (B_k)) \) is a nondiscrete topology finer than \( \mathcal{T} \). Furthermore, using the technique of the proof of Theorem 7.4, one can keep a sequence convergent to zero in \( \mathcal{T} \) bounded away from zero in \( \mathcal{T}((a_k), (B_k)) \), and thus assure that the latter topology is strictly finer than \( \mathcal{T} \).

This clearly violates the maximality of the chain \( \mathcal{M} \), so we must conclude that \( \mathcal{T} \) is not first countable.

8. Characterization results. Two properties shared by all inductive ring topologies are the properties of first countability and countable boundedness. We say that a ring topology on a ring \( A \) is countably bounded if \( A \) is the union of countably many sets bounded with respect to the topology.

To see that a topology \( \mathcal{T}((a_k), (B_k)) \) on a ring \( A \) has this latter property, note that by (1.5') the sets \( B_k \) are bounded. The property follows, then, from the fact that

\[
A = \bigcup_{k=1}^{\infty} (B_1 \cdot B_2 \cdots B_k \cup -B_1 B_2 \cdots B_k),
\]

and that products and finite unions of bounded sets are bounded.

It is natural to wonder if these two properties characterize all ring topologies which can be defined inductively. We shall see that they at least characterize for fields, the “weak” inductive topologies in the following sense.

**Definition.** A weak inductive ring topology is a topology \( \mathcal{T}((a_k), (B_k)) \) derived in exactly the same manner as an inductive ring topology, except that instead of (1.7) and (1.8), the sets \( B_k \) satisfy the following conditions.

(8.1) \( B_k = B'_k \cup B_k^* \) for all \( k \geq 1 \).

(1.7') \( B'_k \subseteq B'_n \subseteq B'_n \subseteq \cdots \).

(1.8') \( D' \cup -D' \) multiplicatively generates \( A \), \( D' = \bigcup_{k=1}^{\infty} B'_k \).

**Theorem 8.1.** Let \( \mathcal{T} \) be a ring topology on a commutative ring \( A \) with identity such that zero is a limit point of the set \( S = \{ a \in A : \text{The map } x \to ax \text{ is open} \} \). Then \( \mathcal{T} \) is a weak inductive ring topology if and only if \( \mathcal{T} \) is first countable and countably bounded.

**Proof.** The necessity of these two conditions holding for an inductive topology was just noted. The observation is equally valid for weak inductive topologies.

**Sufficiency.** Let \( (C_k) \) be a sequence of bounded subsets such that \( A = \bigcup_{k=1}^{\infty} C_k \). For each \( n \), let \( B'_n = \bigcup_{k=1}^{n} C_k \). Then the sets \( B'_n \) are bounded, and satisfy (1.7') and (1.8').
Since \( \mathcal{T} \) is first countable, we clearly can get a basic system \( \{ U_n : n \geq 0 \} \) of neighborhoods of zero which satisfies the following conditions for all \( n \geq 0 \).

\[(8.2) \quad U_n = -U_n, \]
\[(8.3) \quad U_{n+1} + U_{n+1} \subseteq U_n, \]
\[(8.4) \quad U_{n+1} \cdot U_{n+1} \subseteq U_n, \]
\[(8.5) \quad B_{n+1} \cdot U_{n+1} \subseteq U_n. \]

Now let \( B_n = B'_n \cup U_n \), and let \( a_n \) be any element of \( U_n \cap S \) for each \( n \geq 1 \). We will show that \( \mathcal{T} \) is the weak inductive topology \( \mathcal{T}_0 = \mathcal{T}((a_k), (B_k)) \).

Since \( a_n \in U_n \) for each \( n \), it is an easy inductive proof to show that each of the sets \( V_n \) given by (1.18) for \( \mathcal{T}_0 \) is contained in \( U_n \). Thus, the \( \mathcal{T}_0 \)-neighborhood of zero \( V_n \) is contained in \( U_n \) for each \( n \), so \( \mathcal{T} \subseteq \mathcal{T}_0 \).

Since \( U_{n+1} \subseteq B_{n+1} \), clearly \( U_{n+1} \cdot a_{n+1} \subseteq V_{n+1} \subseteq V_n \), by (1.11) and (1.18). Since \( a_{n+1} \in S \), \( a_{n+1} \cdot U_{n+1} \) is a \( \mathcal{T} \)-neighborhood of zero, so \( \mathcal{T}_0 \subseteq \mathcal{T} \).

**Corollary 8.2.** A ring topology \( \mathcal{T} \) on a field is a weak inductive ring topology if and only if it is first countable and countably bounded.

We have not been able to prove that every first countable, countably bounded ring topology on an arbitrary commutative ring with identity is inductive. However, the following theorem asserts that all such topologies can be in a sense approximated by inductive topologies.

**Theorem 8.3.** If \( \mathcal{T} \) is a first countable, countably bounded ring topology on a commutative ring \( A \) with identity, then \( \mathcal{T} \) is the infimum (in the lattice of all topologies on \( A \)) of the set of all inductive ring topologies which are finer than \( \mathcal{T} \).

**Proof.** Let \( B_1 \subseteq B_2 \subseteq B_3 \subseteq \cdots \) be a chain of bounded subsets of \( A \) such that \( A = \bigcup_{n=1}^{\infty} B_n \). As in Theorem 8.1, one can inductively define a basic system \( \{ U_n : n \geq 0 \} \) of neighborhoods of zero for \( \mathcal{T} \) satisfying conditions (8.2)-(8.4) for all \( n \geq 0 \), and the further condition that \( B_{n+1} \cdot U_{n+1} \subseteq U_n \).

As was observed, for any sequence \( (a_k) \) such that \( a_k \in U_k \) for all \( k \), the inductive ring topology \( \mathcal{T} ((a_k), (B_k)) \) is finer than \( \mathcal{T} \). Thus, we see that the set \( \mathcal{A} \) of inductive ring topologies finer than \( \mathcal{T} \) is nonempty.

Let \( \mathcal{T}_0 = \inf \mathcal{A} \). Then clearly \( \mathcal{T}_0 \) is a finer topology than \( \mathcal{T} \), i.e., \( \mathcal{T} \subseteq \mathcal{T}_0 \). Suppose that \( \mathcal{T}_0 \) is strictly finer than \( \mathcal{T} \). This is equivalent to saying that the identity map \( I \) from \( (A, \mathcal{T}) \) onto \( (A, \mathcal{T}_0) \) is not continuous. That is, \( I \) does not preserve \( \mathcal{T} \)-limit points.

Thus, there is a subset \( S \) of \( A \), and a point \( x \) in \( A \) such that \( x \) is a \( \mathcal{T} \)-limit point of \( S \) but not a \( \mathcal{T}_0 \)-limit point of \( S \). As \( \mathcal{T} \) is first countable, we may extract a sequence \( (x_n) \) from \( S \) such that \( (x_n) \) converges to \( x \) in \( \mathcal{T} \).

As \( (x_n) \) converges to \( x \) in \( \mathcal{T} \), \( (x_n - x) \) converges to zero in \( \mathcal{T} \). Let us choose a subsequence \( (x_{n_k}) \) of \( (x_n) \) so that for each \( k \), \( x_{n_k} - x \in U_k \).
Then, as was noted above, \( T((x_{nk} - x), (B_k)) \) is an inductive ring topology finer than \( T \), and hence, \( T_0 \subseteq T((x_{nk} - x), (B_k)) \). But in \( T((x_{nk} - x), (B_k)) \), the sequence \( (x_{nk} - x) \) converges to zero, and hence, \( (x_{nk}) \) converges to \( x \). Now as \( T_0 \) is coarser than \( T((x_{nk} - x), (B_k)) \), it follows that \( (x_{nk}) \) also converges to \( x \) in \( T_0 \). This is a contradiction, since \( \{x_{nk} : k \geq 1\} \subseteq S \), and \( x \) is not a \( T_0 \)-limit point of \( S \). Hence, we conclude that \( T = T_0 \).

As has been observed, inductive topologies do not in general have the property of local boundedness. (An example of one which does not is gotten by taking a nondiscrete, Hausdorff inductive topology on an algebraic field. By Theorem 6.1, this topology is not locally bounded.) However, local boundedness is a sufficient condition for a first countable ring topology on a field to be inductive, as we shall see shortly. As a corollary of this result, we will get an interesting characterization of all first countable, locally bounded ring topologies on a countable field. To do this, however, we will need a way of building local boundedness into an inductive topology, which the following definition gives us.

**Definition.** An inductive locally bounded ring topology on \( A \), denoted by \( T_0((a_k), (B_k)) \) is derived in exactly the same manner as an inductive ring topology, except that the definition of the set \( W_{r+1}^k \) for \( r+1 \) is changed from (1.11) to the following.

\[
W_{r+1}^k = \left( \left( \bigcup_{s=r+1}^{k+1} W_{r+1}^s \right) \cup \left( \bigcup_{s=r+1}^{k+1} W_{r+1}^s \right) \right)
\]

(8.6)

This change clearly builds into the set \( W_0 \) the property that \( W_0 \cdot W_{n+1} \subseteq W_n \) for all \( n \geq 0 \). Then also by (1.19), \( V_0 \cdot V_{n+1} \subseteq V_n \) for all \( n \), so \( V_0 \) is a bounded neighborhood of zero.

With local boundedness built into an inductive topology in this way, the problem of finding sufficient conditions for Hausdorffness becomes very difficult, since Lemmas 2.1 and 2.2 are no longer true.

**Theorem 8.4.** Let \( K \) be a field, and let \( T \) be a first countable, locally bounded ring topology on \( K \). Then \( T \) is both an inductive ring topology and an inductive locally bounded ring topology.

**Proof.** Since the discrete topology is \( T((a_k), (B_k)) \) or \( T((a_k), (B_k)) \), where \( a_k = 0 \) for all \( k \), and therefore is both inductive and inductive locally bounded, let us assume in what follows that \( T \) is nondiscrete.

Let \( U \) be a bounded, symmetric neighborhood of zero such that \( 1 \in U \) and \( U \cdot U \subseteq U \). Let \( (b_n)_{n=1} \) be any sequence of nonzero elements which converges to zero. Then \( \{b_n U : n \geq 1\} \) is a basic system of neighborhoods of zero for \( T \).
We will inductively extract from \((b_n)\) a subsequence \((a_k) = (b_{n_k})\) such that the basic system \(\{a_k U : k \geq 1\}\) has certain special properties.

To begin the inductive definition, let \(a_0 = 1\). Assume now that \(a_0, a_1 = b_{n_1}, a_2 = b_{n_2}, \ldots, a_k = b_{n_k}\) have been defined. As \(a_k U\) is a neighborhood of zero, we can find neighborhoods \(N_1 - N_4\) of zero such that

\[
\begin{align*}
N_1 + N_1 &\subseteq a_k U; \\
N_2 \cdot N_2 &\subseteq a_k U; \\
T_k \cdot N_3 &\subseteq a_k U; \\
N_4 \cdot U &\subseteq a_k U.
\end{align*}
\]

Here, and in what follows, \(T_k\) is the finite set \(\{(a_{r-1}/a_r) : 1 \leq r \leq k\}\) for all \(k \geq 1\).

Now fix some integer \(r > n_k\) such that \(b_r U \subseteq \bigcap_{j=1}^{r} N_j\). Let \(a_{k+1} = b_{n_{k+1}} = b_r\).

Letting \(U_n = a_n U\) for each \(n \geq 0\), we then have that \(\{U_n : n \geq 0\}\) is a basic system of \(\mathcal{I}\)-neighborhoods of zero which satisfies the following conditions for all \(n \geq 0\).

\[
\begin{align*}
U_{n+1} + U_{n+1} &\subseteq U_n, \\
U_{n+1} \cdot U_{n+1} &\subseteq U_n, \\
T_{n+1} \cdot U_{n+1} &\subseteq U_n; \\
U_{n+1} \cdot U_0 &\subseteq U_n.
\end{align*}
\]

We next note that \(D' = U \cup \{(a_n/a_{n+1}) : n \geq 0\}\) multiplicatively generates \(A\). To see this, let \(x\) be any element of \(A\). As \((a_n)\) converges to zero, \(a_n x\) is in \(U\) for some \(n\). Since

\[
x = (xa_{n})(a_{n-1}/a_n)(a_{n-2}/a_{n-1})\cdots(a_1/a_2)(a_0/a_1),
\]

we see that \(x\) is a product of elements of \(D'\).

Let \((S_k)\) be a sequence of subsets of \(U\) such that \(S_1 \subseteq S_2 \subseteq \cdots \subseteq U\), and \(\bigcup_{k=1}^{\infty} S_k = U\). For each \(k \geq 1\), let

\[
B_k = S_k \cup T_k \cdot S_k \cup T_k.
\]

Then \(B_1 \subseteq B_2 \subseteq \cdots\), and since \(D' \subseteq D = \bigcup_{k=1}^{\infty} B_k\), \(D\) multiplicatively generates \(A\). Also, one may easily see that \(B_{k+1} \cdot U_{n+1} \subseteq U_n\) for all \(n \geq 0\). As \(a_k\) is in \(U_k\) for \(k \geq 1\), it follows, as in Theorem 8.1, that the inductive ring topology \(\mathcal{T}_0 = \mathcal{T}(\{a_k\}, \{B_k\})\) is finer than \(\mathcal{I}\). That is, \(\mathcal{I} \subseteq \mathcal{T}_0\). Similarly, the inductive locally bounded topology \(\mathcal{T}_1 = \mathcal{T}(\{a_k\}, \{B_k\})\) is also finer than \(\mathcal{I}\).

We shall now show that \(\mathcal{T}_0 \subseteq \mathcal{I}\) and \(\mathcal{T}_1 \subseteq \mathcal{I}\). Considering both cases together, since one argument suffices for both, let \(\{V_n : n \geq 0\}\) be the basic system of neighborhoods of zero for \(\mathcal{T}_0\) or \(\mathcal{T}_1\) given by (1.19). It is clearly sufficient to show that for all \(n \geq 1\),

\[
U_n \subseteq V_n.
\]
To see that (8.12) holds, let $x$ be any element of $U_n$. Then as $U_n = a_n U$, $x = a_n x_0$ for some $x_0$ in $U$. Then $x_0$ is in $S_k$ for some $k$. Clearly we may take $k$ so that $k > n$.

Now by (8.11), $(a_{k-1}/a_k)x_0 \in B_k$, so by (1.5'),

$$x_0 a_{k-1} = x_0 (a_{k-1}/a_k) a_k \in B_k, V_k \subseteq V_{k-1}.$$  

As $(a_{k-2}/a_{k-1}) \in B_{k-1}$ by (8.11),

$$x_0 a_{k-2} = (a_{k-2}/a_{k-1}) x_0 a_{k-1} \in B_{k-1}, V_{k-1} \subseteq V_{k-2}.$$  

Repeating this procedure, we see by induction that $x_0 a_{k-j} \in V_{k-j}$, for $1 \leq j \leq k$, and so in particular,

$$x = x_0 a_n = x_0 a_{k-(k-n)} \in V_{k-(k-n)} = V_n.$$  

This shows that (8.12) holds for all $n \geq 1$, and so it follows that $\mathcal{T}_0 \subseteq \mathcal{T}$ and $\mathcal{T}_1 \subseteq \mathcal{T}$. Thus, $\mathcal{T}$ is the inductive ring topology (inductive locally bounded ring topology) determined by the sequences $(a_n)$ and $(B_n)$.

**Corollary 8.5.** An inductive locally bounded ring topology on a field is an inductive ring topology.

We note that one could give a simpler proof of Theorem 8.4 by defining the sequence $(a_k)$ as was done and observing that $\mathcal{T} = \mathcal{T}((a_k), (C_k))$, where $C_k = U$ for each $k$. However, when $K$ is a countable field, it would be of some interest to know if a ring topology $\mathcal{T}$ is an inductive ring topology $\mathcal{T}((a_k), (B_k))$, where the sets $B_k$ are finite. We see from (8.11) that if $U$ is countable, (i.e., $K$ is countable), then we may take the sets $B_k$ to all be finite. This leads us to make the following definition.

**Definition.** Any of the inductive topologies $\mathcal{T}((a_k), (B_k))$ or $\mathcal{T}_0((a_k), (B_k))$ will be called *finitely generated* if each of the sets $B_k$ is finite.

We are able to get, then, from Theorem 8.4, the following characterization of all first countable, locally bounded ring topologies on a countable field $K$.

**Corollary 8.6.** The class of all first countable, locally bounded ring topologies on a countable field $K$ is precisely the class of all finitely generated, inductive locally bounded ring topologies.

It is easily seen that if the sets $B_n$ are all finite, then the sets $V_n$ given by (1.18) are also finite. Thus, Corollary 8.6 gives an effective method for approximating a basic system of neighborhoods of zero for any first countable, locally bounded ring topology on any countable field.
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