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1. Introduction. Let $C$ be a convex subset of a linear topological space and $E$ another linear topological space. Suppose that $T$ is a map from $C$ to $2^E$, the family of all nonempty subsets of $E$. An affine continuous function from $C$ to $E$ is called an affine continuous selection for $T$ if $f(c) \in T(c)$ for every $c \in C$. The first aim of this paper is to find sufficient conditions for the existence of an affine continuous selection for $T$ when $C$ is a compact convex subset of a locally convex linear topological space. Two restrictions imposed on $T$ are quite natural in this connection. We confine ourselves only to affine maps $T$, that is, maps for which $T(c)$ is a nonvoid convex subset of $E$ for every $c \in C$ and

$$\lambda T(c_1) + (1 - \lambda)T(c_2) \subset T(\lambda c_1 + (1 - \lambda)c_2)$$

whenever $0 < \lambda < 1$ and $c_1, c_2 \in C$. Besides, we require from $T$ to be a lower semicontinuous map i.e., for any open set $U \subset E$, \( \{ c \in C : T(c) \cap U \neq \emptyset \} \) is a relatively open subset of $C$. The existence of continuous selections for lower semicontinuous maps defined on topological spaces was intensively studied by Michael in a series of papers from which [17] and [18] are the closest to our subject. Michael showed that if a set-valued map has in a certain sense enough continuous selections it must be lower semicontinuous. We use here some of the methods and the patterns developed by Michael.

We prove that the problem of finding an affine continuous selection has always a solution when $E$ is a Fréchet space if and only if the domain of $T$ is a simplex (Theorem 3.1, Corollary 3.3). A compact convex subset $K$ of a locally convex linear topological space $F$ is called a simplex if the cone $W$ with the origin as vertex and having $K$ as its base induces a lattice ordering in the subspace $C - C$. Of course, we tacitly assumed that $K$ is situated in a hyperplane of $F$ not passing through the origin but it is easily seen that this is not an essential restriction. This definition expresses an intrinsic property of $K$ and it is equivalent with the uniqueness of integral representations of the points of $K$ by maximal probability measures on $K$. The fundamental properties of simplexes may be found in [5] or [20].
The selection theorem we prove helps us to investigate those Banach spaces which admit a representation as spaces of affine continuous functions on simplexes. Semadeni [21] proved that a compact convex set is a simplex if and only if the space of affine continuous functions on it with the supremum norm has the finite binary intersection property (F.2.I.P.) that is, if every finite collection of mutually intersecting closed balls has a nonvoid intersection (cf. [15]). By this and by [15, Theorem 4.7] any Banach space with the F.2.I.P. and at least one extreme point on its unit ball can be represented by the space of affine continuous functions on a suitable simplex. In §3 we prove a theorem concerning simultaneous extension for such spaces which is a generalization of the Borsuk-Dugundji-Arens extension theorem (cf. [4], [7], [3]).

The F.2.I.P. plays an important role in the theory of extension of compact operators. Lindenstrauss proved that a Banach space $X$ has the F.2.I.P. if and only if $X^*$ is an $L$-space or, if and only if any compact operator with the range in $X$ has an "almost" norm preserving extension (see [15, Theorem 6.1] for a precise formulation of this result). In [15] some criteria for the existence of norm preserving extensions of compact operators are proved as well as examples which show that in general a norm preserving extension may fail to exist. In §4 we bring two other criteria when the range space has at least one extreme point on its closed unit ball (i.e., the range is the space of affine continuous functions on a simplex with the supremum norm). Examples given in §5 show that in a certain sense these criteria are the best possible.

In the appendix of this paper we prove a theorem concerning the existence of continuous nearest point maps from $l_1$ onto its one-dimensional subspaces. This lemma is needed in the construction of one of the examples given in §5.

All the linear spaces considered are over the reals. We follow the standard terminology and notations of [6] and [8].

If $X$ is a Banach space, $x \in X$ and $r > 0$ then we denote by $S_X(x, r)$ the closed ball of $X$ with the center in $x$ and the radius $r$. The closed unit ball of $X$ is denoted also by $S_X$. When we refer to the topology of $X$ we mean its norm topology if no other topology is specified.

If $M$ is a set, $1_M$ denotes the function identically 1 on $M$. If $M \supset N$ and $f$ is a function defined on $M$, $f|_N$ denotes the restriction of $f$ to $N$. By $2^M$ we denote the family of all nonvoid subsets of $M$.

In the sequel we assume, unless stated otherwise, that $K$ is a simplex. A subset $F$ of $K$ is called a face of $K$ if it is convex and if the relations $0 < \lambda < 1$, $k_1, k_2 \in K$, $\lambda k_1 + (1 - \lambda)k_2 \in F$ imply $k_1, k_2 \in F$. By $\partial K$ we denote the set of extreme points of $K$. $A(K)$ (and if no confusion is possible just $A$) is the space of affine continuous functions on $K$ with the supremum norm.

If we define $T: K \to A^*$ by $Tk(f) = f(k)$ for every $k \in K$ and $f \in A$ then $T$ is an affine homeomorphism and it is often convenient to consider $K$ embedded in this way in $A^*$. 
$K$ is called an $r$-simplex (cf. [1]) if $\partial K$ is closed. For an $r$-simplex $A(K) = C(\partial K)$ and conversely, any space of continuous functions on a compact Hausdorff space can be represented as the space of affine continuous functions on an $r$-simplex.

2. A collection of nonnegative functions $\{\psi_j\}_{j=1}^m \subset A$ is called a partition of unity on $K$ if $\sum_{j=1}^m \psi_j = 1_K$. In [13] we proved the existence of certain partitions of unity on simplexes. The corollary of the subsequent lemma provides us with another type of partitions of unity which is more adequate to our purposes here.

**Lemma 2.1.** Let $\{f_i\}_{i=1}^n$, $\{g_i\}_{i=1}^n$ be two subsets of $A$ and let $\{k_i\}_{i=1}^p \subset \partial K$ ($k_{i_1} \neq k_{i_2}$ if $l_1 \neq l_2$). Assume that there are functions $\{\phi_i\}_{i=1}^n$ defined on $\partial K$ such that

\begin{equation}
\phi_i(k) = \beta_{j1}, \quad 1 \leq j \leq m, \quad 1 \leq l \leq p.
\end{equation}

Then there exist functions $\{\psi_i\}_{i=1}^m \subset A$ such that

\begin{equation}
f_i \leq \sum_{j=1}^m \alpha_{ij} \phi_j \leq g_i, \quad 1 \leq i \leq n,
\end{equation}

(everywhere on $K$) and

\begin{equation}
\psi_i(k) = \beta_{j1}, \quad 1 \leq j \leq m, \quad 1 \leq l \leq p.
\end{equation}

**Proof.** We shall proceed by induction on $m$. Suppose that $m = 1$ and we are given

\begin{equation}
f_i \leq \alpha_{i1} \phi_1 \leq g_i, \quad 1 \leq i \leq n,
\end{equation}

\begin{equation}
\phi_1(k) = \beta_{11}, \quad 1 \leq l \leq p.
\end{equation}

Without loss of generality we may suppose $\alpha_{i1} \geq 0$, $1 \leq i \leq n$. Consider

\begin{align*}
\mathcal{F}_1' &= \left\{ \frac{1}{\alpha_{i1}} f_i : \alpha_{i1} \neq 0 \right\}, \\
\mathcal{F}_1'^* &= \left\{ \frac{1}{\alpha_{i1}} g_i : \alpha_{i1} \neq 0 \right\}.
\end{align*}

By (5), on $\partial K$ any function of $\mathcal{F}_1'$ is not greater than any function of $\mathcal{F}_1'^*$ and according to a known principle of maximum [5, Lemma 17] this is true for all $K$.

If we define

\begin{align*}
h_i'(k) &= \max \{ f(k) : f \in \mathcal{F}_1' \}, \quad h_i'^* = \min \{ f(k) : f \in \mathcal{F}_1'^* \}, \quad k \in K,
\end{align*}

then $h_i', -h_i'^*$ are convex continuous functions on $K$ and $h_i' \leq h_i'^*$. Moreover, $h_i'(k_l) \leq h_i'^*(k_l)$, $1 \leq l \leq p$. Since $co (k_1, \ldots, k_l)$ is a closed face of $K$, a theorem of
Edwards [9, p. 12] yields a function \( \psi_1 \in A \) such that \( \psi_1(k_i) = \beta_{ji}, \ 1 \leq i \leq p, \) and \( h'_i \leq \psi_1 \leq h^*_i. \) Then clearly \( \psi_1 \) satisfies \( f_i \leq a_{1i} \psi_1 \leq g_i \) whenever \( a_{1i} \neq 0 \) and by (5),

\[
f_i|\partial K \leq a_{1i} \psi_1|\partial K \leq g_i|\partial K
\]

whenever \( a_{1i} = 0. \) The above quoted principle of maximum implies that (6) holds everywhere on \( K \) and this completes the first step of the proof.

Suppose now that the lemma is true for \( m-1 \) functions and we are given (1) and (2). As before we assume \( a_{im} \geq 0, \ 1 \leq i \leq n. \) From (1) we get

\[
\frac{1}{\alpha_{im}} f_i - \sum_{j=1}^{m-1} \frac{\alpha_{ij}}{\alpha_{im}} \phi_j \leq \phi_m \leq \frac{1}{\alpha_{im}} g_i - \sum_{j=1}^{m-1} \frac{\alpha_{ij}}{\alpha_{im}} \phi_j, \quad \text{on } \partial K,
\]

whenever \( \alpha_{im} \neq 0. \) For any \( r \) and \( s \) such that \( \alpha_{rm} \neq 0 \neq \alpha_{sm} \) we have

\[
\frac{1}{\alpha_{rm}} f_r - \frac{1}{\alpha_{sm}} g_s \leq \sum_{j=1}^{m-1} \left( \frac{\alpha_{rj}}{\alpha_{rm}} - \frac{\alpha_{sj}}{\alpha_{sm}} \right) \phi_j \leq \frac{1}{\alpha_{rm}} g_r - \frac{1}{\alpha_{sm}} f_s, \quad \text{on } \partial K.
\]

The functions \( \phi_1, \ldots, \phi_{m-1} \) satisfy also

\[
f_i|\partial K \leq \sum_{j=1}^{m-1} \alpha_{ij} \phi_j \leq g_i|\partial K
\]

if \( \alpha_{im} = 0. \)

Applying the induction hypothesis to (8) or (9), we can find \( \{\psi_j\}_{j=1}^{m-1} \subset A \) such that

\[
\psi_j(k_i) = \beta_{ji}, \quad 1 \leq j \leq m-1, \ 1 \leq l \leq p,
\]

\[
\frac{1}{\alpha_{rm}} f_r - \sum_{j=1}^{m-1} \frac{\alpha_{rj}}{\alpha_{rm}} \phi_j \leq \phi_m \leq \frac{1}{\alpha_{sm}} g_s - \sum_{j=1}^{m-1} \frac{\alpha_{sj}}{\alpha_{sm}} \psi_j
\]

whenever \( \alpha_{rm} \neq 0 \neq \alpha_{sm} \) and

\[
f_i \leq \sum_{j=1}^{m-1} \alpha_{ij} \psi_j \leq g_i
\]

if \( \alpha_{im} = 0. \) Using Edwards' theorem in the same way as above we obtain the function \( \psi_m \) which satisfies (3) and (4).

**Corollary 2.2.** Let \( \{f_i\}_{i=1}^{n} \subset A \) and \( \epsilon > 0. \) Suppose that \( \{\phi_j\}_{j=1}^{n} \subset \text{nonnegative functions defined on } \partial K, \{k_j\}_{j=1}^{n} \subset \partial K \) and \( \alpha_{ij}, 1 \leq i \leq n, 1 \leq j \leq m, \) are real numbers such that:

1. \( \sum_{j=1}^{n} \phi_j = 1; \)
2. \( \phi_j(k_i) = \delta_{ij}, \ 1 \leq j \leq m, 1 \leq l \leq m; \)
3. \( |f_i(k) - \sum_{j=1}^{n} a_{ij} \phi_j(k)| \leq \epsilon \)

for any \( k \in \partial K, 1 \leq i \leq n. \)

Then there exists a partition of unity \( \{\psi_j\}_{j=1}^{n} \subset A \) such that:

1. \( \psi_j(k_i) = \delta_{ij}, \ 1 \leq j \leq m, 1 \leq l \leq m; \)
2. \( |f_i(k) - \sum_{j=1}^{n} a_{ij} \psi_j(k)| \leq \epsilon \) for every \( k \in K, 1 \leq i \leq n. \)
Proof. The functions $\phi_1, \ldots, \phi_{m-1}$ satisfy the relations:

1. $f_i - e - a_{im} \leq \sum_{i=1}^{n-1} (a_i - a_{im}) \phi_i \leq f_i + e - a_{im}, 1 \leq i \leq n$, on $\partial K$,
2. $0 \leq \sum_{j=1}^{m-1} \phi_j \leq 1$,
3. $0 \leq \phi_j \leq 1, 1 \leq j \leq m - 1$,
4. $\phi_j(x_i) = \delta_j, 1 \leq j \leq m - 1, 1 \leq i \leq m$.

By the preceding lemma there exists $\psi_1, \ldots, \psi_{m-1}$ in $A$ such that (1)–(4) are valid when $\psi_j$ stand instead of $\phi_j$. Defining $\psi_m = 1 - \sum_{j=1}^{m-1} \psi_j$, we obtain a partition of unity on $K$ which obviously satisfies (iv) and (v).

Lemma 2.3. Let $E$ be a linear topological space and $T$ an affine lower semicontinuous map from $K$ to $2^E$. Let $f$ be a continuous linear functional on $E$.

(a) $f^*(k) = \sup_{x \in T(k)} f(x), f_*(k) = \inf_{x \in T(k)} f(x)$ then $f^*, -f_*$ are concave lower semicontinuous (single-valued) functions on $K$ ($f^*: K \to (-\infty, \infty], f_*: K \to [-\infty, \infty)$).

(b) Let $f' \in A$ with $f_2 \leq f' \leq f^*$ and $\varepsilon > 0$. The map $T': K \to 2^E$ defined by

$$T'(k) = T(k) \cap f^{-1}([f'(k) - \varepsilon, f'(k) + \varepsilon])$$

is affine and lower semicontinuous.

Proof. (a) It is enough to prove the assertion for $f^*$. Pick $k_1, k_2 \in K, \lambda \in [0, 1]$. Then

$$f^*(\lambda k_1 + (1 - \lambda)k_2) = \sup \{f(x) : x \in T(\lambda k_1 + (1 - \lambda)k_2)\}$$

$$\geq \sup \{f(x) : x \in \lambda T(k_1) + (1 - \lambda)T(k_2)\}$$

$$\geq \lambda \sup_{x \in T(k_1)} f(x) + (1 - \lambda) \sup_{x \in T(k_2)} f(x)$$

$$= \lambda f^*(k_1) + (1 - \lambda) f^*(k_2)$$

which means that $f^*$ is concave.

Let $a$ be any real number. Obviously,

$$\{k \in K; f^*(k) > a\} = \{k \in K : \exists x \in T(k), f(x) > a\}$$

$$= \{k \in K : T(k) \cap f^{-1}([a, \infty)) \neq \emptyset\}.$$ $T$ being lower semicontinuous the last set is open in $K$ and this implies that $f^*$ is lower semicontinuous.

(b) Clearly $T'(k)$ is a convex nonvoid subset of $E$ for every $k \in K$. Let us show that

(1) $\lambda T'(k_1) + (1 - \lambda)T'(k_2) \subseteq T'(\lambda k_1 + (1 - \lambda)k_2)$ for any $k_1, k_2 \in K, 0 < \lambda < 1$.

Pick $x_i \in T'(k_i), i = 1, 2$. Then $x_i \in T(k_i)$ and $f'(k_i) - \varepsilon < f(x_i) < f'(k_i) + \varepsilon$. Since $f, f'$ and $T$ are affine we have

$$f'(\lambda k_1 + (1 - \lambda)k_2) - \varepsilon < f(\lambda x_1 + (1 - \lambda)x_2) < f'(\lambda k_1 + (1 - \lambda)k_2) + \varepsilon$$

and

$$\lambda x_1 + (1 - \lambda)x_2 \in T(\lambda k_1 + (1 - \lambda)k_2).$$

Hence

$$\lambda x_1 + (1 - \lambda)x_2 \in T'(\lambda k_1 + (1 - \lambda)k_2)$$

and this proves (1).
To prove that $T'$ is lower semicontinuous we use a device of Michael [18]. Let $U$ be an open subset of $E$. We have to show that $V = \{ k \in K : T'(k) \cap U \neq \emptyset \}$ is open in $K$. Let $k_0 \in V$ and $x_0 \in T'(k_0) \cap U$. Then $x_0 \in T(k_0) \cap U$ and $f'(k_0) - \varepsilon < f(x_0) < f'(k_0) + \varepsilon$.

Choose $\varepsilon'$ such that $0 < \varepsilon' < \varepsilon$ and $f'(k_0) - \varepsilon' < f(x_0) < f'(k_0) + \varepsilon'$. The sets

$$W_1 = \{ k \in K : T(k) \cap U \cap f^{-1}[(f'(k_0) - \varepsilon', f'(k_0) + \varepsilon')] \neq \emptyset \},$$

$$W_2 = \{ k \in K : f'(k_0) - \varepsilon + \varepsilon' < f'(k) < f'(k_0) + \varepsilon - \varepsilon' \}$$

are open in $K$ and $k_0 \in W_1 \cap W_2$. The proof will be achieved if we show that $W_1 \cap W_2 \subseteq V$.

Pick $k \in W_1 \cap W_2$. By the definition of $W_1$, $W_2$ there exists $x \in T(k) \cap U$ such that

$$f'(k) - \varepsilon < f'(k_0) - \varepsilon' < f'(k_0) + \varepsilon' < f'(k) + \varepsilon.$$

Hence $x \in T'(k) \cap U$. We showed that for any $k \in W_1 \cap W_2$ the set $T'(k) \cap U \neq \emptyset$ i.e., $W_1 \cap W_2 \subseteq V$. This concludes the proof of the lemma.

If $F$ is a metrizable locally convex linear topological space then it is well known that there is a nondecreasing sequence of seminorms on $E$, $p_1 \leq p_2 \leq \cdots \leq p_n \leq \cdots$, which defines the topology of the space. A metric on $E$ compatible with its topology and invariant with respect to translations is:

$$\rho(x, y) = \sum_{n=1}^{\infty} \frac{1}{2^n} \frac{p_n(x-y)}{1 + p_n(x-y)}, \quad x, y \in E.$$

In the next lemma we shall use this metric as well as the following notation: if $x \in E$ and $r > 0$ then

$$R(r, x) = \{ y \in E : \rho(x, y) < r \},$$

$$R^n(r, x) = \{ y \in E : p_n(x-y) < r \}.$$

**Lemma 2.4.** Let $E$ be a metrizable locally convex linear topological space, $T : K \to 2^E$ an affine lower semicontinuous map and $\varepsilon > 0$. There exist an affine lower semicontinuous transformation $T' : K \to 2^E$, a partition of unity on $K$, $\{\psi_j\}_{j=1}^{n} \subseteq A$, a subset $\{k_j\}_{j=1}^{m} \subseteq \partial K$ and a subset $\{y_j\}_{j=1}^{n} \subseteq E$ such that $\psi(k) = 1$, $1 \leq j \leq m$, and

1. $T'(k) \subseteq T(k) \cap R(\varepsilon, \sum_{j=1}^{n} \psi_j(k) y_j)$

for any $k \in K$.

**Proof.** Choose an integer $N$ such that

2. $\sum_{n=N+1}^{\infty} 1/2^n < \varepsilon/8$.

For any $x \in E$ put $U_x = \{ k \in K : T(k) \cap R^n(\varepsilon/8, x) \neq \emptyset \}$. The family $\{U_x\}_{x \in E}$ is an open covering of $K$. Let $U_{x_1}, \ldots, U_{x_p}$ be a finite subcovering extracted from it. Denote

$$C = R^n(\varepsilon/8, 0) + \co (x_1, \ldots, x_p).$$

$C$ is an open convex subset of $E$ and for any $k \in K$, $C \cap T(k) \neq \emptyset$. It is easy to see
that the map $T_0: K \to 2^B$ defined by $T_0(k) = C \cap T(k)$ is affine and lower semi-
continuous.

Let

$$D = C - \text{co} (x_1, \ldots, x_p) = R^n(\epsilon/2, 0) + \text{co} (x_1, \ldots, x_p) - \text{co} (x_1, \ldots, x_p).$$

Since $\text{co} (x_1, \ldots, x_p) - \text{co} (x_1, \ldots, x_p)$ is a compact subset of $E$, by a well-known
consequence of the Hahn-Banach theorem we can find $\{f_i\}_{i=1}^n \subset E^*$ such that

$$p_N(x) - \epsilon/2 \leq \max_{1 \leq i \leq n} |f_i(x)| \leq p_N(x)$$

for any $x \in D$.

Define, for $k \in K$,

$$(f_i)^*(k) = \sup_{x \in T_0(k)} f_i(x), \quad (f_i)_*(k) = \inf_{x \in T_0(k)} f_i(x).$$

By Lemma 2.3 $(f_i)^*$ and $(-f_i)_*$ are concave lower semicontinuous functions.

From a theorem of Edwards [9, Theorem 3] it follows that there exists $f'_i \in A$ such
that $(f_i)^* \leq f'_i \leq (f_i)^*$. By Lemma 2.3 the transformation

$$T_1(k) = T_0(k) \cap f_1^{-1}[(f'_1(k) - \epsilon/8, f'_1(k) + \epsilon/8)]$$

is affine and lower semicontinuous. Clearly, if $x \in T_1(k)$ then $|f_i(x) - f'_i(k)| < \epsilon/8$.

Let $i$ be a natural number, $1 \leq i \leq n$. Suppose that we have found $T_i: K \to 2^B$
affine and lower semicontinuous and $\{f'_i\}_{i=1}^n \subset A$ such that for any $k \in K$, $T_i(k)$
$c T_0(k)$ and if $x \in T_i(k)$ then $|f_i(x) - f'_i(k)| < \epsilon/8, 1 \leq i \leq i$.

Using the functions

$$(f_i + 1)^*(k) = \sup_{x \in T_0(k)} f_i(x), \quad (f_i + 1)_*(k) = \inf_{x \in T_0(k)} f_i(x)$$
in the same manner as we did for $(f_i)^*$ and $(f_i)_*$ we get $f'_{i+1} \in A$ such that the map

$$T_{i+1}(k) = T_i(k) \cap f_{i+1}^{-1}[(f'_{i+1}(k) - \epsilon/8, f'_{i+1}(k) + \epsilon/8)]$$
is affine and lower semicontinuous. Clearly, if $x \in T_{i+1}(k)$ then $|f_i(x) - f'_i(k)| < \epsilon/8, 1 \leq i \leq i+1$.

Finally, we get an affine and lower semicontinuous transformation $(T_n = ) T^n: K \to 2^B$ and functions $\{f'_n\}_{i=1}^n \subset A$ such that $T^n(k) \subset T_0(k) \subset T(k)$ for any $k \in K$ and

if $x \in T^n(k)$ then

$$|f_i(x) - f'_i(k)| < \epsilon/8, 1 \leq i \leq n.$$

Define for any $y \in \text{co} (x_1, \ldots, x_p)$ the set

$$V_y = \{k \in \text{cl} (\partial K) : T^n(k) \cap R^n(\epsilon/2, y) \neq \emptyset\}.$$

$V_y$ is relatively open in $\text{cl} (\partial K)$ and from $T^n(k) \subset T_0(k) \subset C$ it follows that the
family $\{V_y\}_{y \in \text{co} (x_1, \ldots, x_p)}$ is a covering of $\text{cl} (\partial K)$. Choose a finite subcovering:
$V_{y_1}, \ldots, V_{y_m}$ ($\{y_j\}_{j=1}^m \subset \text{co} (x_1, \ldots, x_p)$). The sets $V_{y_j} = V_{y_j} \cap \partial K, 1 \leq j \leq m$, cover
$\partial K$ and we can assume without loss of generality that for any $j$, $1 \leq j \leq m$, there is
$k_j \in V_{y_j}$ such that $k_j \notin V_{y_{j'}}$ if $l \neq j$.

Define on $\partial K$ the following functions:

$$\phi_j(k) = 1 \quad \text{if} \quad j = \min \{l : k \in V_{y_l}\},$$
$$= 0 \quad \text{if} \quad j \neq \min \{l : k \in V_{y_l}\}, \quad 1 \leq j \leq m.$$
Clearly $\phi_j \geq 0$, $\phi_j(k) = \delta_j^k$ and $\sum_{j=1}^m \phi_j = 1$. Moreover, for any $k \in \partial K$ there is one index $j_k$ and only one such that $\phi_{j_k}(k) \neq 0$. For this index $k \in V_{j_k}$. Hence there exists $x_k \in T'(k)$ such that $p_N(x_k - y_{j_k}) < e/8$. This inequality can also be written in the following form:

$$p_N\left(x_k - \sum_{j=1}^m \phi_j(k) y_j\right) < \frac{e}{8}.$$ 

By (3)

$$\left| f_i(x_k) - \sum_{j=1}^m f_i(y_j) \phi_j(k) \right| < \frac{e}{8}, \quad 1 \leq i \leq n$$

(since $x_k - \sum_{j=1}^m \phi_j(k) y_j \in D$).

From this and (5) it follows that for any $k \in K$ and $1 \leq i \leq n$ we have

$$\left| f'_i(k) - \sum_{j=1}^m f_i(y_j) \phi_j(k) \right| \leq |f'_i(k) - f_i(x_k)| + \left| f_i(x_k) - \sum_{j=1}^m f_i(y_j) \phi_j(k) \right| \leq \frac{e}{4}.$$ 

The Corollary 2.2 yields us a partition of unity $\{\psi_j\}_{j=1}^m \subset A$ such that $\psi_j(k) = \delta_j^k$, $1 \leq j, l \leq m$, and

$$\left| f'_i(k) - \sum_{j=1}^m f_i(y_j) \psi_j(k) \right| \leq \frac{e}{8}, \quad 1 \leq i \leq n, k \in K.$$ 

We are going to show that $T'$ and $\{\psi_j\}_{j=1}^m$ fulfill the conclusion of the lemma. We have only to prove that for any $k \in K$

$$T'(k) \subset R(e, \sum_{j=1}^m \psi_j(k) y_j).$$

Pick $x \in T'(k)$. Then, by (5)

$$\left| f_i(x) - \sum_{j=1}^m f_i(y_j) \psi_j(k) \right| \leq |f_i(x) - f'_i(k)|$$

$$+ \left| f'_i(k) - \sum_{j=1}^m f_i(y_j) \psi_j(k) \right| \leq \frac{e}{4} + \frac{e}{8} = \frac{3e}{8}, \quad 1 \leq i \leq n.$$ 

Using (3) again we get

$$p_N\left(x - \sum_{j=1}^m \psi_j(k) y_j\right) \leq \frac{3e}{8} + \frac{e}{2} = \frac{7e}{8}.$$ 

This together with (2) and $p_1 \leq p_2 \leq \cdots \leq p_N$ yields

$$\rho\left(x, \sum_{j=1}^m \psi_j(k) y_j\right) < \frac{7e}{8} \sum_{n=1}^N \frac{1}{2^n} + \frac{e}{8} < e.$$ 

Hence (6) is proved and this concludes the proof of the lemma.

3. Now we are going to prove a theorem which is the adaptation for simplexes of a well-known selection theorem of Michael [17], [18].
Theorem 3.1. Let $E$ be a Fréchet space and $T: K \to 2^E$ an affine lower semicontinuous map such that $T(k)$ is closed for every $k \in K$. Then there exists an affine continuous selection for $T$ i.e. an affine continuous function $f: K \to E$ with $f(k) \in T(k)$ for each $k \in K$.

Proof. We assume that $E$ is equipped with the metric used in Lemma 2.4 and that $R(r, x)$ stands for $\{y \in E : \rho(x, y) < r\}$ if $x \in E$ and $r > 0$. We define inductively a sequence of affine lower semicontinuous maps $T_n: K \to 2^E$ and a sequence of affine continuous functions $f_n: K \to E$ such that for every $k \in K$, $T_{n+1}(k) \subseteq T_n(k)$ and $T_n(k) \subseteq R(1/2^n, f_n(k))$, $n = 1, 2, \ldots$.

$T_1$ and $f_1$ are those given by Lemma 2.4. Suppose that suitable $T_1, \ldots, T_n$ and $f_1, \ldots, f_n$ have already been chosen. From Lemma 2.4 we deduce the existence of an affine lower semicontinuous map $T_{n+1}: K \to 2^E$ and of an affine continuous function $f_{n+1}: K \to E$ such that for any $k \in K$,

$$T_{n+1}(k) \subseteq T_n(k) \cap R(1/2^{n+1}, f_{n+1}(k)).$$

Thus the existence of the desired sequences is proved.

Now, $\{T_n(k)\}_{n=1}^{\infty}$ is a nonincreasing sequence of nonvoid sets with diameters tending to 0. Hence $\bigcap_{n=1}^{\infty} \text{cl}(T_n(k))$ contains a point of $E$ and only one. Define for every $k \in K$

$$f(k) = \bigcap_{n=1}^{\infty} \text{cl}(T_n(k)).$$

Clearly $f(k) \in T(k)$ since $T(k)$ is closed and $T_n(k) \subseteq T(k)$. We have also that

$$\rho(f(k), f_n(k)) \leq 1/2^n$$

for any $k \in K$ which means that the sequence $\{f_n\}_{n=1}^{\infty}$ converges uniformly to $f$. Hence $f$ is affine and continuous and this concludes the proof of the theorem.

One naturally asks the question if it is possible to use Michael's selection theorem mentioned above in order to obtain a shorter proof of Theorem 3.1. For instance, if $\partial K$ is Borel measurable one may pick a continuous selection $g$ for $T|_{\partial K}$ and extend it by defining $f(k)$ to be the integral of $g$ with respect to the representing measure of $k$. Indeed, if $\partial K$ is closed then this procedure leads to an affine continuous selection for $T$ (see [2]). On the other hand, as shown by the following example, in the general case this extension of $g$ may be discontinuous.

Example 3.2. Let $A$ be the space of convergent sequences of real numbers $x = (x(n))_{n=1}^{\infty}$ which satisfy $\lim_{n \to \infty} x(n) = \frac{1}{2}(x(1) + x(2))$ with the usual supremum norm. It is known that there is a simplex $K$ such that $A = A(K)$ (cf. [15, p. 78] and the remark made in §1 about the representation of spaces with the F.2.I.P. having an extreme point on the closed unit ball). For instance, $K$ may be the positive part of the unit sphere of $A^* (= l_1)$ when $A$ is ordered by $x \preceq y \iff x(n) \geq y(n) \geq 0$, $n = 1, 2, \ldots$ and $A^*$ is equipped with the dual order. The extreme points of $K$ are the functionals $k_n(x) = x(n)$ and in its topology (the $w^*$-topology of $A^*$) $k_n \to \frac{1}{2}(k_1 + k_2)$. Consider
the map: \( T(k) = [0, 1], k \in K \). Clearly \( T \) is an affine lower semicontinuous map from \( K \) to \( 2^{(\infty, \infty)} \). Choose the following continuous selection for \( T|_{\partial K} : g(k_n) = 1/n \). The extension of \( g \) described above is

\[
F(k) = \sum_{n=1}^{\infty} \frac{a_n}{n}, \quad k = (a_1, a_2, \ldots) \in K.
\]

Obviously \( f \) is discontinuous at \( \frac{1}{2}(k_1 + k_2) \).

**Corollary 3.3.** Let \( K \) be a compact convex subset of a locally convex linear topological space. The following statements are equivalent:

(i) \( K \) is a simplex.

(ii) If \( E \) is a Fréchet space and \( T : K \to 2^E \) is an affine lower semicontinuous map with \( T(k) \) closed for every \( k \in K \) then \( T \) admits an affine continuous selection.

(iii) If \( T : K \to 2^{(\infty, \infty)} \) is an affine lower semicontinuous map and \( T(k) \) is closed for every \( k \in K \) then \( T \) admits an affine continuous selection.

**Proof.** (i) \( \Rightarrow \) (ii) has already been proved and (ii) \( \Rightarrow \) (iii) is trivial. Suppose (iii) is true. According to [5, Théorème 11] it is enough to show that for any convex and continuous function \( f \) given on \( K \) the function \( \tilde{f} : K \to (-\infty, \infty) \) defined by

\[
\tilde{f}(k) = \inf \{ g(k) : g \geq f, g \in A(K) \}
\]

is affine. This will become clear if we observe that the set \( \{ g : g \geq f, g \in A(K) \} \) is directed by \( \geq \). Indeed, let \( g_1, g_2 \geq f, g_1, g_2 \in A(K) \) and put \( h = \min (g_1, g_2) \). Then \( h \) is continuous and concave. Hence \( T(k) = [f(k), h(k)] \) is an affine lower semicontinuous map from \( K \) to \( 2^{(-\infty, \infty)} \). If \( g \in A(K) \) is a selection for \( T \) then \( f \leq g \leq h \) and this completes the proof.

**Corollary 3.4.** Let \( E \) and \( T \) be as in Theorem 3.1. If \( F \) is a closed face of the simplex \( K \) and \( f : F \to E \) is an affine continuous selection for \( T|_F \) then there exists an affine continuous selection for \( T \), say \( \phi \), such that \( \phi|_F = f \).

**Proof.** The map \( T' : K \to 2^E \) given by

\[
T'(k) = \{ f(k) \} \quad \text{if} \ k \in F,
\]

\[
= T(k) \quad \text{if} \ k \in K \sim F,
\]

satisfies the conditions of Theorem 3.1 and \( T'(k) \subseteq T(k) \) for each \( k \in K \). Any affine continuous selection of \( T' \) is suitable.

The subsequent theorem reduces for metrizable \( r \)-simplexes to a particular case of Dugundji's extension theorem [7].

**Theorem 3.5.** Let \( E \) be a Fréchet space and \( F \) a closed face of the simplex \( K \). If \( f : F \to E \) is affine and continuous there exists \( \Phi : K \to E \) with \( \Phi|_F = f \) and \( \Phi(K) = f(F) \).

(2) Here we denote by \( A(K) \) the space of all affine continuous functions on the compact convex set \( K \).
Proof. Define $T : K \to 2^E$ by $T(k) = f(F)$ for every $k \in K$ and apply Corollary 3.4.

To see how this is related to Dugundji's theorem one can use two results of Alfsen: (1) if $K$ is an $r$-simplex and $M = \overline{M} \subset \partial K$ then $\text{co } M$ is a closed face of $K$ [1]; (2) if $\Phi$ is a continuous function from $\partial K$ ($K$ is an $r$-simplex) into a compact convex subset of a locally convex linear topological space then $\Phi$ has an affine continuous extension to $K$ [2].

**Theorem 3.6.** Let $F$ be a metrizable closed face of the simplex $K$. Then there exists an affine and continuous map $\Phi : K \to F$ with $\Phi(k) = k$ for every $k \in F$.

**Proof.** The face $F$ is a simplex and the Banach space $A(F)$ is separable. Let $B = \{f_n\}_{n=1}^\infty$ be a dense subset of it. $B$ induces in $A^*(F)$ a metrizable locally convex topology $\tau$. This topology coincides with the $w^*$-topology on the canonical copy of $F$ in $A^*(F)$ (which will be identified with $F$ in the remainder of the proof). Hence $F$ is compact in its $\tau$-topology and remains compact (hence closed) in the completion of $(A^*(F), \tau)$. But the completion of $(A^*(F), \tau)$ is a Fréchet space and if we define

$$T(k) = \begin{cases} \{k\} & \text{if } k \in F, \\ F & \text{if } k \in K \sim F, \end{cases}$$

we have an affine and lower semicontinuous map from $K$ into the family of closed convex sets of a Fréchet space. The selection of $T$ given by Theorem 3.1 satisfies the requirements.

The corollary stated below generalizes for Simplexes the Borsuk-Dugundji-Arens extension theorem (cf. [4], [7], [3]).

**Corollary 3.7.** If $F$ is a metrizable closed face of the simplex $K$ then there exists a linear map $T$ from $A(F)$ into $A(K)$ with the following properties:

- (i) if $k \in F$ then $Tf(k) = f(k)$;
- (ii) if $f \geq 0$ then $Tf \geq 0$;
- (iii) $T1_F = 1_K$;
- (iv) $\|Tf\| = \|f\|$.

There exists a projection of norm 1 of $A(K)$ onto the range of $T$ along the subspace of $A(K)$ consisting of all the functions which vanish everywhere on $F$.

**Proof.** If $\Phi : K \to F$ is the map given by the preceding theorem then the map $T$ defined by

$$Tf(k) = f(\Phi(k)), \quad f \in A(F), \ k \in K,$$

has all the properties (i)–(iv) and is linear. If $U : A(K) \to A(F)$ is the restriction map

$$U\phi = \phi|_F, \quad \phi \in A(K),$$

then $T \circ U$ is the desired projection.

(3) This is a corollary of the main theorem of [2]. Here is the place to remark that this theorem is valid for simplexes without the hypothesis of metrizability.
The selection theorem of Michael mentioned above [17, Theorem 3.2] and its consequences have been very useful in problems of extension of compact operators (e.g. [15], [16]). We shall give here some applications of Theorem 3.1 in this direction. First we need a representation for operators having the range in $A$ and this is done by the next lemma whose proof is identical with that of the representation theorem for operators with the range in a space of continuous functions [8, p. 490].

**Lemma 4.1.** Let $X$ be a Banach space and $T$ a linear bounded operator from $X$ to $A$. Then there exists an affine and $w^*$-continuous function $\chi : K \to X^*$ for which

1. $Tx(k) = \chi(k)(x), \ x \in X, \ k \in K$,
2. $\|T\| = \sup_{k \in K} \|\chi(k)\|$. 

Conversely, to any affine and $w^*$-continuous function from $K$ into $X^*$ there corresponds a linear bounded operator $T: X \to A$ given by (1) of which norm satisfies (2). $T$ is compact ($w$-compact) if and only if $\chi$ is continuous in the norm topology ($w$-topology) of $X^*$.

Our first result is a particular case of a known extension theorem [15, Theorem 6.1]. The proof given here is short and the pattern we chose will be useful later.

**Corollary 4.2.** Let $X \subset Y$ be Banach spaces and $T$ a compact operator from $X$ to $A$. For any $\epsilon > 0$ there exists a compact extension $\bar{T}$ of $T$ from $Y$ to $A$ with $\|\bar{T}\| \leq (1 + \epsilon)\|T\|$.

**Proof.** Let $\phi$ be the restriction map from $Y^*$ to $X^*$ : $\phi(y^*) = y^* | X$. Define $\Phi : S_{X^*}(0, \|T\|) \to 2^{X^*}$ by

$$\Phi(x^*) = \{ y^* \in Y^* : \phi(y^*) = x^*, \|y^*\| \leq (1 + \epsilon)\|T\| \}.$$ 

Obviously $\Phi$ is affine and $\Phi(x^*)$ is norm-closed for every $x^* \in S_{X^*}(0, \|T\|)$. We are going to show that $\Phi$ is lower semicontinuous. Let $U$ be an open subset of $Y^*$ and pick $x_0^* \in \{ x^* \in S_{X^*}(0, \|T\|) : \Phi(x^*) \cap U \neq \emptyset \}$ (of course, we assume that this set is not void; if it is void, nothing is to be proved). Since $\|x_0^*\| \leq \|T\|$ and $U$ is open, there exists $y_0^* \in \Phi(x_0^*) \cap U$ with $\|y_0^*\| < (1 + \epsilon)\|T\|$. Let $V$ be an open neighborhood of $y_0^*$ contained in $U \cap \{ y^* \in Y^* : \|y^*\| < (1 + \epsilon)\|T\| \}$. Since $\phi$ is an open map, $\phi(V)$ is open in $X^*$. Clearly

$$x_0^* \in \phi(V) \cap S_{X^*}(0, \|T\|) \subset \{ x^* \in S_{X^*}(0, \|T\|) : \Phi(x^*) \cap U \neq \emptyset \},$$

hence $\{ x^* \in S_{X^*}(0, \|T\|) : \Phi(x^*) \cap U \neq \emptyset \}$ is relatively open in $S_{X^*}(0, \|T\|)$ and our assertion about $\Phi$ is proved.

Let $\chi : K \to S_{X^*}(0, \|T\|)$ be the function given by Lemma 4.1 for $T$. From what we have proved above we infer that $\Phi \circ \chi$ fulfils the conditions of Theorem 3.1. Let $\tilde{\chi} : K \to S_{Y^*}(0, (1 + \epsilon)\|T\|)$ be an affine continuous selection of $\Phi \circ \chi$. It is easily seen that the corresponding operator $\tilde{T} : Y \to A$ has the required properties.

In studying norm preserving extensions of compact operators the following concept has been found useful [15, p. 86]: if $X \subset Y$ are Banach spaces, a map $\phi$
from $X^*$ to $Y^*$ is called a continuous norm preserving extension (C.N.P.E.) map if it is continuous in the norm topologies of $X^*$ and $Y^*$ and satisfies

$$\psi(x^*)|_X = x^*, \quad \|\psi(x^*)\| = \|x^*\|, \quad x^* \in X^*.$$ 

Lindenstrauss proved [15, Lemma 7.2(a)] that if there is a C.N.P.E. map from $X^*$ to $Y^*$ then every compact operator from $X$ to a $C(S)$ space has a compact norm preserving extension from $Y$ to $C(S)$. An example given in §5 shows that this assertion cannot be generalized for spaces of affine functions without some additional hypothesis.

If $X \subseteq Y$ are Banach spaces and each functional on $X$ has a unique norm preserving extension to $Y$, $X$ is called a $U$ subspace of $Y$ (cf. [19]).

**Theorem 4.3.** Let $X$ be a $U$ subspace of $Y$ and suppose that the norm preserving extension of functionals on $X$ to $Y$ is norm continuous. Then every compact operator from $X$ to $A$ has a compact norm preserving extension from $Y$ to $A$.

**Proof.** The proof of the preceding result makes clear that it is enough to show that the map $\Phi: S_{X^*}(0, \|T\|) \rightarrow 2^*$ defined by

$$\Phi(x^*) = \{y^* \in Y^* : y^*|_X = x^*, \|y^*\| \leq \|T\|\}$$

is lower semicontinuous (it is obviously affine).

Denote by $\psi$ the norm preserving extension map from $X^*$ to $Y^*$ i.e., $\psi(x^*)|_X = x^*$, $\|\psi(x^*)\| = \|x^*\|$. By our assumption $\psi$ is continuous. Let $V$ be an open subset of $Y^*$ and pick $x^*_0 \in \{x^* \in S_{X^*}(0, \|T\|) : \Phi(x^*) \cap V \neq \emptyset\} = M$. If $\|x^*_0\| < \|T\|$ then the same argument as in the proof of Corollary 4.2 will convince us that $x^*_0$ is an interior point of $M$. Suppose now that $\|x^*_0\| = \|T\|$. Then $\Phi(x^*_0) = \{\psi(x^*_0)\}$ and $x^*_0 \in \psi^{-1}(V) \cap S_{X^*}(0, \|T\|) \subset M$.

$\psi^{-1}(V)$ is open in $X^*$; therefore $x^*_0$ is an interior point of $M$ in the relative topology of $S_{X^*}(0, \|T\|)$ and this concludes the proof.

**Remark.** By [19] and [15, p. 87–88] a typical case in which this theorem applies is when $Y^*$ is locally uniformly convex.

Now we are going to prove that the hypothesis that $X$ is a $U$ subspace of $Y$ can be discarded if $\dim T(X) = 2$. However, as Example 5.3 shows, if $\dim T(X) = 3$ a norm preserving extension may not exist if $X$ is not a $U$ subspace of $Y$.

**Lemma 4.4.** Let $X \subseteq Y$ be Banach spaces and suppose that there is a C.N.P.E. map $\psi$ from $X^*$ to $Y^*$. Let $Z$ be a two-dimensional subspace of $X^*$. There exists an affine lower semicontinuous map $\Phi: S_Z \rightarrow 2^*$ such that for every $x^* \in S_Z$, $\Phi(x^*)$ is norm closed and

1. $\Phi(x^*) \subset \{y^* \in Y^* : y^*|_X = x^*, \|y^*\| \leq 1\}$.

**Proof.** Let us define $\Phi$ as follows: if $x^* \in S_Z$ is not an extreme point of $S_Z$ then $\Phi(x^*)$ is equal to the second member of (1) and if $x^*$ is an extreme point of $S_Z$ then $\Phi(x^*) = \{\psi(x^*)\}$.
It is easily seen that $\Phi$ is affine, satisfies (1) and $\Phi(x^*)$ is closed for every $x^* \in S_Z$. It remains to show that $\Phi$ is lower semicontinuous.

Let $U$ be an open subset of $Y^*$ and pick $x_0^* \in \{x^* \in S_Z : \Phi(x^*) \cap U \neq \emptyset\} = M$. If $\|x_0^*\| < 1$ then the argument used in the proof of Corollary 4.2 shows that $x_0^*$ is an interior point of $M$. If $\|x_0^*\| = 1$ and $x_0^*$ is an extreme point of $S_Z$ then

$$x_0^* \in S_Z \cap \psi^{-1}(U) \subset M$$

and again, $x_0^*$ is an interior point of $M$.

Assume now that $1 = \|x_0^*\|$ and $x_0^*$ is not an extreme point of $S_Z$. Then there exist $x^*, x_0^* \in Z$ with $\|x^*\| = \|x_0^*\| = 1$, $\frac{1}{2}(x^* + x_0^*) = x_0^*$, $x^* \neq x_0^* \neq x_0^*$. It is enough to prove that for any sequence $(x_n^*)_{n=1}^\infty \subset S_Z$ with $\|x_n^* - x_0^*\| \to 0$ almost all the terms belong to $M$ since from this results that $x_0$ is an interior point of $M$.

Starting from a certain $N$ all the terms of such a sequence belong to the triangle whose vertices are $0$, $x^*$, $x_0^*$ and no $x_n^*$ is an extreme point of $S_Z$. Hence

$$x_n^* = \alpha_n x^* + \beta_n x_0^*,$$

with $\alpha_n \geq 0$, $\beta_n \geq 0$, $\alpha_n + \beta_n \leq 1$. Clearly

$$\lim_{n \to \infty} \alpha_n = \lim_{n \to \infty} \beta_n = \frac{1}{2}.$$

By the definition of $M$, $\Phi(x_0^*) \cap U \neq \emptyset$. Pick $y_0^* \in \Phi(x_0^*) \cap U$ and let $y_0^*$, $y_0^*$ be norm preserving extensions to $Y$ of $x_0^*$ respectively $x^*$. Define for $n \geq N$

$$y_n^* = (\alpha_n - \beta_n)y_0^* + 2\beta_n y_0^* \quad \text{if} \quad \alpha_n \geq \beta_n,$$

$$y_n^* = (\beta_n - \alpha_n)y_0^* + 2\alpha_n y_0^* \quad \text{if} \quad \alpha_n < \beta_n.$$

Then $\|y_n^*\| \leq 1$ and $y_n^* |_x = x_0^*$ which means that $y_n^* \in \Phi(x_0^*)$. Moreover $\|y_n^* - y_0^*\| \to 0$ therefore $\Phi(x_n^*) \cap U \neq \emptyset$ if $n$ is sufficiently large. This concludes the proof of the lemma.

**Theorem 4.5.** Let $X$ be a Banach space whose closed unit ball has at least one extreme point. The following statements are equivalent:

(i) There is a simplex $K$ such that $X$ is isometrically isomorphic with $A(K)$.

(ii) For any two Banach spaces $Y \subset Z$ such that there exists a C.N.P.E. map from $Y^*$ to $Z^*$, any operator $T : Y \to X$ with $\dim T(Y) \leq 2$ has a compact norm preserving extension from $Z$ to $X$.

**Proof.** (i) $\Rightarrow$ (ii). We identify $X$ with $A(K)$. If $\dim T(Y) = 1$ there is nothing to prove, so assume $\dim T(Y) = 2$. Without loss of generality we can also assume that $\|T\| = 1$.

Let $\chi$ be the function from $K$ to $S_{2^2}$ given by Lemma 4.1 and denote by $W$ the subspace of $Y^*$ spanned by $\chi(K)$. Clearly $\dim W = 2$. Let $\Phi : S_w \to 2^{\mathbb{Z}}$ be the map given by Lemma 4.4. Then $\Phi \circ \chi$ satisfies the conditions of Theorem 3.1, and admits an affine continuous selection $\hat{\chi} : K \to S_{2^2}$. The operator $\tilde{T} : Z \to A(K)$ corresponding to $\hat{\chi}$ is the desired one.
(ii) \implies (i). It is enough to suppose that (ii) is satisfied for \( Y \) and \( Z \) with \( \dim Y = 2 \), \( \dim Z = 3 \).

We shall show that if \( Y \subseteq Z \) are Banach spaces with \( \dim Y = 2 \), \( \dim Z = 3 \), without any other restrictions on them, then any operator from \( Y \) to \( X \) has an almost norm preserving extension from \( Z \) to \( X \). By [15, Theorem 6.1 (16)] and [21] this implies (i).

Let \( \varepsilon > 0 \) and let \( P_\varepsilon \) be a centrally symmetric polyhedron in \( Z \) such that \( P_\varepsilon \subseteq (1 + \varepsilon)P_\varepsilon \). Denote by \( \| \cdot \| \) the norm induced by \( P_\varepsilon \) in \( Z \) (and in \( Y \)). Then for any \( z \in Z \)

\[
\| z \| \leq \| x \| \leq (1 + \varepsilon)\| z \| .
\]

If \( T: Y \to X \) we have

\[
\| T \| \leq \| T \| \leq (1 + \varepsilon)\| T \| .
\]

\( P_\varepsilon \cap Y \) is a (two-dimensional) polyhedron and by [15, Theorem 7.3] there exists a C.N.P.E. map from \( Y^* \) to \( Z^* \) when \( Y \) and \( Z \) are equipped with the norm \( \| \cdot \| \).

By (ii) \( T \) has an extension \( \tilde{T}: Z \to X \) with \( \| \tilde{T} \| = \| T \| \). If we come back to the initial norm of \( Z \) then

\[
\| \tilde{T} \| \leq (1 + \varepsilon)\| \tilde{T} \| = (1 + \varepsilon)\| T \| \leq (1 + \varepsilon)\| T \|
\]

which means that we found an almost norm preserving extension of \( T \) and this concludes the proof of the theorem.

5. In this section we give two examples related to the results of §4. The first one shows that the implication (i) \(\implies\) (ii) of Theorem 4.5 cannot be strengthened adding the requirement \( \dim \tilde{T}(Z) < \infty \) even if \( X \) is the space of continuous functions over a compact Hausdorff space.

Example 5.1. Let \( p > 1 \) and not an even integer. In [14] it was proved that \( l_p \) contains a two-dimensional subspace \( Y \) such that the unique (by [19]) norm preserving extensions to \( l_p \) of the functionals belonging to the boundary of \( S_Y \) span an infinite-dimensional subspace of \( l_q = l_q^* \) \((1/p + 1/q = 1)\). On the other hand, by [15, pp. 87–88], the norm preserving map from \( Y^* \) to \( l_q \) is norm continuous since \( l_q \) is uniformly convex.

Denote by \( T \) the natural embedding of \( Y \) into \( C(S_Y) \). Clearly \( \| T \| = 1 \) and \( \dim T(Y) = 2 \). We claim that for any compact norm preserving extension \( \tilde{T} \) of \( T \) from \( l_p \) to \( C(S_Y) \) we have \( \dim \tilde{T}(l_p) = \infty \). Indeed, if \( \tilde{T} \) is such an extension, it corresponds by [8, p. 490] to a continuous function \( \tilde{x}: S_Y \to l_q \) such that for every \( y^* \in S_Y \), \( \tilde{x}(y^*) \) is an extension of \( y^* \) to \( l_p \) and \( \| \tilde{x}(y^*) \| \leq 1 \). From the mentioned property of \( Y \) we infer that the image by \( \tilde{x} \) of the boundary of \( S_Y \) is not contained in any finite-dimensional subspace of \( l_q \). Consequently

\[
\dim \tilde{T}(l_p) = \dim \tilde{T}(C(S_Y)) = \infty .
\]

Now we are going to exhibit two Banach spaces \( X \subseteq Y \) with \( \dim X = 3 \), \( \dim Y = 4 \), a simplex \( K \) and an operator \( T: X \to A(K) \) without norm preserving extension
from \( Y \) to \( \mathcal{A}(K) \) although there is a C.N.P.E. map from \( X^* \) to \( Y^* \). For this we need a lemma whose proof is given in the Appendix.

If \( 0 \neq \xi = (\xi(1), \xi(2), \ldots) \in I_1 \), then \( R \xi \) denotes the subspace of \( l_1 \) generated by \( \xi \), \( S_\xi = \{ i : \xi(i) \neq 0 \} \) and for every \( x \in l_1 \), \( P_\xi(x) \) is the set of the nearest points to \( x \) from \( R \xi \). Since \( R \xi \) is locally compact, \( P_\xi(x) \neq \emptyset \) for each \( x \in l_1 \).

**Lemma 5.2.** There exists a continuous function \( \lambda : l_1 \to (-\infty, \infty) \) with \( \lambda(x) \xi \in P_\xi(x) \) for every \( x \in l_1 \) if and only if there do not exist two disjoint sets \( N_1, N_2 \) of natural numbers such that:

(i) \( N_1 \cup N_2 = S_\xi \);

(ii) \( N_1, N_2 \) are both infinite and

(iii) \( \sum_{i \in N_1} |\xi(i)| = \sum_{i \in N_2} |\xi(i)| \).

**Example 5.3.** Let \( A \) be the sequence space used for Example 3.2 and \( K \) the corresponding simplex. Put

\[
\xi = \left( -\frac{1}{2}, -\frac{1}{2}, \frac{1}{2}, \frac{1}{2}, \ldots, \frac{1}{2^n}, \ldots \right) \in l_1.
\]

It is easy to check that the conditions of Lemma 5.2 are fulfilled so there exists a continuous function \( \lambda : l_1 \to (-\infty, \infty) \) with \( \lambda(x) \xi \in P_\xi(x) \) for every \( x \in l_1 \). Let \( \{e_n\}_{n=1}^\infty \) be the unit vectors of \( l_1 \) and denote by \( Z \) the subspace of \( l_1 \) spanned by \( e_1, e_2 \) and the vectors:

\[
\eta_1 = \left( 0, 0, \frac{1}{2}, \frac{1}{2}, \frac{1}{2^2}, \ldots, \frac{1}{2^n}, \ldots \right),
\]

\[
\eta_2 = \left( 0, 0, \frac{1}{4}, \frac{1}{4}, \frac{1}{4}, \frac{3}{4}, \frac{3}{4}, \frac{3}{4}, \ldots \right).
\]

\( \xi \in Z \) since

(1) \( \xi = \eta_1 - (e_1 + e_2)/2 \).

Let \( Y = Z^* \) and denote by \( X \) the annihilator of \( R \xi \) in \( Y \). From the existence of a continuous approximation by nearest points and from [15, Lemma 7.4] we infer that there is a C.N.P.E. map from \( X^* \) to \( Y^* \) (=\( Z \)). Clearly \( \dim X = 3 \), \( \dim Y = 4 \).

Let

\[
a_n = \frac{1}{2c_n} \left( \frac{3}{2} \right)^{n-1}, \quad b_n = \frac{-1}{c_n}, \quad c_n = \left( \frac{3}{4} \right)^{n-1} (1 + 2^{n-2} - 1).
\]

Then

\[
c_n > 0, \quad n = 1, 2, \ldots, \quad \lim_{n \to \infty} a_n = 1, \quad \lim_{n \to \infty} b_n = 0.
\]

Consider the following sequence of \( Z \):

\[
z_1 = e_1, \quad z_2 = e_2, \quad z_n = a_n \eta_1 + b_n \eta_2, \quad n = 3, 4, \ldots.
\]

An easy calculation shows that \( \|z_n\| = 1, n = 1, 2, \ldots \).

Define \( T : X \to A \) by

\[
T(x) = \{ z_n(x) \}_{n=1}^\infty, \quad x \in X.
\]
Since \( \|z_n - \eta_1\| \rightarrow 0 \) and (1) implies that
\[
\eta_1 \mid x = \frac{e_1 + e_2}{2} \mid x,
\]
it is clear that \( T(x) \in \mathcal{A} \). We have
\[
\|T(x)\| = \sup \|z_n(x)\| \leq \|x\|.
\]
Thus \( \|T\| \leq 1 \). We shall prove that \( \|T\| = 1 \). Let \( \chi: K \rightarrow X^* (=Z/R\xi) \) be the affine continuous function corresponding to \( T \) by Lemma 4.1. Obviously \( \chi(k_n) = \phi(z_n) \) where \( \phi \) is the canonic map \( \phi: Z \rightarrow Z/R\xi \). It is enough to show that \( \|\chi(k_1)\| = \|\phi(z_1)\| = 1 \). We have
\[
\|\phi(z_1)\| = \inf \|z_1 + \alpha \xi\|
\]
and
\[
\|z_1 + \alpha \xi\| = \frac{|2 - \alpha|}{2} + \frac{|\alpha|}{2} + |\alpha| \sum_{i=1}^{\infty} \frac{1}{2^i} = \frac{3|\alpha| + |2 - \alpha|}{2}.
\]
Thus \( \|z_1 + \alpha \xi\| = 1 \Leftrightarrow \alpha = 0 \) and \( \|\phi(z_1)\| = 1 \).

For a subsequent argument we need also to compute \( \|\phi(z_n)\|, n = 2, 3, \ldots \). If \( n = 2 \) then the same calculation as above shows that \( \|z_2 + \alpha \xi\| = 1 \Leftrightarrow \alpha = 0 \) and \( \|\phi(z_2)\| = 1 \).

Assume now \( n \geq 3 \). Then
\[
\|z_n + \alpha \xi\| = |\alpha| + \sum_{n=1}^{\infty} \left| \frac{1}{c_n} \left[ 2^{n-1-2} \left( \frac{3}{4} \right)^{n-1} - 2^{-2} \left( \frac{3}{4} \right)^{i-1} \right] + \frac{\alpha}{2^i} \right|.
\]
Let
\[
\alpha_n = \frac{1}{2c_n} \left[ \left( \frac{3}{2} \right)^{n-1} - \left( \frac{3}{2} \right)^{n-1} \right].
\]
Then
\[
\alpha \geq \alpha_n = \frac{1}{c_n} \left[ 2^{n-1-2} \left( \frac{3}{4} \right)^{n-1} - 2^{-2} \left( \frac{3}{4} \right)^{i-1} \right] + \frac{\alpha}{2^i} \geq 0
\]
and \( \alpha_n = 0 \), \( \alpha_n < \alpha_{n+1} \), \( \lim_{n \to \infty} \alpha_n = \infty \).

Let \( \alpha < \alpha_n \). From (2) we have
\[
\|z_n + \alpha \xi\| = -2\alpha - 2^{n-2} \frac{(3/4)^{n-1} - 1}{c_n} > -2\alpha - 2^{n-2} \frac{(3/4)^{n-1} - 1}{c_n} = \frac{(3/2)^{n-1}}{c_n} > 1.
\]
Let \( \alpha_n^\star \leq \alpha < \alpha_{n+1}^\star \leq 0 \) (\( 1 \leq i \leq n - 1 \)). Then
\[
\|z_n + \alpha \xi\| = -\frac{\alpha}{2^{i-1}} + 2^{n-2} (3/4)^{n-1} (1 - 1/2^{i-1}) + 2 (3/4)^{i-1} - 1 < -\frac{\alpha_{n+1}^\star}{2^{i-1}} + 2^{n-2} (3/4)^{n-1} (1 - 1/2^{i-1}) + 2 (3/4)^{i-1} - 1
\]
\[
= \frac{1}{c_n} \left( \frac{3}{2} \right)^{n-1} - 1 \leq 1.
\]
Let $0 \leq a_i^n < a \leq a_{i+1}^n$ ($i \geq n$). Then
\[
\|z_n + a\xi\| = a \left(2 - \frac{1}{2^{i-1}}\right) + \frac{2^n - 2(3/4)^{n-1}(1 - 1/2^{i-1}) + 2(3/4)^{i-1}}{c_i} \\
> a_i^n \left(2 - \frac{1}{2^{i-1}}\right) + \frac{2^n - 2(3/4)^{n-1}(1 - 1/2^{i-1}) + 2(3/4)^{i-1}}{c_i} \\
= \frac{(3/2)^{i-1} + (3/4)^{i-1} - (3/2)^{n-1} + (3/4)^{n-1} - 1}{\frac{1}{2}(3/2)^{n-1} + (3/4)^{n-1} - 1}.\]

Since $(3/2)^{i-1} + (3/4)^{i-1}$ is an increasing function for $i \geq 0$, we have
\[
(3/2)^{i-1} + (3/4)^{i-1} \geq (3/2)^{n-1} + (3/4)^{n-1}
\]
and consequently $\|z_n + a\xi\| > 1$.

Summarizing the results, we found that
\[(3) \quad \|z_n + a\xi\| = 1 \iff a = 0 \text{ and } \|\phi(z_n)\| = 1, n = 1, 2, \ldots.\]

Suppose now that $T$ has an extension $\bar{T} : Y \to A$ with $\|\bar{T}\| = 1$. Then there is an affine continuous function $\chi : K \to S_Y = S_z$ such that $\|\chi(k_n)\| = 1$ and $\chi(k_n) \in z_n + R\xi$, $n = 1, 2, \ldots$. From (3) we infer $\chi(k_n) = z_n, n = 1, 2, \ldots$. Hence
\[
\chi(k_1 + k_2)/2 = (z_1 + z_2)/2.
\]
On the other hand,
\[
\chi(k_1 + k_2)/2 = \lim_{n \to \infty} \chi(k_n) = \lim_{n \to \infty} z_n = \eta_1
\]
and $\eta_1 \neq (z_1 + z_2)/2$. This contradiction shows that such an extension of $T$ cannot exist.

**Remark.** We can choose $Y = c_0$ and $X$ to be the annihilator of $R\xi$ in $c_0$. Defining $T : X \to A$ as above by $T(x) = \{z_n(x)\}$ we get a compact operator without norm preserving extension from $Y$ to $A$. For these $X$ and $Y$ there exists a C.N.P.E. map from $X^*$ to $Y^*$ and $X$ (as well as $Y$) is a polyhedral space [11]. Lindenstrauss proved [15, Theorem 7.9(a)] that an operator from a finite-dimensional polyhedral space into a space with the F.2.I.P. has always a compact norm preserving extension. The above modified example shows that this theorem cannot be generalized for infinite-dimensional polyhedral spaces even in the presence of a C.N.P.E. map between the adjoint spaces.

**Appendix.** We are going now to prove Lemma 5.2. We shall use the following particular case of a theorem of Kripke and Rivlin [12, Theorem 2]:

**Lemma.** Let $x \in L_1$. Then $\lambda_0 \xi \in P_\xi(x)$ if and only if
\[
(1) \quad \left| \sum_{x(0) \xi(0) > \lambda_0} |\xi(i)| - \sum_{x(0) \xi(0) < \lambda_0} |\xi(i)| \right| \leq \sum_{x(0) \xi(0) = \lambda_0} |\xi(i)|
\]
(everywhere $i \in S_k$). If (1) holds with $< \text{ then } P_\xi(x) = \{\lambda_0 \xi\}$.
Proof of Lemma 5.2. Suppose that there exist two infinite sets of natural numbers \( N_1 = \{i_1, i_2, \ldots, i_k, \ldots\} \) and \( N_2 = \{j_1, j_2, \ldots, j_k, \ldots\} \) such that \( i_k < i_{k+1}, j_k < j_{k+1} \) and \( N_1 \cap N_2 = \emptyset, N_1 \cup N_2 = S \). Thus

\[
\sum_{i \in N_1} |\xi(i)| = \sum_{i \in N_2} |\xi(i)|.
\]

We shall show that there is no real continuous function \( \lambda \) defined on \( l_1 \) such that \( \lambda(x)\xi \in P_\xi(x) \) for every \( x \in l_1 \).

Let \( x'_n, x''_n \in l_1, n = 1, 2, \ldots \) be the following sequences:

\[
x'_n(i) = \begin{cases} 
\xi(i), & i = i_k, \\
\xi(j_n), & i = j_n, \\
\xi(j_k), & i = j_k, k \neq n, \\
0, & i \notin N_1 \cup N_2,
\end{cases}
\]

\[
x''_n(i) = \begin{cases} 
\xi(i), & i = i_k, k \neq n, \\
\xi(i_n), & i = i_n, \\
\xi(j_k), & i = j_k, \\
0, & i \notin N_1 \cup N_2.
\end{cases}
\]

Using the above lemma it is easy to see that \( P_\xi(x'_n) = \{\xi\}, P_\xi(x''_n) = \{-\xi\}, n = 1, 2, \ldots \). Obviously \( \{x'_n\}^\infty_{n=1}, \{x''_n\}^\infty_{n=1} \) converge in the norm of \( l_1 \) to \( x_0 \) where

\[
x_0(i) = \begin{cases} 
\xi(i), & i \in N_1, \\
-\xi(i), & i \in N_2, \\
0, & i \notin N_1 \cup N_2.
\end{cases}
\]

Hence, no function \( \lambda: l_1 \to (-\infty, \infty) \) with \( \lambda(x)\xi \in P_\xi(x) \) for every \( x \in l_1 \) can be continuous at \( x_0 \). This concludes the "only if" part of the lemma.

Assume now that there are no such sets \( N_1, N_2 \). We distinguish two cases:

(1) \( S \) is infinite; (2) \( S \) is finite.

(1) The first step is to define the function \( \lambda: l_1 \to (-\infty, \infty) \) such that \( \lambda(x)\xi \in P_\xi(x) \) for each \( x \in l_1 \); afterwards we shall show that it is continuous.

If for a certain \( x \in l_1 \) there is a real \( \lambda_0 \) such that (1) holds with \( < \), then, of course, \( \lambda(x) = \lambda_0 \). Clearly \( \lambda(x)\xi \in P_\xi(x) \).

Fix now \( x \in l_1 \) and suppose that there is a real \( \lambda_0 \) such that (1) holds with equality sign. Denote \( S = S_\xi \) and

\[
B' = \{i \in S : x(i)/\xi(i) \geq \lambda_0\}, \quad C' = \{i \in S : x(i)/\xi(i) \leq \lambda_0\}.
\]

One of the following equalities is valid:

\[
\sum_{i \in B'} |\xi(i)| = \sum_{i \in S - B'} |\xi(i)|, \quad (2)
\]

\[
\sum_{i \in C'} |\xi(i)| = \sum_{i \in S - C'} |\xi(i)|. \quad (3)
\]
If (2) is valid, by our hypothesis, one and only one of the sets $B^\prime$, $S \sim B^\prime$ is finite. If $B^\prime$ is finite define

$$\lambda(x) = \min_{i \in B^\prime} \frac{x(i)}{\xi(i)}$$

and if $S \sim B^\prime$ is finite let

$$\lambda(x) = \max_{i \in S \sim B^\prime} \frac{x(i)}{\xi(i)}$$

Similarly, if (3) is true, one and only one of the sets $C^\prime$, $S \sim C^\prime$ is finite. We define

$$\lambda(x) = \max_{i \in C^\prime} \frac{x(i)}{\xi(i)}$$

if $C^\prime$ is finite and

$$\lambda(x) = \min_{i \in S \sim C^\prime} \frac{x(i)}{\xi(i)}$$

if $S \sim C^\prime$ is finite. If both (2) and (3) are valid (then $\{i \in S : x(i)/\xi(i) = \lambda_0\} = \varnothing$) there is no contradiction in the definition of $\lambda(x)$.

Let

$$A_x = \{i \in S : x(i)/\xi(i) = \lambda(x)\}, \quad B_x = \{i \in S : x(i)/\xi(i) > \lambda(x)\}, \quad C_x = \{i \in S : x(i)/\xi(i) < \lambda(x)\}.$$ 

Then always $A_x \neq \varnothing$ and if $\lambda(x)$ is defined by one of the relations (4)–(7) we have

$$\left| \sum_{i \in B_x} |\xi(i)| - \sum_{i \in C_x} |\xi(i)| \right| = \sum_{i \in A_x} |\xi(i)|.$$ 

This implies that $\lambda(x)\xi \in P(x)$. Moreover, in this case, if

$$\sum_{i \in C_x} |\xi(i)| - \sum_{i \in B_x} |\xi(i)| = \sum_{i \in A_x} |\xi(i)|, \quad \sum_{i \in C_x} |\xi(i)| - \sum_{i \in B_x} |\xi(i)| = \sum_{i \in A_x} |\xi(i)|, \quad \sum_{i \in B_x} |\xi(i)| - \sum_{i \in C_x} |\xi(i)| = \sum_{i \in A_x} |\xi(i)|$$

then $A_x \cup C_x$ is finite and conversely; if

$$\sum_{i \in C_x} |\xi(i)| - \sum_{i \in B_x} |\xi(i)| = \sum_{i \in A_x} |\xi(i)| \quad \text{then} \quad B_x \cup C_x \text{ is finite and conversely.}$$

Now we can show that $\lambda$ is continuous. Fix $x \in l_1$ and assume first that $P_\xi(x) = \{\lambda(x)\xi\}$. Let $\{u_n\}_{n=1}^\infty \subset l_1$ be a sequence convergent to $x$. Then

$$\|x - \lambda(x)\xi\| \leq \|x - \lambda(u_n)\xi\| \leq \|x - u_n\| + \|u_n - \lambda(u_n)\xi\|$$

$$= \|x - u_n\| + \inf_\alpha \|u_n - \alpha\xi\| \leq 2\|x - u_n\| + \inf_\alpha \|x - \alpha\xi\|$$

$$= 2\|x - u_n\| + \|x - \lambda(x)\xi\|.$$ 

From this we infer that $\{\lambda(u_n)\}_{n=1}^\infty$ is a bounded sequence and if $\lambda(u_n) \to \alpha$ then $\|x - \lambda(x)\xi\| = \|x - \alpha\xi\|$ which, by our assumption about $P_\xi(x)$, implies that $\alpha = \lambda(x)$. This proves the continuity of $\lambda$ at $x$. 
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Assume now that \( P(x) \) contains more than one point. Then \( \lambda(x) \) is defined by one of the relations (4)–(7). Hence (8) or (9) holds. We shall carry out the proof for the case that (8) holds, the proof for the remaining case being similar.

Let \( \varepsilon > 0 \) and put

\[
V = \{ u \in l_1 : |u(i) - x(i)| < |\xi(i)|, i \in A_x \cup C_x \}.
\]

Then \( A_x \cup C_x \) is finite, and therefore \( V \) is an open neighborhood of \( x \). We claim that \( u \in V \Rightarrow \lambda(u) < \lambda(x) + \varepsilon \). Suppose this were false. Then there is \( u' \in V \) with \( \lambda(u') \geq \lambda(x) + \varepsilon \). If \( i \in A_x \cup C_x \) we have

\[
u'(i)/\xi(i) < x(i)/\xi(i) + \varepsilon \leq \lambda(x) + \varepsilon \leq \lambda(u')
\]

which yields

\[
A_x \cup C_x \subseteq C_{u'}, \quad B_x = A_{u'} \cup B_{u'}.
\]

From

\[
\left| \sum_{i \in B_{u'}} |\xi(i)| - \sum_{i \in C_{u'}} |\xi(i)| \right| \leq \sum_{i \in A_{u'}} |\xi(i)|
\]

and from (8) and (11) we infer that

\[
\sum_{i \in B_{u'}} |\xi(i)| = \sum_{i \in A_{u'} \cup C_{x'}} |\xi(i)| \leq \sum_{i \in B_{u'}} |\xi(i)| = \sum_{i \in A_{u'}} |\xi(i)|.
\]

This together with (11) implies that \( B_x = A_{u'} \cup B_{u'} \) and

\[
\sum_{i \in C_{u'}} |\xi(i)| - \sum_{i \in B_{u'}} |\xi(i)| = \sum_{i \in A_{u'}} |\xi(i)|.
\]

Hence \( \lambda(u') \) is defined by one of the relations (4)–(7) and for \( u' \), (9) holds. But this means that \( B_{u'} \cup B_{u'} = B_x \) is finite which contradicts the assumption that \( A_x \cup C_x \) is finite. Our assertion about \( V \) is proved.

On the other hand, there is a neighborhood \( U \) of \( x \) such that \( u \in U \Rightarrow \lambda(u) > \lambda(x) - \varepsilon \). If this were false there would exist a sequence \( \{ u_n \}_{n=1}^{\infty} \subset l_1 \) with \( \| u_n - x \| \to 0 \) and \( \lambda(u_n) \leq \lambda(x) - \varepsilon \). By (10), \( \{ \lambda(u_n) \}_{n=1}^{\infty} \) is a bounded sequence and if \( \lambda(u_n) \to \alpha \) then \( \alpha \in P(x) \). Since \( \alpha \leq \lambda(x) - \varepsilon \) we have

\[
\sum_{x(i)/\xi(i) \geq \alpha} |\xi(i)| < \sum_{i \in A_x \cup C_x} |\xi(i)| < \sum_{x(i)/\xi(i) > \alpha} |\xi(i)|.
\]

Hence

\[
\sum_{x(i)/\xi(i) > \alpha} |\xi(i)| - \sum_{x(i)/\xi(i) < \alpha} |\xi(i)| > \sum_{x(i)/\xi(i) = \alpha} |\xi(i)|
\]

from which we infer that \( \alpha \xi \notin P(x) \). This is a contradiction; thus there is a neighbor-
thereby \( x \) with the desired property.

Now, \( u \in U \cap V \Rightarrow |\lambda(x) - \lambda(u)| < \varepsilon \) and this means that \( \lambda \) is continuous at \( x \).

(2) \( S_2 \) is finite. Denote as usual by \( \{ e_i \}_{i=1}^{\infty} \) the unit vectors of \( l_1 \) and let \( E \) be the subspace of \( l_1 \) spanned by \( \{ e_i : i \in S_2 \} \). Clearly \( R\xi \subseteq E \). The unit ball of \( E \) is a polyhedron hence the polar body is also a polyhedron. The annihilator of \( R\xi \) in \( E^* \) is a
finite-dimensional space having a polyhedron as unit ball. By [15, Theorem 7.3, Lemma 7.4] there is a continuous function $\lambda: E \to (-\infty, \infty)$ such that $\lambda(x)\xi \in P_\varepsilon(x)$ for every $x \in E$.

Let $T$ be the canonical projection of $l_1$ onto $E$. For any $x \in l_1$ we have

$$\|x - \lambda(T(x))\xi\| = \|T(x) - \lambda(T(x))\xi\| + \sum_{i \in S_\varepsilon} |x(i)|$$

$$\leq \|T(x) - \alpha\xi\| + \sum_{i \in S_\varepsilon} |x(i)| = \|x - \alpha\xi\|.$$ 

Hence $\lambda(T(x))\xi \in P_\varepsilon(x)$ for every $x \in l_1$ and obviously $\lambda \circ T$ is a continuous function. This concludes the proof of the lemma.

**Remarks.** One could give a direct proof in the second case too. For instance, one could show that the functions

$$\lambda_1(x) = \inf \{\lambda : \lambda \xi \in P_\varepsilon(x)\}, \quad \lambda_2(x) = \sup \{\lambda : \lambda \xi \in P_\varepsilon(x)\}$$

are continuous ($P_\varepsilon(x)$ is closed so $\lambda_1(x)\xi \in P_\varepsilon(x)$).

The difference between the patterns we used in proving the two cases can be explained, perhaps, by the following observations. If $S_\varepsilon$ is infinite the subset of $l_1$ consisting of the points for which there exists a real $\lambda_0$ such that (1) holds with $\leq$ is dense in $l_1$ therefore $\lambda$ is uniquely determined by its properties. If $S_\varepsilon$ finite and $R\xi$ is not a Haar subspace of $l_1$, the subset of $l_1$ of all the points for which (1) holds with equality sign is nonvoid and open. Obviously, in this case any convex combination of $\lambda_1$ and $\lambda_2$ fulfils the requirements.

If $\xi$ satisfies the conditions of Lemma 5.2, $X$ is a Banach space such that $X^* = l_1$ and $Y$ is the annihilator of $R\xi$ in $X$ then, by [15, Lemma 7.4] there exists a C.N.P.E. map from $Y^*$ to $X^*$. Moreover, if $Z$ is any Banach space with $Z \supseteq Y$ there is a C.N.P.E. map from $Y^*$ to $Z^*$. This can be proved by the same argument used in the proof of Theorem 7.3(a) of [15]. This theorem states that if the adjoint of a Banach space $W$ is an $L$ space then there is a C.N.P.E. map from $W^*$ to the adjoint of every Banach space in which $W$ is contained. The space $Y$ enjoys this property but one can choose $\xi$ such that $Y^*$ is not an $L$ space.
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