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1. Introduction. This paper is concerned with the relationship between three notions: the differentiability of a convex function $f$, the rotundity of the convex function $g$ conjugate to $f$ and the continuity of the subdifferential mapping $\partial f$ (which reduces to the gradient mapping $\nabla f$ when $f$ is differentiable). These notions are considered in the context of various admissible topologies on paired vector spaces.

When $f$ is the norm $\| \cdot \|$ on a Banach space $X$, or $f = (1/2)\| \cdot \|^2$, our results are comparable to the theorems of Šmulyan [19], Cudia [6] and others about the relationship between the differentiability of $\| \cdot \|$, the rotundity of the dual unit ball in $X^*$ and the continuity of the spherical or extended spherical mappings from $X$ to $X^*$; see Asplund [2]. Our results also contain as a special case some recent results of Lescarret [9] on the strong continuity of gradient mappings in Banach spaces. They are stronger than, but do not quite contain, the theorems of Moreau [12], [13] about the upper semicontinuity of $\partial f$ and $\partial_A f$ (see the remark following Proposition 5).

We would like to thank Professor J. J. Moreau for some very helpful suggestions with regard to an earlier version of this paper.

2. Basic definitions. Throughout this paper, $X$ and $Y$ will denote vector spaces over the real number system $\mathbb{R}$ paired by a bilinear form $\langle \cdot, \cdot \rangle$, with respect to which $X$ distinguishes the points of $Y$ and $Y$ distinguishes the points of $X$. We denote by $w(X, Y)$ and $s(X, Y)$, respectively, the weak and strong topologies induced on $X$ by $Y$; similarly $w(Y, X)$ and $s(Y, X)$ on $Y$. Differentiability properties in the space $X$ will be shown to be dual to rotundity properties in the space $Y$.

Let $f$ be an extended-real-valued function on $X$ (i.e. an everywhere-defined function with values in $\mathbb{R} \cup \{\pm \infty\}$). Let $A$ be any nonempty subset of $X$. We shall say that $f$ is $A$-differentiable at a given $x \in X$ if $f$ is finite at $x$ and there exists a $y \in Y$ such that

\[
\limsup_{\lambda \downarrow 0, u \in A} \left| \frac{f(x + \lambda u) - f(x) - \langle u, y \rangle}{\lambda} \right| = 0.
\]
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In this event \( y \) is called an \( A \)-gradient of \( f \) at \( x \), and \( y \) satisfies in particular

\[
f'(x; u) = \langle u, y \rangle, \quad \forall u \in A,
\]

where \( f'(x; u) \) is the one-sided directional derivative of \( f \) at \( x \) with respect to \( u \).

If \( \mathcal{A} \) is a collection of nonempty subsets of \( X \), we shall say that \( f \) is \( \mathcal{A} \)-differentiable at \( x \) when there exists a \( y \) such that \( y \) is an \( A \)-gradient of \( f \) at \( x \) for every \( A \in \mathcal{A} \).

If \( \mathcal{A} \) consists of all singleton subsets of \( X \) (subsets consisting of a single point), \( \mathcal{A} \)-differentiability is called Gâteaux differentiability. If \( X \) is a normed linear space, \( Y = X^* \) (the dual of \( X \), in the canonical pairing, of course) and \( \mathcal{A} \) consists of just the unit ball of \( X \), \( \mathcal{A} \)-differentiability is Fréchet differentiability.

In what follows, \( \mathcal{A} \) will always denote a collection of nonempty subsets of \( X \) such that

(a) each \( A \in \mathcal{A} \) is \( w(X, Y) \)-bounded,

(b) \( \bigcup \{A \mid A \in \mathcal{A}\} \) generates \( X \) algebraically,

(c) \( A \in \mathcal{A} \) implies \( -A \in \mathcal{A} \).

Assumptions (a) and (b) guarantee that a locally convex Hausdorff topology is induced on \( Y \) by uniform convergence of the linear functionals \( \langle \cdot, y \rangle \) on subsets in \( \mathcal{A} \); this topology on \( Y \) will be denoted by \( \mathcal{T} \). Assumption (b) implies by (2.2) that, for a given \( x \in X \), there is at most one \( y \in Y \) such that \( y \) is an \( A \)-gradient of \( f \) at \( x \) for every \( A \in \mathcal{A} \). The unique \( y \), if it exists, is called the \( \mathcal{A} \)-gradient of \( f \) at \( x \). Assumption (c) implies that, for an \( \mathcal{A} \)-gradient \( y \), the limits in (2.1) can be taken in the two-sided sense as \( \lambda \rightarrow 0 \), rather than merely as \( \lambda \downarrow 0 \).

We shall mostly be interested in the case where \( f \) is a convex function on \( X \), i.e. where the epigraph

\[
\text{epi } f = \{(x, \mu) \mid x \in X, \mu \in \mathbb{R}, \mu \geq f(x)\}
\]

is a convex set in \( X \oplus \mathbb{R} \). If \( f(x) > -\infty \) for every \( x \) and \( f(x) < +\infty \) for at least one \( x \), we say that \( f \) is a proper convex function. We denote by \( \text{dom } f \) the effective domain of \( f \), which is the convex set

\[
\{x \in X \mid f(x) < +\infty\}.
\]

A vector \( y \in Y \) is said to be a subgradient of \( f \) at \( x \) if

\[
f(x + u) \geq f(x) + \langle u, y \rangle, \quad \forall u \in X.
\]

The set of subgradients of \( f \) at \( x \) is denoted by \( \partial f(x) \), and the multivalued mapping \( \partial f : x \mapsto f(x) \) from \( X \) to \( Y \) is called the subdifferential of \( f \). The definition implies that \( \partial f(x) \) is a (possibly empty) \( w(Y, X) \)-closed convex subset of \( Y \) for each \( x \). Assuming \( f \) is a convex function finite at \( x \), one has \( y \in \partial f(x) \) if and only if

\[
\langle u, y \rangle \leq f'(x; u), \quad \forall u \in X.
\]

For the general theory of convex functions and subgradients, we refer the reader to [4], [11], [13], [17].
We shall denote by \( \text{rad} f \) the set of points at which the convex set \( \text{dom} f \) is radial, i.e. the set of all \( x \in \text{dom} f \) such that every half-line emanating from \( x \) contains points of \( \text{dom} f \) besides \( x \).

**Proposition 1.** Let \( f \) be a convex function on \( X \), and let \( x \) be a point where \( f \) is \( \mathcal{A} \)-differentiable. Then \( f \) is proper and \( x \in \text{rad} f \). Moreover, \( \partial f(x) \) consists of a single vector \( y \), the \( \mathcal{A} \)-gradient of \( f \) at \( x \). This \( y \) is in particular the Gâteaux gradient of \( f \) at \( x \).

**Proof.** Let \( U = \bigcup \{ A \mid A \in \mathcal{A} \} \); by our assumption (b) above, every vector in \( X \) can be expressed as a linear combination of vectors in \( U \). The \( \mathcal{A} \)-gradient \( y \) satisfies

\[
\langle u, y \rangle = f'(x; u) = -f'(x; -u)
\]

for every \( u \in U \). Since \( f \) is convex, it follows, as is well known (e.g. see [17, Theorem 25.2]), that (2.5) holds for every \( u \) which is a linear combination of vectors \( u_1, \ldots, u_k \) in \( U \). Thus (2.5) holds for every \( u \in X \), so that \( \text{dom} f \) is radial at \( x \), and \( y \) is the Gâteaux gradient. Then \( y \) is the unique subgradient at \( x \), since it is the only vector satisfying (2.4), and \( f \) is proper by (2.3). This finishes the proof.

Whenever \( \partial f(x) \) consists of exactly one element \( y \) (as in the case of Proposition 1), we shall denote this \( y \) by \( \nabla f(x) \). The mapping \( \nabla f : x \mapsto \nabla f(x) \) will be called the gradient mapping associated with \( f \). (The domain of \( \nabla f \) is thus the set of points \( x \in X \) such that \( \partial f(x) \) is nonempty and contains no more than one element, whereas the range of \( \nabla f \) is a subset of \( Y \).)

Rotundity properties will now be defined. Let \( g \) be an extended real-valued-function on \( Y \), and let \( F \) be a subset of \( Y \). We shall say that \( g \) is \( B \)-rotund at a given \( y \in Y \) relative to a given \( x \in X \) if \( g(y) \) is finite and, for every \( \varepsilon > 0 \), there exists a \( \delta > 0 \) such that

\[
\{ v \mid g(y + v) - g(y) - \langle x, v \rangle \leq \delta \} \subset \varepsilon B.
\]

We shall say that \( g \) is \( \mathcal{F} \)-rotund at \( y \) relative to \( x \) if \( g \) is \( B \)-rotund for every \( \mathcal{F} \)-neighborhood \( B \) of the origin. Since \( \mathcal{F} \) is a Hausdorff topology on \( Y \), this condition implies that

\[
g(y + v) > g(y) + \langle x, v \rangle, \quad \forall v \neq 0,
\]

and hence in particular that \( x \in \partial g(y) \).

The concept of \( \mathcal{F} \)-rotundity is useful in the study of various extremum problems. An extended-real-valued function \( h \) on \( Y \) is said to attain its minimum over a subset \( C \) of \( Y \) at \( y \) strongly with respect to \( \mathcal{F} \) if \( (h \) attains its infimum over \( C \) at the point \( y \) and) every sequence \( y_1, y_2, \ldots, \) in \( C \) with

\[
\lim_{k \to \infty} h(y_k) = \inf_C h
\]
is $\mathcal{F}$-convergent to $y$. (Here $\mathcal{F}$-convergence of sequences actually implies $\mathcal{F}$-convergence of all nets.) It is easy to see that $g$ is $\mathcal{F}$-rotund at $y$ relative to $x$ if and only if the infimum of the function $g - \langle x, \cdot \rangle$ over $Y$ is finite and attained at $y$ strongly with respect to $\mathcal{F}$. Thus, for example, when $g$ is the indicator of a subset $C$ of $Y$, i.e.

$$
(2.8) \quad g(y) = \begin{cases} 
0 & \text{if } x \in C, \\
+\infty & \text{if } x \notin C,
\end{cases}
$$

g is $\mathcal{F}$-rotund at $y$ relative to $x$ if and only if the supremum of the linear functional $\langle x, \cdot \rangle$ over $C$ is finite and attained at $y$ strongly with respect to $\mathcal{F}$.

The following result will enable us to concentrate our investigation of rotundity on the case of convex functions.

**Proposition 2.** Let $g$ be an extended-real-valued function on $Y$, and let $x$ and $y$ be elements of $X$ and $Y$, respectively, such that $g(y)$ is finite. Let $\bar{g}$ be the $w(Y, X)$-lower semicontinuous convex hull of $g$ (i.e. the pointwise supremum of the collection of all $w(Y, X)$-lower semicontinuous convex functions on $Y$ majorized by $g$). Suppose that there exists a $\mathcal{F}$-bounded convex set $C$ containing the origin in $Y$ such that

$$
(2.9) \quad \liminf_{\lambda \to +\infty} \left[ (1/\lambda) \inf_{v \in \lambda C} \{ g(y + v) - g(y) - \langle x, v \rangle \} \right] > 0.
$$

Then $g$ is $\mathcal{F}$-rotund at $y$ relative to $x$ if and only if $g$ is $\mathcal{F}$-lower semicontinuous at $y$ and $\bar{g}$ is $\mathcal{F}$-rotund at $y$ relative to $x$. In this event, $\bar{g}$ is necessarily proper and $\bar{g}(y) = g(y)$.

**Proof.** Replacing $g$ if necessary by

$$
(2.10) \quad h(v) = g(y + v) - g(y) - \langle x, v \rangle,
$$

we can reduce the proof to the case where

$$
(2.11) \quad x = 0, \quad y = 0, \quad g(y) = g(0) = 0.
$$

Assume that $g$ is $\mathcal{F}$-rotund at $0$ relative to $0$. Let $B$ be any closed convex symmetric $\mathcal{F}$-neighborhood of $0$ in $Y$, and let $p$ be the gauge of $B$, i.e.

$$
(2.12) \quad p(v) = \inf \{ \lambda \geq 0 \mid v \in \lambda B \}.
$$

Define $j$ on $[0, +\infty)$ by

$$
(2.13) \quad j(\lambda) = \inf \{ g(v) \mid p(v) \geq \lambda \}.
$$

Clearly $j$ is a nondecreasing function such that

$$
(2.14) \quad j(p(v)) \leq g(v), \quad \forall v \in Y,
$$

and by (2.9) we have

$$
(2.15) \quad \liminf_{\lambda \to +\infty} j(\lambda)/\lambda > 0.
$$
The $\mathcal{F}$-rotundity of $g$ implies that

\begin{equation}
(2.13) \quad j(0) = 0, \text{ but } j(\lambda) > 0 \text{ for every } \lambda > 0.
\end{equation}

Let $j$ be the lower semicontinuous convex hull of $j$ on $[0, +\infty)$, i.e. the pointwise supremum of the collection of all lower semicontinuous convex functions on $[0, +\infty)$ majorized by $j$. It follows easily from (2.12) and (2.13) that

\begin{equation}
(2.14) \quad j(0) = 0, \text{ but } j(\lambda) > 0 \text{ for every } \lambda > 0,
\end{equation}

and this implies by the convexity of $j$ that $j$ is increasing. The function

\begin{equation}
(2.15) \quad k(v) = j(p(v))
\end{equation}

is convex and $w(Y, X)$-lower semicontinuous on $Y$, and $k \leq g$ by (2.11). Therefore $k \leq \tilde{g} \leq g$. Since

\begin{equation*}
0 = k(0) \leq g(0) = 0,
\end{equation*}

we have $\tilde{g}(0) = g(0) = 0$, implying that $g$ is $w(Y, X)$-lower semicontinuous at 0, and hence in particular $\mathcal{F}$-lower semicontinuous at 0. For every $\delta > 0$, we also have

\begin{equation}
(2.16) \quad \{v \mid \tilde{g}(v) \leq \delta\} \subset \{v \mid k(v) \leq \delta\}.
\end{equation}

Given any $\epsilon > 0$, there exists, by (2.14) and the monotonicity of $j$, some $\delta > 0$ such that $j(\lambda) \leq \delta$ implies $\lambda \leq \epsilon$. Then $k(v) \leq \delta$ implies $p(v) \leq \epsilon$, so that by (2.16)

\begin{equation*}
\{v \mid \tilde{g}(v) \leq \delta\} \subset \{v \mid p(v) \leq \epsilon\} = \epsilon B.
\end{equation*}

This shows that $\tilde{g}$ is $B$-rotund at 0 relative to 0, and since $\mathcal{F}$ has a local base consisting of $w(Y, X)$-closed convex symmetric sets like $B$ we may conclude that $\tilde{g}$ is $\mathcal{F}$-rotund at 0 relative to 0. In particular $\tilde{g}$ majorizes the constant function 0, so that $\tilde{g}$ is a proper convex function.

On the other hand, assume that $g$ is $\mathcal{F}$-lower semicontinuous at 0, and that $\tilde{g}$ is $\mathcal{F}$-rotund at 0 relative to 0. We have

\begin{equation}
(2.17) \quad \inf_{v \in Y} g(v) = \inf_{v \in Y} \tilde{g}(v) = \tilde{g}(0) \in R
\end{equation}

(because $\tilde{g} \leq g$ and the constant functions majorized by $g$ are by definition also majorized by $\tilde{g}$), and for each $\delta > 0$ we have

\begin{equation}
(2.18) \quad \{v \mid \tilde{g}(v) \leq \tilde{g}(0) + \delta\} \supset \{v \mid g(v) \leq \tilde{g}(0) + \delta\} \neq \emptyset.
\end{equation}

In view of the $\mathcal{F}$-rotundity of $\tilde{g}$ at 0 relative to 0, the sets in (2.18) can be made to lie in any given $\mathcal{F}$-neighborhood of 0 by choosing $\delta$ sufficiently small. This implies furthermore, by the $\mathcal{F}$-lower semicontinuity of $g$ at 0, that $\tilde{g}(0) = g(0) = 0$. Therefore $g$ is $\mathcal{F}$-rotund at 0.

Remark. Condition (2.9) in Proposition 2 is satisfied trivially when the set of points where $g$ does not have the value $+\infty$ is $\mathcal{F}$-bounded.
3. Duality between differentiability and rotundity. The conjugate of an extended-real-valued function $g$ on $Y$ (with respect to the pairing between $X$ and $Y$) is the function $f$ on $X$ defined by

$$f(x) = \sup \{\langle x, y \rangle - g(y) \mid y \in Y\}. \tag{3.1}$$

As is known, $f$ is a $w(\langle X, Y \rangle)$-lower semicontinuous convex function on $X$. If $g$ is a $w(\langle Y, X \rangle)$-lower semicontinuous proper convex function, then $f$ is proper and $g$ is in turn the conjugate of $f$, i.e. one has

$$g(y) = \sup \{\langle x, y \rangle - f(x) \mid x \in X\}. \tag{3.2}$$

In this case,

$$y \in \partial f(x) \iff x \in \partial g(y) \iff \langle x, y \rangle - f(x) - g(y) = 0. \tag{3.3}$$

The following fundamental result about polars of level sets of conjugate convex functions is implicitly contained in a paper of Moreau [10]. As usual, we denote by $C^o$ the polar of a set $C \subseteq Y$, i.e.

$$C^o = \{u \in X \mid \langle u, v \rangle \leq 1, \forall v \in C\}.$$ 

**Proposition 3.** Let $f$ and $g$ be proper convex functions conjugate to each other on $X$ and $Y$, respectively. Let $x \in X$ and $y \in Y$ be such that the (nonpositive) quantity

$$\alpha = \inf_{v \in Y} \{g(y + v) - g(y) - \langle x, v \rangle\} = \langle x, y \rangle - f(x) - g(y)$$

is finite. Then, for any $\delta > 0$,

$$\{v \mid g(y + v) - g(y) - \langle x, v \rangle \leq \delta\}^o \subset \delta^{-1}\{u \mid f(x + u) - f(x) - \langle u, y \rangle \leq \delta\}$$

$$\subset 2\{v \mid g(y + v) - g(y) - \langle x, v \rangle \leq \alpha + \delta\}^o. \tag{3.4}$$

**Proof.** The proper convex functions

$$f_\delta(z) = \frac{f(x + \delta z) - f(x) - \langle \delta z, y \rangle - \delta}{\delta},$$

$$g_\delta(v) = \frac{g(y + v) - g(y) - \langle x, v \rangle - \alpha + \delta}{\delta},$$

are conjugate to each other (as can be verified by direct calculation), and they satisfy

$$\inf g_\delta \leq g_\delta(0) < +\infty, \tag{3.5}$$

$$-1 = f_\delta(0) \geq \inf f_\delta > -\infty. \tag{3.6}$$

In terms of these functions we can rewrite (3.4) as

$$\{v \mid g_\delta(v) \leq g_\delta(0) + 1\}^o \subset C \subset 2\{v \mid g_\delta(v) \leq 2\}^o, \tag{3.7}$$

where

$$C = \{z \mid f_\delta(z) \leq 0\}.$$
Here $C$ is a $w(X, Y)$-closed convex subset of $X$ containing the origin, so that $C^0 = C$. Thus (3.7) (and Proposition 3) will follow if we show that

$$\{v \mid g_0(v) \leq g_0(0) + 1\} \Rightarrow C^0 \Rightarrow (1/2)\{v \mid g_0(v) \leq 2\}.$$  

Let $h$ denote the support function of $C$ on $Y$, i.e.

$$h(v) = \sup \{ \langle z, v \rangle \mid z \in C \}.$$  

According to [14, Corollary 4B], $h$ is related to $g_0$ by the formula

$$(3.9) \quad h(v) = \inf_{\lambda > 0} \lambda g_0(\lambda^{-1}v).$$  

In particular $h \leq g_0$ by (3.9), so that

$$\{v \mid g_0(v) \leq 2\} \subset \{v \mid h(v) \leq 2\} = 2\{v \mid h(v) \leq 1\} = 2C^0.$$  

This establishes the right half of (3.8). To establish the left half of (3.8), it suffices to show that

$$(3.10) \quad \{v \mid h(v) < 1\} \subset \{v \mid g_0(v) \leq g_0(0) + 1\},$$  

since the $w(Y, X')$-closure of the set on the left in (3.10) is

$$\{v \mid h(v) \leq 1\} = C^0,$$  

whereas the set on the right in (3.10) is $w(Y, X)$-closed. Given any $v$ such that $h(v) < 1$, there exists by (3.9) some $\lambda > 0$ such that $\lambda g_0(\lambda^{-1}v) < 1$. Since $g_0(\lambda^{-1}v) \geq 1$ by (3.5), this $\lambda$ must actually satisfy $0 < \lambda < 1$. The convexity of $g_0$ implies then that

$$g_0(v) \leq (1 - \lambda)g_0(0) + \lambda g_0(\lambda^{-1}v) < g_0(0) + 1.$$  

Thus (3.10) holds, and the proof of Proposition 3 is complete.

The fundamental duality between differentiability and rotundity can now be proved by means of Proposition 3.

**Proposition 4.** Let $f$ and $g$ be proper convex functions conjugate to each other on $X$ and $Y$, respectively. Let $A$ be any nonempty subset of $X$, and let $B$ be the polar of $A$ in $Y$. Let $x \in X$ and $y \in \partial f(x)$. Then $y$ is an $A$-gradient of $f$ at $x$ if and only if $g$ is $B$-rotund at $y$ relative to $x$.

**Proof.** By definition, since $y \in \partial f(x)$ and (2.3) holds, $y$ is an $A$-gradient at $x$ if and only if, for every $\varepsilon > 0$, there exists a $\mu > 0$ such that

$$\sup_{u \in A} \left\{ \frac{f(x + \lambda u) - f(x)}{\lambda} - \langle u, y \rangle \right\} \leq \varepsilon, \quad 0 < \lambda \leq \mu.$$  

Since $[f(x + \lambda u) - f(x)]/\lambda$ is a nondecreasing function of $\lambda > 0$ by the convexity of $f$, we can write (3.7) as

$$\varepsilon^{-1} A \subset \varepsilon^{-1} \mu^{-1} \{u \mid f(x + u) - f(x) - \langle u, y \rangle \leq \mu \varepsilon\}.$$
It follows from Proposition 3 (with $\alpha=0$, as indicated by (3.3)) that $y$ is an $A$-gradient at $x$ if and only if, for every $\epsilon>0$, there exists a $\delta>0$ such that

\begin{equation}
\epsilon^{-1} A \subset \{ v \mid g(y+v) - g(y) - \langle x, v \rangle \leq \delta \}^0.
\end{equation}

Taking polars, we can express (3.8) equivalently as

\[ \epsilon B \ni \{ v \mid g(y+v) - g(y) - \langle x, v \rangle \leq \delta \}. \]

Thus $y$ is an $A$-gradient if and only if $g$ is $B$-rotund at $y$ relative to $x$.

**Theorem 1.** Let $f$ and $g$ be proper convex functions conjugate to each other on $X$ and $Y$, respectively. Then $f$ is $\mathcal{A}$-differentiable at $x$ with $y = \nabla f(x)$ if and only if $g$ is $\mathcal{F}$-rotund at $y$ relative to $x$.

**Proof.** If $y$ is the $\mathcal{A}$-gradient of $f$ at $x$, we have $y \in \partial f(x)$ in particular, by Proposition 1. On the other hand, if $g$ is $\mathcal{F}$-rotund at $y$ relative to $x$ we have $x \in \partial g(y)$, and hence $y \in \partial f(x)$. Thus in either case Proposition 4 is applicable, and it follows that $f$ is $\mathcal{A}$-differentiable at $x$ with $\mathcal{A}$-gradient $y$ if and only if $g$ is $B$-rotund at $y$ relative to $x$ for every $B \in \mathcal{B}$, where $\mathcal{B}$ consists of all the polars of sets in $\mathcal{A}$. The latter condition is equivalent to $g$ being $\mathcal{F}$-rotund at $y$ relative to $x$, since the sets of the form

\[ B = \lambda_1 B_1 \cap \cdots \cap \lambda_m B_m, \quad \lambda_i > 0, \quad B_i \in \mathcal{B}, \]

are a local base for $\mathcal{F}$, and since $g$ is $B$-rotund for such a $B$ if and only if $g$ is $B_r$-rotund for $i=1, \ldots, m$.

**Corollary 1.** Let $f$ and $g$ be proper convex functions conjugate to each other on $X$ and $Y$, respectively. Then $f$ is Gateaux differentiable at $x$ with $y = \nabla f(x)$ if and only if $g$ is $w(Y, X)$-rotund at $y$ relative to $x$.

In particular, $f$ is Gateaux differentiable at $0$ with $y = \nabla f(0)$ if and only if $g$ attains its infimum over $Y$ at $y$ strongly with respect to the $w(Y, X)$-topology.

**Proof.** Take $\mathcal{A}$ to be the collection of all singleton subsets of $X$.

**Corollary 2.** Let $X$ be a normed linear space, and let $Y = X^*$ (in the canonical pairing). Let $f$ and $g$ be proper convex functions conjugate to each other on $X$ and $Y$, respectively. Then $f$ is Fréchet differentiable at $x$ with $y = \nabla f(x)$ if and only if $g$ is norm rotund (i.e. rotund with respect to the norm topology) at $y$ relative to $x$.

In particular, $f$ is Fréchet differentiable at $0$ with $y = \nabla f(0)$ if and only if $g$ attains its infimum over $Y$ at $y$ strongly with respect to the norm topology.

**Proof.** Let $\mathcal{A}$ consist of just the unit ball in $X$.

**Corollary 3.** Let $f$ be any $w(X, Y)$-lower semicontinuous proper convex function on $X$. If $f$ is $\mathcal{A}'$-differentiable at $x$, then $f$ is actually $\mathcal{A}'$-differentiable at $x$, where $\mathcal{A}'$ consists of all the nonempty $\mathcal{F}$-equicontinuous subsets of $X$. 
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Proof. The topology induced on $Y$ by uniform convergence of linear functionals on subsets of $\mathcal{A}$ is the same as $\mathcal{F}$. Hence the $\mathcal{A}$-differentiability of $f$ at $x$ is the same as the $\mathcal{F}$-differentiability of $f$ at $x$ by Theorem 1.

Corollary 3 implies in particular that (if $f$ is any $w(X, Y)$-lower semicontinuous proper convex function on $X$) $f$ is Gâteaux differentiable at $x$ if and only if $f$ is actually $\mathcal{F}$-differentiable at $x$, where $\mathcal{F}$ is the collection of all nonempty finite-dimensional bounded subsets of $X$.

Corollary 4. Let $f$ be a $w(X, Y)$-lower semicontinuous proper convex function on $X$. Suppose there exists an $\mathcal{A}$-bounded linear functional $k$ on $X$ such that, for a given $x \in X$, $f(x)$ is finite and

$$\limsup_{\lambda \downarrow 0} \frac{|f(x + \lambda u) - f(x) - k(u)|}{\lambda} = 0, \quad \forall u \in \mathcal{A}.$$ 

If $Y$ is $\mathcal{F}$-complete, then there exists a $y \in Y$ such that $k(u) = \langle u, y \rangle$ for every $u \in X$, so that $f$ is actually $\mathcal{A}$-differentiable at $x$.

Proof. Let $Z$ be the space of all $\mathcal{A}$-bounded linear functionals on $X$. Under the canonical pairing between $X$ and $Z$ (with respect to which the sets in $\mathcal{A}$ are all $w(X, Z)$-bounded), we may regard $Y$ as a $w(Z, X)$-dense subspace of $Z$ which by $\mathcal{F}$-completeness is $\mathcal{F}$-closed (the $\mathcal{F}$-topology on $Z$ being, of course, the topology of uniform convergence on the sets in $\mathcal{A}$). Let $g$ be the convex function on $Z$ conjugate to $f$. Then $f$ is the conjugate of $g$ with respect to the pairing between $X$ and $Z$, and at the same time $f$ is the conjugate of the restriction of $g$ to $Y$ with respect to the pairing between $X$ and $Y$. The infimum of $g - \langle x, \cdot \rangle$ over $Z$ is thus the same as the infimum of $g - \langle x, \cdot \rangle$ over $Y$, namely $-f(x)$. Let $y_1, y_2, \ldots$ be a sequence in $Y$ such that $g(y_k) - \langle y_k, x \rangle$ decreases to this infimum. By Theorem 1, $g$ is $\mathcal{F}$-rotund relative to $x$ at the point of $Z$ corresponding to $k$, so that $y_k$ $\mathcal{F}$-converges to this point. Since $Y$ is $\mathcal{F}$-closed in $Z$, this point must actually belong to $Y$.

Corollary 5. Let $Y$ be a Banach space, and let $X = Y^*$. Let $f$ be a $w(X, Y)$-lower semicontinuous proper convex function on $X$. If $f$ is Fréchet differentiable at $x$, the Fréchet gradient actually belongs to $Y$ (rather than merely to $Y^{**}$). Thus $f$ is Fréchet differentiable at $x$ if and only if the function $g - \langle x, \cdot \rangle$ (where $g$ is the conjugate of $f$) attains its infimum over $Y$ strongly with respect to the norm topology.

Proof. Apply Theorem 1 and the preceding corollary in the case where $\mathcal{A}$ consists of just the unit ball of $X$. In the case of Corollary 5 where $f$ is the norm on $X = Y^*$, $g$ is the indicator of the unit ball $C$ of $Y$ as in (2.8), and one gets a classical result of Šmulyan [19]: the norm on $Y^*$ is Fréchet differentiable at $x$ if and only if the linear functional $\langle x, \cdot \rangle$ attains its supremum over $C$ strongly with respect to the norm topology.
Theorem 1 can be extended by means of Proposition 2 to cases where $g$ is not convex or everywhere $w(Y, X)$-lower semicontinuous.

**Corollary 6.** Let $g$ be an extended-real-valued function on $Y$, and let $f$ be the conjugate of $g$ on $X$. Let $x$ and $y$ be elements of $X$ and $Y$, respectively, such that $g$ is finite and $T$-lower semicontinuous at $y$. Suppose there exists a $T$-bounded convex set $C$ containing the origin in $Y$ such that

$$\liminf_{\lambda \to 0} \left[ \frac{1}{\lambda} \inf_{v \in C} \{ g(y + v) - g(y) - \langle x, v \rangle \} \right] > 0$$

(which is true in particular if $g$ has the value $+\infty$ everywhere outside of a certain $T$-bounded subset of $Y$). Then $f$ is $\mathcal{S}$-differentiable at $x$ with $y = \nabla f(x)$ if and only if $g$ is $\mathcal{S}$-rotund at $y$ relative to $x$.

**Proof.** Let $\bar{g}$ be the $w(Y, X)$-lower semicontinuous convex hull of $g$. Of course, $f$ is also the conjugate of $\bar{g}$, and if either $f$ or $\bar{g}$ is proper $\bar{g}$ is in turn the conjugate of $f$. The $\mathcal{S}$-differentiability of $f$ at $x$ implies the properness of $f$ by Proposition 1, whereas the $\mathcal{S}$-rotundity of $g$ at $y$ relative to $x$ implies the properness of $\bar{g}$ by Proposition 2. The result is thus immediate from Theorem 1 and Proposition 2.

4. Differential continuity. We shall now explore the relationship between the differentiability of a $w(X, Y)$-lower semicontinuous proper convex function $f$ on $X$ and the continuity of the subdifferential mapping $\partial f: x \to \partial f(x)$. More generally, we shall consider continuity properties of the mapping

$$(x, \lambda) \mapsto \partial_{\lambda} f(x), \quad x \in X, \lambda \in R,$$

where $\partial_{\lambda} f(x)$ is the set of vectors $y \in Y$ such that

$$f(x + u) \geq \left( f(x) - \lambda \right) + \langle u, y \rangle, \quad \forall u \in X.$$  

Note that $\partial f$ is the restriction of the latter mapping to $\lambda = 0$.

One has

$$\partial_{\lambda} f(x) = \{ y \mid g(y) - \langle x, y \rangle \leq \beta + \lambda \},$$

where $g$ is the conjugate of $f$ and

$$\beta = \inf_{y \in Y} \{ g(y) - \langle x, y \rangle \} = -f(x).$$

Thus $\partial_{\lambda} f(x)$ is always a $w(Y, X)$-closed convex subset of $Y$, nonempty in particular when $x \in \text{dom } f$ and $\lambda > 0$ (but empty when $x \notin \text{dom } f$ or $\lambda < 0$).

Throughout this section, $\mathcal{S}$ will denote a topology on $X$ which is a locally convex Hausdorff topology having a local base consisting of $w(Y, X)$-closed (convex) sets (polars of certain $w(Y, X)$-bounded subsets of $Y$).

If the convex set $\text{dom } f$ has a nonempty interior with respect to $\mathcal{S}$, this interior is of course $\text{rad } f$ (as defined just prior to Proposition 1). If $\text{dom } f$ happens to be closed with respect to $w(X, Y)$, then $\text{rad } f$ is by definition the $s(X, Y)$-interior of
dom \( f \). Actually, even when \( \text{dom } f \) is \textit{not} \( w(X, Y) \)-closed, \( \text{rad } f \) is the \( s(X, Y) \)-interior of \( \text{dom } f \) by the convexity and \( w(X, Y) \)-lower semicontinuity of \( f \) (see Corollary 1 below).

The following results will be needed.

**Theorem 2 (Moreau \[10, 13\]).** Let \( f \) be a \( w(X, Y) \)-lower semicontinuous proper convex function on \( X \).

(a) Suppose that \( f \) has a finite upper bound in some \( \mathcal{S} \)-neighborhood of some point \( x \in X \). Then \( \partial_x f(x) \) is an \( \mathcal{S} \)-equicontinuous subset of \( Y \) for every \( x \in \text{rad } f \) and \( \lambda \in \mathbb{R} \). In fact, given any \( x \in \text{rad } f \) and any \( \mu \in \mathbb{R} \), there exists an \( \mathcal{S} \)-neighborhood \( U \) of the origin such that the sets \( \partial_x f(x + u) \) are uniformly \( \mathcal{S} \)-equicontinuous for \( u \in U \) and \( \lambda \leq \mu \), i.e. such that

\[
\bigcup \{ \partial_x f(x + u) \mid u \in U, \lambda \leq \mu \}
\]

is \( \mathcal{S} \)-equicontinuous.

(b) On the other hand, suppose that, for some \( x \in X \) and some \( \lambda > 0 \), \( \partial_x f(x) \) is nonempty and \( \mathcal{S} \)-equicontinuous. Then \( x \in \text{rad } f \) and \( f \) is \( \mathcal{S} \)-continuous throughout \( \text{rad } f \), so that (a) applies and \( \text{rad } f \) is the \( \mathcal{S} \)-interior of \( \text{dom } f \).

**Proof.** This can be deduced from Proposition 3 and the well-known fact [3, Chapter II, p. 92] that a finite convex function on an open convex set \( W \) is continuous throughout \( W \) if it is merely bounded above in a neighborhood of some point of \( W \). Proposition 3 says that the inclusions

\[
[\partial_x f(x) - y]^0 \subset C \subset 2[\partial_x f(x) - y]^0
\]

hold for

\[
C = \mu^{-1}\{u \mid f(x + u) - f(x) - \langle u, y \rangle \leq \mu \}
\]

whenever \( \lambda \), \( \mu \), \( x \) and \( y \) are such that \( \mu > 0 \), \( f(x) < +\infty \), \( g(y) < +\infty \) and

\[
\lambda - \mu = f(x) + g(y) - \langle x, y \rangle.
\]

Suppose that \( f \) has a finite upper bound in some \( \mathcal{S} \)-neighborhood of some point of \( X \), as hypothesized in (a). Then \( \text{dom } f \) has a nonempty \( \mathcal{S} \)-interior, which must be \( \text{rad } f \), and \( f \) is \( \mathcal{S} \)-continuous throughout this interior. Fix any \( y \in Y \) such that \( g(y) \) is finite. Since \( g \) is conjugate to \( f \), we have

\[
g(y) \geq \langle x, y \rangle - f(x)
\]

for every \( x \in X \); thus the linear function \( \langle \cdot, y \rangle \) on \( X \) is majorized by a function of the form \( f + \text{const} \), implying that \( \langle \cdot, y \rangle \) has a finite upper bound in some \( \mathcal{S} \)-neighborhood of some point of \( X \) and hence that \( \langle \cdot, y \rangle \) is \( \mathcal{S} \)-continuous. The expression

\[
f(x + u) - f(x) - \langle u, y \rangle
\]
in (4.3) therefore depends $\mathcal{S}$-continuously on $x$ and $u$, as long as $x \in \text{rad } f$ and $x + u \in \text{rad } f$. It follows that, given any $x \in \text{rad } f$ and any real number $\mu > 0$, there exist $\mathcal{S}$-neighborhoods $U$ and $V$ of the origin in $X$ such that

$$f(x' + u) - f(x') - \langle u, y \rangle \leq \mu$$

whenever $x' - x \in U$ and $u \in \mu V$, or in other words

$$\mu^{-1}\{u \mid f(x' + u) - f(x') - \langle u, y \rangle \leq \mu\} \supset V$$

whenever $x' - x \in U$. By the second inclusion in (4.2), we then have

$$V \subset 2[\partial_\mu f(x') - y]^0$$

whenever $x' - x \in U$. Thus

$$\partial_\lambda f(x + u) \subseteq \partial_\mu f(x + u) \subseteq 2V^0 + y$$

for every $u \in U$ and $\lambda \leq \mu$. Since $V$ is an $\mathcal{S}$-neighborhood of the origin, and the linear function $\langle \cdot, y \rangle$ is $\mathcal{S}$-continuous, the set $2V^0 + y$ is $\mathcal{S}$-equicontinuous in $Y$ and (a) is established.

To prove (b), suppose now that $x \in X$ and $\lambda > 0$ are such that $\partial_\lambda f(x)$ is nonempty and $\mathcal{S}$-equicontinuous. Then $f(x) < +\infty$. Choose any $y \in d\partial f(x)$ such that actually

$$f(x) + g(y) - \langle x, y \rangle < \lambda$$

(as is possible by (3.1), since $f$ is the conjugate of $g$), and define $\mu$ by (4.4). Then (4.2) holds. Since $y$ belongs to the $\mathcal{S}$-equicontinuous set $\partial_\lambda f(x)$, the linear function $\langle \cdot, y \rangle$ is $\mathcal{S}$-continuous and the translate $\partial_\lambda f(x) - y$ is again an $\mathcal{S}$-equicontinuous set. The polar of $\partial_\lambda f(x) - y$ in $X$ is therefore an $\mathcal{S}$-neighborhood of the origin. Then, by the first inclusion in (4.2), the convex function

$$h(u) = f(x + u) - f(x) - \langle u, y \rangle$$

is bounded above in some $\mathcal{S}$-neighborhood of the origin and hence is $\mathcal{S}$-continuous at the origin. This implies that $f$ is $\mathcal{S}$-continuous at $x$, and the conclusion of (b) is immediate.

**Corollary 1** (cf. Rockafellar [14]). Let $f$ be a $w(X, Y)$-lower semicontinuous proper convex function on $X$. Then $f$ is $s(X, Y)$-continuous throughout $\text{rad } f$ (so that $\text{rad } f$ is in particular the $s(X, Y)$-interior of $\text{dom } f$). Moreover

(a) $\partial_\lambda f(x)$ is a $w(Y, X)$-bounded subset of $Y$ for every $x \in \text{rad } f$ and $\lambda \in R$. In fact, given any $x \in \text{rad } f$ and any $\mu \in R$, there exists an $s(X, Y)$-neighborhood $U$ of the origin such that the sets $\partial_\lambda f(x + u)$ are uniformly $w(Y, X)$-bounded for $u \in U$ and $\lambda \leq \mu$, i.e.

$$\bigcup \{\partial_\lambda f(x + u) \mid u \in U, \lambda \leq \mu\}$$

is $w(Y, X)$-bounded.
(b) On the other hand, if $x$ is such that $\partial_\lambda f(x)$ is nonempty and $w(Y, X)$-bounded for some $\lambda > 0$, then $x \in \text{rad } f$.

**Proof.** For any $x \in \text{rad } f$, the $w(X, Y)$-closed convex set 

$$\{u \mid f(x + u) \leq f(x) + 1\}$$

is radial at the origin, and hence it is by definition an $s(X, Y)$-neighborhood of the origin. It follows from the continuity fact cited at the beginning of the proof of Theorem 2 that $f$ is $s(X, Y)$-continuous throughout $\text{rad } f$. The corollary is then obtained by specializing $\mathcal{S}$ to $s(X, Y)$ in Theorem 2.

**Corollary 2** (Moreau [10], [13]). Let $f$ be a $w(X, Y)$-lower semicontinuous proper convex function on $X$, such that $f$ has a finite upper bound in some $\mathcal{S}$-neighborhood of some point of $X$. Assume that $\mathcal{S}$ is compatible with the duality between $X$ and $Y$. Then $\partial f(x)$ is a nonempty $w(Y, X)$-compact (convex) subset of $Y$ for every $x \in \text{rad } X$. In fact, given any $x \in \text{rad } f$, there exists an $\mathcal{S}$-neighborhood $U$ of the origin such that the set

$$\bigcup \{\partial f(x + u) \mid u \in U\}$$

is relatively $w(Y, X)$-compact.

**Proof.** Since $\mathcal{S}$ is compatible with the duality, $\mathcal{S}$-equicontinuous sets are relatively $w(X, Y)$-compact. Then, for $x \in \text{rad } f$, $\partial f(x)$ is nonempty, because $\partial f(x)$ is the intersection of the nonempty $w(Y, X)$-closed $\mathcal{S}$-equicontinuous sets $\partial_\lambda f(x)$, $\lambda > 0$.

It can be shown, incidentally, that under the hypothesis of Corollary 2 one has

$$(4.5) \quad f'(x; u) = \max \langle u, y \rangle \mid y \in \partial f(x)$$

for every $x \in \text{rad } f$. In this event, of course, $f$ is Gâteaux-differentiable at $x$ if $x \in \text{rad } f$ and $\partial f(x)$ contains just one vector $y$. (See Moreau [10].)

We shall denote by $\overline{Y}$ the collection of all nonempty $w(Y, X)$-closed bounded convex subsets of $Y$. According to Corollary 1, $\partial_\lambda f(x)$ is an element of $\overline{Y}$ for every $x \in \text{rad } f$ and $\lambda > 0$.

By the $\mathcal{S}$-topology on $\overline{Y}$, we shall mean the topology in which, for each $C \in \overline{Y}$, the sets of the form

$$\{D \in \overline{Y} \mid D \subseteq C + B \text{ and } C \subseteq D + B\}$$

constitute a fundamental system of neighborhoods of $C$ as $B$ ranges over all $\mathcal{S}$-neighborhoods of the origin in $Y$. Of course, when $Y$ is regarded as a subset of $\overline{Y}$, the relative $\mathcal{S}$-topology induced on $Y$ is the same as the $\mathcal{S}$-topology already present on $Y$.

The $\mathcal{S}$-topology on $\overline{Y}$ can also be obtained in a dual way. For each $C \in \overline{Y}$, let $h_C$ denote the support function of $C$ on $X$, i.e.

$$h_C(x) = \sup_{y \in C} \langle x, y \rangle.$$
As is well known [7], the correspondence $C \leftrightarrow h_c$ is one-to-one between $Y$ and the collection of all finite $w(X, Y)$-lower semicontinuous positively homogeneous convex functions on $X$, and it preserves addition and nonnegative scalar multiplication. (This is a natural extension of the correspondence between points of $Y$ and linear functions on $X$.) It is not hard to show that the $\mathcal{F}$-topology on $Y$ is the same as the topology on $Y$ induced by uniform convergence of the support functions $h_c$ on all $\mathcal{F}$-equicontinuous subsets of $X$.

Note that a sequence of sets $D_1, D_2, \ldots$ in $Y$ $\mathcal{F}$-converges to a point $y \in Y$ (regarded as a singleton set in $Y$) if and only if, for every $\mathcal{F}$-neighborhood $B$ of the origin in $Y$, there exists an integer $m$ such that $D_k \subseteq y + B$ for all $k > m$. Thus the conjugate $g$ of $f$ is $\mathcal{F}$-rotund at $y$ relative to $x$ if and only if the nonempty $w(Y, \mathcal{F})$-closed convex sets

$$y + \{v \mid g(y + v) - \langle x, v \rangle \leq g(y) + \lambda\}, \quad \lambda > 0,$$

are $w(Y, X)$-bounded and $\mathcal{F}$-converge in $Y$ to $y$ as $\lambda \downarrow 0$. Since (3.3) holds and

$$\partial_\lambda f(x) = y + \{v \mid g(y + v) - \langle x, v \rangle \leq \langle x, y \rangle - f(x) + \lambda\},$$

the conclusion of Theorem 1 can therefore be stated as follows: $f$ is $\mathcal{A}$-differentiable at $x$ with $y = \nabla f(x)$ if and only if the sets $\partial_\lambda f(x)$ are nonempty and bounded for $\lambda > 0$ (i.e. $x \in \operatorname{rad} f$) and $\partial_\lambda f(x)$ $\mathcal{F}$-converges in $Y$ to $y$ as $\lambda \downarrow 0$.

**Proposition 5.** Let $f$ be a $w(X, Y)$-lower semicontinuous proper convex function on $X$, such that $f$ has a finite upper bound in some $\mathcal{F}$-neighborhood of some point of $X$. Assume that all the sets in $\mathcal{A}$ are $\mathcal{F}$-bounded (which is true in particular if either $\mathcal{F}$ or $\mathcal{I}$ is compatible with the duality between $X$ and $Y$). The mapping

$$(x, \lambda) \mapsto \partial_\lambda f(x)$$

is then continuous from $(\operatorname{rad} f) \times (0, +\infty)$ in the $\mathcal{F}$-topology (i.e. the product of the $\mathcal{F}$-topology on $\operatorname{rad} f$ and the ordinary topology on the real interval $(0, +\infty)$) to $Y$ in the $\mathcal{I}$-topology.

**Proof.** Choose any $x \in \operatorname{rad} f$, any $\delta > 0$, and any $w(Y, X)$-closed convex $\mathcal{F}$-neighborhood $B$ of the origin in $Y$. Let $U$ be an $\mathcal{F}$-neighborhood of the origin in $X$ such that, for $\mu = 2\delta$, the set in (4.1), which we shall denote by $M$, is $\mathcal{F}$-equicontinuous. Since the sets in $\mathcal{A}$ are all $\mathcal{F}$-bounded in $X$, $\mathcal{F}$-equicontinuous sets are all $\mathcal{F}$-bounded in $Y$. Thus we can find a real number $\rho \geq 2\delta$ such that

$$M - M \subseteq \rho B.$$  

Choose an $\varepsilon > 0$ such that

$$2\varepsilon < \delta/(\rho + 1).$$
Since \( f \) is \( \mathcal{S} \)-continuous at \( x \) (Theorem 2), there exists an \( \mathcal{S} \)-neighborhood \( W \) of the origin, \( W \subseteq U \), such that

\[
|f(x+u_1)-f(x+u_2)| \leq \varepsilon/2, \quad \forall u_1 \in W, \forall u_2 \in W,
\]

and

\[
|\langle w, y \rangle| \leq \varepsilon/4, \quad \forall w \in W, \forall y \in M.
\]

We shall demonstrate that

\[
\partial_\lambda f(x+u) \subseteq \partial_\lambda f(x) + B \quad \text{and} \quad \partial_\lambda f(x) \subseteq \partial_\lambda f(x+u) + B
\]

for arbitrary \( u \in W \) and \( \lambda \in [\delta - \varepsilon, \delta + \varepsilon] \), and this will establish the desired continuity at the point \((x, \delta)\).

In what follows, \( \alpha \) and \( \beta \) denote real numbers such that \( \alpha < \beta \). For any \( u_1 \) and \( u_2 \) in \((\text{dom } f) - x\), \( \partial_\alpha f(x+u_1) \) consists of the elements \( y \in Y \) such that, for every \( z \in X \),

\[
f(z) \geq f(x+u_1) + \langle z - x - u_1, y \rangle - \alpha
\]

\[
= f(x+u_2) + \langle z - x - u_2, y \rangle
\]

\[
- [\alpha + f(x+u_2) - f(x+u_1) + \langle u_2 - u_1, y \rangle].
\]

If \( u_1 \in W, u_2 \in W, \alpha \leq 2\delta \) and \( \beta - \alpha \geq \varepsilon \), every \( y \in \partial_\alpha f(x+u_1) \) belongs to \( M \), so that by (4.8) and (4.9)

\[
\alpha + f(x+u_2) - f(x+u_1) + \langle u_2 - u_1, y \rangle \leq \alpha + (\varepsilon/2) + (\varepsilon/4) + (\varepsilon/4) \leq \beta,
\]

and hence

\[
\partial_\alpha f(x+u_1) \subseteq \partial_\alpha f(x+u_2).
\]

It follows in particular that

\[
\partial_{\lambda - \varepsilon} f(x) \subseteq \partial_\lambda f(x+u) \subseteq \partial_{\lambda + \varepsilon} f(x), \quad \forall u \in W, \forall \lambda \leq 2\delta.
\]

On the other hand, for any \( \theta > 1 \) we have

\[
\alpha = (1/\theta)\gamma + [1 - (1/\theta)]\beta \quad \text{for} \quad \gamma = \beta + \theta(\alpha - \beta) < \alpha,
\]

so that

\[
(1/\theta)\partial_\gamma f(x) + [1 - (1/\theta)]\partial_\beta f(x) \subseteq \partial_\alpha f(x).
\]

The latter inclusion follows from the fact that

\[
\partial_\lambda f(x) = \{ y \mid h(y) \leq \lambda \},
\]

where \( h \) is a certain proper convex function on \( Y \), namely

\[
h(y) = f(x) + g(y) - \langle x, y \rangle
\]

(\( g \) being the conjugate of \( f \)). If \( 0 < \alpha < \beta \leq 2\delta \), and \( \theta > 1 \) is such that \( \gamma > 0 \), i.e.

\[
1 < \theta < \beta/(\beta - \alpha),
\]
we have by (4.11) and (4.6)
\[ \partial_{\theta}f(x) = [1 - (1/\theta)]^{-1}[\partial_{a}f(x) - (1/\theta)\partial_{\theta}f(x)] \]
\[ = \partial_{a}f(x) + [1/(\theta - 1)][\partial_{a}f(x) - \partial_{\theta}f(x)] \]
\[ \subset \partial_{a}f(x) + [(\theta - 1)]B. \]

This calculation uses the fact that, since \( \partial_{a}f(x) \) is a convex set, one has
\[ \partial_{a}f(x) = [1 - (1/e)]\partial_{a}f(x) + (1/e)\partial_{a}f(x). \]

If \( \alpha = \delta - 2\varepsilon \) and \( \beta = \delta \), (4.12) is satisfied for \( \theta = \rho + 1 \) by virtue of (4.7), and consequently
\[ \partial_{\delta}f(x) \subset \partial_{\delta - 2\varepsilon}f(x) + B. \]

Similarly, if \( \alpha = \delta \) and \( \beta = \delta + 2\varepsilon \), (4.12) is satisfied for \( \theta = \rho + 1 \), so that
\[ \partial_{\delta + 2\varepsilon}f(x) \subset \partial_{\delta}f(x) + B. \]

For any \( u \in W \) and \( \lambda \in [\delta - \varepsilon, \delta + \varepsilon] \), we have \( \lambda < 2\delta \) (since \( \varepsilon < \delta \)) and
\[ \partial_{\delta - 2\varepsilon}f(x) \subset \partial_{\lambda - \varepsilon}f(x) \subset \partial_{\lambda + \varepsilon}f(x) \subset \partial_{\delta + 2\varepsilon}f(x), \]
so that
\[ \partial_{\delta}f(x) \subset \partial_{\lambda}f(x + u) + B \]
by (4.10) and (4.13), while
\[ \partial_{\lambda}f(x + u) \subset \partial_{\delta}f(x) + B \]
by (4.10) and (4.14). This completes the proof of Proposition 5.

**Corollary** Let \( f \) be a \( w(X, Y) \)-lower semicontinuous proper convex function on \( X \). Assume either that \( X \) is a barrelled space in some topology such that \( Y = X^* \), or that \( Y \) is a barrelled space in some topology such that \( X = Y^* \). Then the mapping \( (x, \lambda) \rightarrow \partial_{\lambda}f(x) \) is continuous from \( (\text{rad}f) \times (0, +\infty) \) in the \( s(X, Y) \)-topology to \( Y \) in the \( s(Y, X) \)-topology.

**Proof.** Invoke Corollary 1 of Theorem 2 along with the fact that, in a barrelled space or its dual, the weakly bounded sets are the same as the strongly bounded sets [3, Chapter III].

Proposition 5 and the results below should be compared with a recent theorem of Moreau [13, 11d]. This result says that (under the same hypothesis about \( f \) as in Proposition 5) if \( \mathcal{S} \) is compatible with the duality between \( X \) and \( Y \) and \( \mathcal{T} \) is the topology of uniform convergence on \( \mathcal{S} \)-compact subsets of \( X \), then the mapping \( (x, \lambda) \rightarrow \partial_{\lambda}f(x) \) is upper semicontinuous as a multivalued mapping from \( (\text{rad}f) \times R \) in the \( \mathcal{S} \)-topology to \( Y \) in the \( \mathcal{T} \)-topology. In this case, \( \partial f \) is in particular \( (\mathcal{S}, \mathcal{T}) \)-upper semicontinuous from \( \text{rad}f \) to \( Y \), so that the gradient mapping \( \nabla f \) is \( (\mathcal{S}, \mathcal{T}) \)-continuous (and consequently \( (\mathcal{S}, w(Y, X)) \)-continuous) where it exists.
If \( f \) is \( \mathcal{A} \)-differentiable at \( x \) and the hypothesis of Proposition 5 is satisfied, it follows from Proposition 5 and the observation preceding it that \( \partial_x f(z) \) \( \mathcal{F} \)-converges to \( \nabla f(x) \) in \( \overline{Y} \) as \( z \) \( \mathcal{F} \)-converges to \( x \) and \( \lambda \downarrow 0 \). This implies in turn that \( \partial f(z) \) \( \mathcal{F} \)-converges to \( \nabla f(x) \) as \( z \) \( \mathcal{F} \)-converges to \( x \) in the set

\[
D = \{ z \in \text{rad} f \mid \partial f(z) \neq \emptyset \}.
\]

Thus the mapping \( \partial f \) from \( D \) to \( \overline{Y} \) is \( (\mathcal{S}, \mathcal{F}) \)-continuous at \( x \). When \( \mathcal{S} \) is compatible with the duality between \( X \) and \( Y \), we have \( D = \text{rad} f \) by Corollary 2 of Theorem 3, and a stronger result may be stated.

**Theorem 3.** Let \( f \) be a \( w(X, Y) \)-lower semicontinuous proper convex function on \( X \), such that \( f \) has a finite upper bound in some \( \mathcal{S} \)-neighborhood of some point of \( X \). Assume that \( \mathcal{S} \) is compatible with the duality between \( X \) and \( Y \) (see the remark below). Then, in order that the mapping \( x \to \partial f(x) \) from \( \text{rad} f \) to \( \overline{Y} \) be \( (\mathcal{S}, \mathcal{F}) \)-continuous at \( x \), it is necessary and sufficient that \( f \) be \( \mathcal{A} \)-differentiable at \( x \).

**Proof.** The sufficiency of the condition has just been explained. To prove the necessity, fix any \( x \in \text{rad} f \) at which the mapping in question is \( (\mathcal{S}, \mathcal{F}) \)-continuous. It is enough to show that, given any \( \varepsilon > 0 \) and any \( A \in \mathcal{S} \), there exists a \( \lambda > 0 \) such that

\[
\left| \frac{f(x + \lambda u) - f(x)}{\lambda} - \langle u, y \rangle \right| \leq 2\varepsilon, \quad \forall u \in A, \forall y \in \partial f(x).
\]

Let \( B = A^0 \cap (-A)^0 \). Then \( B \) is a symmetric convex \( \mathcal{F} \)-neighborhood of the origin in \( Y \), and

\[
\left| \langle u, v \rangle \right| \leq 1, \quad \forall u \in A, \forall v \in B.
\]

Let \( U \) be an \( \mathcal{S} \)-neighborhood of \( x \) such that

\[
\partial f(x + w) \subseteq \partial f(x) + \varepsilon B, \quad \forall w \in U,
\]

\[
\partial f(x) \subseteq \partial f(x + w) + \varepsilon B, \quad \forall w \in U.
\]

Since \( \mathcal{S} \) is compatible with the duality, the set \( A \), being \( w(X, Y) \)-bounded by assumption, is actually \( \mathcal{S} \)-bounded, and we can choose a \( \lambda > 0 \) such that \( \lambda A \subseteq U \).

Let \( u \in A \). If \( v \in \partial f(x + \lambda u) \), we have by definition

\[
f(x) \equiv f(x + \lambda u) + \langle x - (x + \lambda u), v \rangle,
\]

and consequently

\[
\left| \frac{f(x + \lambda u) - f(x)}{\lambda} - \langle u, y \rangle \right| \leq \langle u, v \rangle - \langle u, y \rangle
\]

for any \( y \in Y \). When \( y \in \partial f(x) \), the left side of (4.19) is nonnegative, so that 

\[
\langle u, y \rangle \leq \langle u, v \rangle.
\]

Since the latter holds for any \( y \in \partial f(x) \) and \( v \in \partial f(x + \lambda u) \), we must have

\[
\sup \{ \langle u, w \rangle \mid w \in \partial f(x) \} \leq \inf \{ \langle u, w \rangle \mid w \in \partial f(x + \lambda u) \}.
\]
On the other hand, since $\lambda u \in \lambda A \subset U$, for any $v \in \partial f(x + \lambda u)$ we have

$$
\langle u, v \rangle \leq \sup \{\langle u, w \rangle \mid w \in \partial f(x + \lambda u)\}
$$

(4.21)

by (4.17) and (4.16), while for any $y \in \partial f(x)$ we have

$$
\langle u, y \rangle \geq \inf \{\langle u, w \rangle \mid w \in \partial f(x)\}
$$

(4.22)

by (4.18) and (4.16). Combining (4.20), (4.21) and (4.22), we see that, for any $v \in \partial f(x + \lambda u)$ and $y \in \partial f(x)$,

$$
\langle u, v \rangle \leq \inf \{\langle u, w \rangle \mid w \in \partial f(x + \lambda u)\} + \epsilon
$$

$$
\leq \langle u, y \rangle + 2\epsilon
$$

in (4.19), and the inequality (4.15) holds as desired.

Remark. The compatibility assumption on $\mathcal{S}$ in Theorem 3 was used only to ensure that all the sets in $\mathcal{A}$ are $\mathcal{S}$-bounded, and that $\partial f(z) \neq \emptyset$ for every $z$ in some $\mathcal{S}$-neighborhood of the point $x \in \text{rad } f$ where continuity was in question. Therefore, the conclusion of Theorem 3 remains valid when the latter conditions are satisfied, even if $\mathcal{S}$ is not compatible with the duality between $X$ and $Y$.

Corollary 1. Let $f$ be a $w(X, Y)$-lower semicontinuous proper convex function on $X$. Suppose that $X$ is a barrelled space in some topology such that $Y = X^*$. In order that $f$ be Gâteaux differentiable at $x$, it is necessary and sufficient that $x \in \text{rad } f$ and that the mapping $\partial f$ from $\text{rad } f$ to $\overline{Y}$ be continuous at $x$ from the $s(X, Y)$-topology to the $w(Y, X)$-topology.

Proof. Take $\mathcal{S} = s(X, Y)$ and $\mathcal{T} = w(Y, X)$. The hypothesis implies that $\mathcal{S}$ is compatible with the duality between $X$ and $Y$ [3, Chapter III]. Moreover, $f$ is $\mathcal{S}$-continuous on $\text{rad } f$ by Corollary 1 of Theorem 2, so Theorem 3 is applicable. (If $\text{rad } f$ were empty, $f$ could not be Gâteaux differentiable anywhere in view of Proposition 1, so that the present corollary would be vacuous.)

Corollary 2. Let $X$ be a normed linear space with $Y = X^*$, and let $f$ be a proper convex function on $X$ lower semicontinuous with respect to the norm topology. In order that $f$ be Fréchet differentiable at $x$, it is necessary and sufficient that $x \in \text{rad } f$ and that the mapping $\partial f$ from $\text{rad } f$ to $\overline{Y}$ be continuous at $x$ from the norm topology to the norm topology.

Proof. We note first that $f$ is actually $w(X, Y)$-lower semicontinuous, since lower semicontinuity depends only on the closedness of the convex level sets $\{x \mid f(x) \leq \alpha\}$, and the closed convex sets in $X$ are the same in all topologies compatible with the duality between $X$ and $Y$. Apply Theorem 3 as in the proof of the preceding corollary, but with $\mathcal{T} = s(Y, X)$. 
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Corollary 3. Let $X$ be a normed linear space with $Y = X^*$, and let $f$ be a $w(X, Y)$-lower semicontinuous proper convex function on $X$. Let $U$ be a nonempty subset of $X$ open with respect to the norm topology. Suppose that, for each $x \in U$, $\partial f(x)$ consists of a single element of $Y$ (denoted by $\nabla f(x)$). Then $f$ is Gâteaux differentiable throughout $U$, and the gradient mapping $\nabla f$ from $U$ into $Y$ is continuous from the norm topology to the $w(Y, X)$-topology. In order that $f$ actually be Fréchet differentiable throughout $U$, it is necessary and sufficient that $\nabla f$ be norm-to-norm continuous from $U$ into $Y$.

Proof. Since $\partial f(x) = \emptyset$ for $x \notin \text{dom } f$, $U$ must be contained in $\text{dom } f$, and hence in $\text{rad } f$. By Corollary 1 of Theorem 2, $f$ is norm continuous throughout $U$, so that (4.5) holds, implying that $\nabla f(x)$ is the Gâteaux gradient of $f$ at $x$. The result now follows from Corollary 1 and Corollary 2 above.

In view of the known monotonicity properties of $\partial f$ [15], Theorem 3 and its corollaries suggest that, for a continuous convex function, differentiability is to be expected in a large subset of the domain of continuity. Such results are classical in the finite-dimensional case, and they have also been proved for certain classes of Banach spaces. For details, see Asplund [2].

5. Gradient homeomorphisms. In this section, we shall characterize certain cases where the gradient mapping $\nabla f$ is a homeomorphism between subsets of $X$ and $Y$ in the strong topologies.

Theorem 4. Suppose that the strong topology $s(X, Y)$ on $X$ is compatible with the duality between $X$ and $Y$, and that $Y$ is $s(Y, X)$-complete and let $f$ be a proper convex function on $X$. In order that $\nabla f$ be a homeomorphism from (all of) $X$ onto $Y$ with respect to topologies $s(X, Y)$ and $s(Y, X)$, it is necessary and sufficient that $s(X, Y)$ be normable in such a way that

(a) $f$ is Fréchet differentiable at every $x \in X$,
(b) $f$ is norm rotund relative to $\nabla f(x)$ at every $x \in X$,
(c) $f - \langle \cdot, y \rangle$ attains its minimum on $X$ for every $y \in Y$.

In this event, $X$ is a reflexive Banach space with respect to the norm in question, with $Y = X^*$. Moreover, the convex function $g$ on $Y$ conjugate to $f$ likewise satisfies conditions (a), (b) and (c), and the gradient mapping $\nabla g$ is the inverse of $\nabla f$. The conjugate of $g$ is in turn $f$.

Proof. The existence of $\nabla f(x)$ for every $x$ implies that $f$ is the pointwise supremum of the affine functions of the form

$$z \rightarrow f(x) + \langle z - x, \nabla f(x) \rangle, \quad x \in X,$$

so that $f$ is $w(X, Y)$-lower semicontinuous, and $f$ is in turn the conjugate of $g$.

Assume that $\nabla f$ is a homeomorphism as specified. Then by (3.3), $\nabla g$ is the inverse of $\nabla f$, so that $\nabla g$ is a homeomorphism from $Y$ onto $X$ with respect to the strong topologies. Since the domains of $\nabla f$ and $\nabla g$ are contained in $\text{dom } f$ and
dom $g$, respectively, $f$ and $g$ must be finite everywhere. Corollary 1 of Theorem 2 implies that $f$ and $g$ are everywhere continuous with respect to the strong topologies, and that all the sets of the form $\partial_x f(x)$ and $\partial_y g(y)$ are weakly bounded. In particular, $f$ is $s(X, Y)$-continuous at 0, and for $\lambda = f(0) + g(0) + 1$ the set

$$\partial_x g(0) = \{x \mid f(x) \leq f(0) + 1\}$$

is $w(X, Y)$-bounded (implying $s(X, Y)$-bounded, because $s(X, Y)$ is compatible with the duality), so that $X$ contains $s(X, Y)$-neighborhoods of the origin which are $s(X, Y)$-bounded. It follows that $s(X, Y)$ is normable. We can suppose therefore that $X$ is a normed linear space with $Y = X^*$ (the strong topologies on $X$ and $Y$ being the norm topologies). The norm-to-norm continuity of $\nabla f$ implies by Theorem 3 that (a) holds. Similarly, the norm-to-norm continuity of $\nabla g$ implies by Theorem 3 and the remark following it that $g$ is Fréchet differentiable throughout $Y$, and hence by Theorem 1 that $f$ is norm rotund at $\nabla g(y)$ relative to $y$ for every $y \in Y$. This yields conditions (b) and (c), because $x = \nabla g(y)$ if and only if $y = \nabla f(x)$.

Conversely, suppose $s(X, Y)$ is normable in such a way that (a), (b) and (c) are satisfied. By (a) and Theorem 3, $\partial f$ reduces to the single-valued mapping $\nabla f$, and this mapping is norm-to-norm continuous from all of $X$ into $Y$. By (c), the range of $\nabla f$ is all of $Y$. By (b) and Theorem 1, $g$ is Fréchet differentiable at $y = \nabla f(x)$ for each $x \in X$ (and hence at each $y \in Y$). Furthermore, the Fréchet gradient mapping $\nabla g$, which must be the inverse of $\nabla f$ in view of (3.3), is norm-to-norm continuous by Theorem 3. Thus $\nabla f$ is a homeomorphism from $X$ onto $Y$ with respect to the norm topologies.

An incomplete normed linear space cannot be homeomorphic to a Banach space, as has been proved by Klee [8], so that $X$, being homeomorphic to its dual $Y$, must be complete. It remains only to show that $X^{**} = X$. Let $h$ be the conjugate of $g$ on $X^{**}$ with respect to the canonical pairing between $X^{**}$ and $X^*$. Since $g$ is in particular norm rotund at $\nabla f(0)$ relative to 0 (by virtue of $f$ being Fréchet differentiable at 0), it follows by the duality between $h$ and $g$ that $h$ is Fréchet differentiable at 0. Hence, by Proposition 1, dom $h$ has a nonempty interior in $X^{**}$. Let $D$ be the set of points in $X^{**}$ where $h$ has a subgradient coming from $X^*$. According to Brøndsted-Rockafellar [5, Theorem 2], $D$ is dense in dom $h$ in the norm topology. But $D$ is just the range of $\nabla g$, which is $X$, because under the pairing between $X^{**}$ and $X^*$ we have $y \in \partial h(x)$ if and only if $x \in \partial g(y)$; cf. (3.3). This shows that the nonempty interior of dom $h$ in $X^{**}$ is contained in $X$, and consequently that $X^{**} = X$, proving Theorem 4.

In Theorem 4, the finite convex functions $f$ and $g$ can be expressed in terms of each other by the formulas

\begin{align}
(5.1) \quad g(y) &= \langle (\nabla f)^{-1}(y), y \rangle - f((\nabla f)^{-1}(y)), \\
(5.2) \quad f(x) &= \langle x, (\nabla g)^{-1}(x) \rangle - g((\nabla g)^{-1}(x)).
\end{align}
In other words, each is the Legendre transform of the other. In Theorem 5, we shall further extend the theory of Legendre transforms of convex functions (see [16] for the finite-dimensional case) to certain extended-real-valued functions on reflexive Banach spaces. The following proposition is needed as a preliminary.

**Proposition 6.** Let $X$ be a Banach space with $Y = X^*$, and let $f$ be a proper convex function on $X$ lower semicontinuous with respect to the norm topology. Suppose there exists a subset $W$ of $X$, open in the norm topology, such that $W \cap \text{dom } f \neq \emptyset$ and

$$\bigcup \{ \partial f(x) \mid x \in W \}$$

is bounded in $Y$. Then rad $f \neq \emptyset$, and $\partial f(x)$ is nonempty and bounded if and only if $x \in \text{rad } f$.

**Proof.** As noted already in the proof of Corollary 2 to Theorem 3, lower semicontinuity with respect to the norm topology implies $w(X, Y)$-lower semicontinuity. The lemma of Brøndsted-Rockafellar [5] says that, for any $x \in X$ and any positive $\varepsilon$ and $\lambda$, one has

$$(5.3) \quad \partial_{\varepsilon} f(x) \subset \bigcup \{ \partial f(x + \lambda u) \mid u \in U \} + \varepsilon/\lambda B,$$

where $U$ is the unit ball in $X$ and $B$ is the dual unit ball in $Y$. If $x \in W \cap \text{dom } f$, and $\lambda > 0$ is chosen so small that $x + \lambda U \subseteq W$, the right side of (5.3) is a bounded subset of $Y$ by the hypothesis, implying that $\partial_{\varepsilon} f(x)$ is bounded (as well as nonempty). Then $x \in \text{rad } f$ by Corollary 1 of Theorem 2, so that rad $f \neq \emptyset$. On the other hand, suppose rad $f \neq \emptyset$. Then rad $f$ is the interior of $\text{dom } f$ with respect to $s(X, Y)$, which is the norm topology. Moreover, $f$ is continuous on rad $f$ with respect to the norm topology (Corollary 1 of Theorem 2), and $\partial f(x)$ is nonempty and bounded for every $x \in \text{rad } f$ (Corollary 2 of Theorem 2).

Now let $x$ be a point of $X$ such that $x \notin \text{rad } f$ but $\partial f(x) \neq \emptyset$; we shall show that $\partial f(x)$ is unbounded, and this will complete the proof of Proposition 6. Since $x$ is not an interior point of the convex set $\text{dom } f$ (and this interior rad $f$ is nonempty), $x$ can be separated from $\text{dom } f$, i.e. there exists a nonzero $v \in Y$ such that

$$\langle x, v \rangle \geq \langle z, v \rangle, \quad \forall z \in \text{dom } f.$$

For any $y \in \partial f(x)$ and any $z \in \text{dom } f$, we then have

$$f(z) \geq f(x) + \langle z - x, y \rangle \geq f(x) + \langle z - x, y + \lambda v \rangle, \quad \forall \lambda \geq 0.$$

This also holds trivially when $z \notin \text{dom } f$ (since then $f(z) = +\infty$), and hence it holds for every $z \in X$. Therefore

$$y + \lambda v \in \partial f(x), \quad \forall y \in \partial f(x), \forall \lambda \geq 0,$$

and since $v \neq 0$ it follows that $\partial f(x)$ is not bounded.
Theorem 5. Let $X$ be a reflexive Banach space with $Y = X^*$, and let $f$ be a proper convex function on $X$ which is lower semicontinuous with respect to the norm topology. Let

$$D = \{ x \in X \mid \partial f(x) \neq \emptyset \}.$$

In order that $\partial f$ be a one-to-one mapping from $D$ into $\overline{Y}$ which is a homeomorphism with respect to the norm topologies, it is necessary and sufficient that the following conditions be satisfied (in which case $\partial f$ reduces to the gradient mapping $\nabla f$ and $D = \text{rad} f$):

(a) $\text{rad} f \neq \emptyset$,
(b) $f$ is Fréchet differentiable throughout $\text{rad} f$,
(c) $f$ is rotund relative to $\nabla f(x)$ in the norm topology at each $x \in \text{rad} f$,
(d) whenever $z \in \text{rad} f$ and $x$ is a point of $\text{dom} f$ not in $\text{rad} f$, one has

$$\lim_{\lambda \downarrow 0} \langle z-x, \nabla f((1-\lambda)x+\lambda z) \rangle = -\infty.$$

In this event the convex function $g$ conjugate to $f$ on $Y$ likewise satisfies conditions (a), (b), (c) and (d). Furthermore, the domain and range of the mapping $\nabla f$ are the open convex sets $\text{rad} f$ and $\text{rad} g$, respectively, and the inverse of $\nabla f$ is $\nabla g$.

Proof. As noted in the proof of Corollary 2 of Theorem 3, $f$ is actually $w(X, Y)$-lower semicontinuous. Suppose that $\nabla f$ is a homeomorphism from $D$ into $\overline{Y}$ with respect to the norm topologies. Then $D = \text{rad} f \neq \emptyset$ by Proposition 6. The continuity of $\nabla f$ implies by Corollary 2 of Theorem 3 that $f$ is Fréchet differentiable throughout $\text{rad} f$, so that $\partial f$ reduces to $\nabla f$. Thus $\nabla f$ is a one-to-one mapping of $\text{rad} f$ into $Y$ which is a norm-to-norm homeomorphism. By (3.3), $\partial g$ reduces to $\nabla g$, and $\nabla g$ is the inverse of $\nabla f$ (consequently a homeomorphism). It follows by applying the preceding argument to $g$ in place of $f$ (which is permissible because $X$ is reflexive) that

$$\{ y \mid \partial g(y) \neq \emptyset \} = \text{rad} g \neq \emptyset,$$

and that $\nabla g$ is a norm-to-norm homeomorphism of $\text{rad} g$ onto $\text{rad} f$. Hence $g$ is Fréchet differentiable at every $y \in \text{rad} g$ by Corollary 2 of Theorem 3. By Corollary 2 to Theorem 1, $f$ is then norm rotund at $\nabla g(y)$ relative to $y$ for every $y \in \text{rad} g$. Thus conditions (a), (b) and (c) hold, along with

(d') $D \subseteq \text{rad} f$.

Conversely, suppose that (a), (b), (c) and (d') hold. Then $\partial f$ reduces to $\nabla f$, which is by Corollary 2 of Theorem 3 a norm-to-norm continuous mapping of $D$ into $Y$. The range of $\nabla f$ is $\{ y \mid \partial g(y) \neq \emptyset \}$ by (3.3), and for each $y$ in this range there exists by condition (c) some $x$ such that $f$ is norm rotund at $x$ relative to $y$. This implies by Theorem 1 that $g$ is Fréchet differentiable at $y$. The inverse of $\nabla f$ is then $\nabla g$ by (3.3), and $\nabla g$ is norm-to-norm continuous by Corollary 2 of Theorem 3. In other words, $\nabla f$ is a norm-to-norm homeomorphism.
To complete the proof of Theorem 5, it suffices to show that (d') is equivalent to (d), assuming that (a) and (b) hold. Of course, (d') is equivalent under (a) to the condition that \( \partial f(x) = \emptyset \) for every \( x \) which is a point of \( \text{dom} f \) not in \( \text{rad} f \). Let \( x \) be a particular point of \( \text{dom} f \) not in \( \text{rad} f \), and let \( z \in \text{rad} f \). For \( 0 < \lambda \leq 1 \), the point \((1-\lambda)x + \lambda z\) belongs to \( \text{rad} f \), since \( \text{rad} f \) is the interior of the convex set \( \text{dom} f \) in the norm topology when \( \text{rad} f \neq \emptyset \). The restriction of \( f \) to the line segment joining \( x \) and \( z \) is a lower semicontinuous convex function, so the directional derivative

\[
f'((1-\lambda)x + \lambda z ; z - x) = \langle z - x, \nabla f((1-\lambda)x + \lambda z) \rangle
\]
decreases to \( f'(x;z-x) \) as \( \lambda \) decreases to 0. We must show that \( \partial f(x) \neq \emptyset \) if and only if \( f'(x;z-x) > -\infty \). One direction is easy: if \( \partial f(x) \) contains an element \( y \), we have

\[
\langle z - x, y \rangle \leq f'(x;z-x) = \inf_{\lambda > 0} \frac{f((x+\lambda(z-x)))-f(x)}{\lambda},
\]
and hence \( f'(x;z-x) > -\infty \). On the other hand, suppose \( f'(x;z-x) > -\infty \). The function \( h = f'(x; \cdot) \) is, of course, convex and positively homogeneous on \( X \), and it satisfies

\[
h(w-x) \leq f(w) - f(x), \quad \forall w \in X.
\]
Since \( f \) is norm continuous on \( \text{rad} f \) by Corollary 1 of Theorem 2, \( h \) is finitely bounded above on a (norm) neighborhood of the point \( z-x \). Hence, by the fact cited to prove Theorem 2, \( h \) is not only finite but norm continuous at \( z-x \). This implies that \( h \) majorizes at least one continuous affine function (see Brøndsted [4]), and since \( h \) is positively homogeneous the affine function can be taken to be linear. Thus there exists a \( y \in Y \) such that

\[
\langle u, y \rangle \leq h(u) \leq f(x+u)-f(x), \quad \forall u \in X.
\]
Thus \( y \) belongs to \( \partial f(x) \), so \( \partial f(x) \neq \emptyset \) and the proof is complete.

The functions \( f \) and \( g \) in Theorem 5 are given in terms of each other by the Legendre transformation formulas (5.1) and (5.2) for \( x \in \text{rad} f \) and \( y \in \text{rad} g \). Thus Theorem 5 yields a certain one-to-one Legendre correspondence between certain pairs \((f, C)\), where \( C \) is an open convex set in \( X \) and \( f \) is a Fréchet differentiable convex function on \( C \), and pairs \((g, D)\), where \( D \) is an open convex set in \( Y \) and \( g \) is a Fréchet differentiable convex function on \( D \). This correspondence can be described directly, i.e. without mentioning conjugacy, much as in [16]; we leave the details to the reader.

In the case where the gradient homeomorphism is required to map all of \( X \) onto \( Y \), Theorem 5 yields a result which is comparable to Theorem 4 but stronger due to the assumption of reflexivity.
**Corollary** Let $X$ be a reflexive Banach space with $Y = X^*$, and let $f$ be a proper convex function on $X$. In order that the gradient mapping $\nabla f$ be a norm-to-norm homeomorphism from $X$ onto $Y$, it is necessary and sufficient that the following conditions hold:

(a) $f$ is Fréchet differentiable at every $x \in X$,
(b) $f$ is norm rotund relative to $\nabla f(x)$ at every $x \in X$,
(c) $\lim_{\lambda \to +\infty} f(\lambda x)/\lambda = +\infty$ for every nonzero $x \in X$.

In this event the conjugate $g$ of $f$ likewise satisfies conditions (a), (b) and (c), and $\nabla g$ is the inverse of $\nabla f$.

**Proof.** The existence of $\nabla f(x)$ for every $x$ implies, as explained at the beginning of the proof of Theorem 4, that $f$ is $w(X, Y)$-lower semicontinuous. Conditions (a) and (b) of the corollary are necessary and sufficient, in view of Theorem 5, for $\nabla f$ to be a norm-to-norm homeomorphism from $X$ into $Y$. The range of $\nabla f$ is then $\text{rad } g$ by Theorem 5, and $\text{rad } g$ is the interior of the convex set $\text{dom } g$. Thus the range of $\nabla f$ is all of $Y$ if and only if $\text{dom } g$ is $w(Y, X)$-dense in $Y$, which is equivalent to condition (c) according to Rockafellar [14, Theorem 5B].
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