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Introduction. The entire functions of a complex variable which are the subject of this paper might be considered as a class of integral valued entire functions. The functions we study are those which, together with all of their derivatives, take on Gaussian integer values on a finite point set in the plane. An example of this type of function is \( f(z) = \exp z(z - 1) \) which, along with its derivatives, is integral at \( z = 0 \) and \( z = 1 \).

Work has been done to establish lower bounds for the order and type for such transcendental entire functions by Straus [1] and in this paper we further clarify the relationship between the order of the function and the corresponding point set by using methods similar to those used in the study of integral valued entire functions. We consider the scale of possible values for \( \rho \) and observe that it contains certain critical values. Functions with order less than one are polynomials while there may exist transcendental functions of order greater than or equal to one. We define \( \rho_c \) to be a number, greater than or equal to one, with the property that there are no functions with order between one and \( \rho_c \). Lower bounds for the value of \( \rho_c \) are obtained for certain types of point set and our conjecture is that \( \rho_c \) is equal to \( s \), the number of points in the set, in general(2). The number \( s \) is also critical and for a fixed value of \( s \) the number of possible functions with order less than \( s \) is countable while the number with any given order greater than or equal to \( s \) is uncountable. We show that if \( t \) such functions, all of order no greater than \( \rho \), take on, together with all of their derivatives, Gaussian integer values on a set of \( s \) points, then, if \( \rho \) is less than \( s - [(s - 1)s/(s + t)^{1/2}] \) there exist \( t \) linear differential operators with integral coefficients, \( L_1, \ldots, L_t \), such that \( L_1f_1 + \cdots + L_tf_t = 0 \). We also find that if \( t \) such functions have order at most \( \rho \) where \( \rho \) is less than \( s(1 - 1/t) \) then they are algebraically dependent.

We investigate the characteristics of certain differential rings that these functions might belong to. In particular we look at a differential ring of entire functions with
the properties that each element satisfies a linear differential equation with constant coefficients and the degree of transcendentality is one. We show that it is either a ring of polynomials or that each element of this ring is a linear combination of exponentials of the form \( \exp (r\beta z) \) where \( r \) is rational and \( \beta \) is a constant, fixed for the ring. Also if the ring contains a transcendental integral valued function of our type we see that \( \beta \) is either a rational integer or the square root of a rational integer.

I. Order. Let \( f(z) \) be entire and suppose that there exists a positive number \( A \) such that \( f(z) = O(\exp r^A) \) as \( |z| = r \to \infty \). Let \( \rho \) be the greatest lower bound of the set of such numbers \( A \). Then \( \rho \) is the order of \( f(z) \). Thus, \( \rho \) is the least number for which \( f(z) = O(\exp r^{\rho+\epsilon}) \) for all \( \epsilon > 0 \) as \( r \to \infty \), or, equivalently,

\[
\rho = \lim \sup_{r \to \infty} \frac{\log \log M(r)}{\log r}
\]

where

\[
M(r) = \max_{|z| = r} |f(z)|.
\]

In a sense, this subject begins with a theorem by Pólya [2] which was proved by Hardy [3]. It is

**Theorem 1.1.** If \( f(z) \) is an entire function satisfying the condition

\[
\lim \sup_{r \to \infty} \frac{\log M(r)}{r} < \log 2
\]

and if \( f(0), f(1), \ldots \) are integers, then \( f(z) \) is a polynomial.

In [4] T. Schneider has proved a comprehensive theorem on integral valued functions which states that under certain complicated conditions a set of \( n \) meromorphic functions is algebraically dependent. Although this theorem is not used directly, the method of proof underlies that one used in proving the major theorems of this paper.

Several theorems in a paper by Straus [1] are of particular interest to us and in essence form a background for this present work. The first of these, due to Pólya and Kakeya [5], [6] is as follows:

**Lemma 1.2.** If \( f(z) \) is a transcendental entire function and \( f^{(n)}(0) \) is integral for \( n = 0, 1, \ldots \) then \( f(z) \) is at least of order 1 type 1.

The proof of the portion of this theorem involving order will be reproduced from [1] here to illustrate the general way in which the condition of integral value is used throughout this paper.

**Proof.** Let \( f(z) = \sum_{n=1}^{\infty} c_n z^n \). Then \( f^{(n)}(0) = n! c_n \) and hence \( c_n = a_n/n! \) where \( a_n \) is integral. Thus we have either \( c_n = 0 \) or \( |c_n| \geq 1/n! \). Since \( f(z) \) is not a polynomial,
there exists an infinite sequence of $n$ for which the latter inequality holds. The order $\rho$ is given by

$$\rho = \lim_{n \to \infty} \sup \frac{n \log n}{-\log |c_n|} \geq \lim_{n \to \infty} \frac{n \log n}{\log n!} = 1.$$

The second theorem, which is given as Theorem 1 of [1] is

**Theorem 1.3.** If $f(z)$ is a transcendental entire function and $f^{(n)}(z)$ is integral for $z=0, \ldots, s-1$; $n=0, 1, \ldots$ then $f(z)$ is at least of order $s$ type $[(s-1)!]^{-2}$.

It is this estimate of the order of $f(z)$ that gives rise to the first question, which is: what effect would the removal of the constraint that the set of points at which the function is integral valued be integers have on the conclusion? In order to attempt to answer this question and to generally clarify the relationship between the order and the number $s$, we will need the following theorem.

**Theorem 1.4.** Let $f(z)$ be an entire function and let $\{z_i\}; i=1, \ldots, s$ be a finite set of points. Then $f(z)$ can be represented by a series of the form

$$f(z) = \sum_{m=0, m=ks+n}^{\infty} a_m (z-z_1)^{k+1} \cdots (z-z_n)^{k+1}(z-z_{n+1})^k \cdots (z-z_s)^k$$

where $1 \leq n \leq s$, $k=0, 1, \ldots$

**Proof.** For the sake of convenience we write $z_m = z_n$ for $m \equiv n \pmod{s}$, $1 \leq n \leq s$, so that (1.1) becomes

$$f(z) = \sum_{m=0}^{\infty} a_m \prod_{\mu=1}^{m} (z-z_\mu).$$

Now we have

$$\frac{1}{t-z} = \sum_{\mu=1}^{m} \prod_{y=1}^{\mu} \frac{z-z_y}{t-z_y} \frac{1}{t-z_{\mu+1}} + \prod_{\mu=1}^{m+1} \frac{z-z_\mu}{t-z_\mu} \frac{1}{t-z}.$$

This is proved by induction. For $m=0$ we have

$$\frac{1}{t-z} = \frac{z-z_1}{(t-z_1)(t-z)} + \frac{1}{t-z_1}.$$

If (1.2) holds for $m$ then it holds for $m+1$ if we replace the factor $1/(t-z)$ in the last term by the equivalent expression

$$\frac{1}{t-z_{m+1}} + \frac{z-z_{m+1}}{(t-z_{m+1})(t-z)}.$$
Now let $C$ be the contour $|t| = r$ with $r > |z_i|$, $i = 1, \ldots, s$. By Cauchy’s theorem we have for $|z| < r$

$$f(z) = \frac{1}{2\pi i} \int_C \frac{f(t)}{t-z} \, dt = \sum_{\mu = 0}^{m} \prod_{\nu=1}^{m} (z-z_{\nu}) \frac{1}{2\pi i} \int_C f(t) \prod_{\mu=1}^{m+1} (t-z_{\mu})^{-1} \, dt$$

$$+ \prod_{\nu=1}^{m+1} (z-z_{\nu}) \frac{1}{2\pi i} \int_C f(t) \prod_{\mu=1}^{m+1} (t-z_{\mu})^{-1} \, dt \frac{dt}{t-z}$$

$$= \sum_{\mu = 0}^{m} a_{\mu} \prod_{\nu=1}^{m} (z-z_{\nu}) + R_m$$

where

$$a_{\mu} = \frac{1}{2\pi i} \int_C f(t) \prod_{\mu=1}^{m+1} (t-z_{\mu})^{-1} \, dt$$

and

$$R_m = \frac{1}{2\pi i} \int_C f(t) \prod_{\mu=1}^{m+1} \frac{z-z_{\mu}}{t-z_{\mu}} \, dt.$$
\[ f^{(m)}(z_n) = P_{ms+n-1} + a_{ms+n-1} m! (z_n - z_1)^{m+1} \ldots \]
\[ = P_{ms+n-1} + T_{ms+n-1}, \]

where \( P_{ms+n-1} \) includes only terms \( a_i \) with \( i < ms+n-1 \). We will show that when \( f(z) \) is of order \( p \) and \( p < s \) we have \( |T_{ms+n-1}| < 1/2 \) if \( m \) is sufficiently large and therefore

\[ |f^{(m)}(z_n) - P_{ms+n-1}| < 1/2. \]

Now since \( f^{(m)}(z_n) \) is a Gaussian integer and the value of \( P_{ms+n-1} \) is determined by the choice of the \( ms+n-1 \) coefficients preceding \( a_{ms+n-1} \) we have only one possible choice for the value of \( f^{(m)}(z_n) \) once the values \( a_i, \mu < ms+n-1 \) have been chosen. This in turn determines the value of \( a_{ms+n-1} \).

Thus we see that the function \( f(z) \) is completely determined after a finite number of the coefficients in its series expansion have been chosen. This also means that a function \( f(z) \) is completely determined after the values have been chosen for a finite number of its derivatives, and since these are all integers we can have at most countably many different functions.

We will also show that for every \( \rho \) with \( \rho \geq s \) we can pick families of sequences of coefficients \( a_i \) so that we have at least two choices for each \( a_i \) and so that the \( f(z) \) given by (1.1) are of order \( \rho \) and have integer valued derivatives of all orders at \( z_1; \ldots; z_s \).

For the proof of these inequalities we will need the following lemma.

**Lemma 1.5.** A necessary and sufficient condition that a function represented by the series (1.1) of Theorem 1.4 be an entire function of finite order \( \rho \) is that

\[ \lim_{n \to \infty} \inf \frac{\log (1/|a_n|)}{n \log n} = \frac{1}{\rho}. \]

**Proof.** The proof is essentially the same as that for power series given in [7]. Let

\[ \lim_{n \to \infty} \inf \frac{-\log |a_n|}{n \log n} = u. \]

Where \( u \) is 0, positive, or infinite. Then, for every positive \( \delta \),

\[ -\log |a_n| > (u-\delta)n \log n \quad (n > p) \]

or

\[ |a_n| < n^{-(u-\delta)}. \]

If \( u > 0 \), the series converges for all values of \( z \) so that \( f(z) \) is an entire function. Also, if \( u \) is finite, let \( |z| = r \) then for large \( r > 1 \) we have \( |z-z_i| < 2r \) and therefore

\[ |a_{kk+n}(z-z_1)^{k+1} \ldots (z-z_n)^{k+1}(z-z_{n+1})^k \ldots (z-z_s)^k| \leq |a_{kk+n}|(2r)^{kk+n}. \]
This gives \(|f(z)| < A(2r)^{p} + \sum_{m=p+1}^{\infty} (2r)^{m} m^{-m(\epsilon - \delta)}. \) Let \( S_1 \) denote the part of this latter sum for which \( m \leq (4r)^{1/(u - \delta)} \) and \( S_2 \) the remainder. Then in \( S_1 \)

\[(2r)^{m} \leq \exp \{(4r)^{1/(u - \delta)} \log 2r\}\]

so that

\[S_1 < \exp \{(4r)^{1/(u - \delta)} \log (2r)\} \sum m^{-m(\epsilon - \delta)} < K \exp \{(4r)^{1/(u - \delta)} \log (2r)\}.

In \( S_2 \)

\[2rm^{-\epsilon - \delta} < 2r((4r)^{1/(u - \delta)})^{-\epsilon - \delta} = 1/2\]

so that \( S_2 < \sum (1/2)^{m} < 1. \)

Therefore

\[|f(z)| < K \exp \{(4r)^{1/(u - \delta)} \log (2r)\}\]

which means \( \rho \leq 1/(u - \delta). \) Letting \( \delta \to 0 \) gives \( \rho \leq 1/u. \) If \( u = \infty \) the argument with an arbitrarily large number instead of \( u \) shows that \( \rho = 0. \)

On the other hand, given \( \epsilon > 0, \) there is a sequence of values of \( m \) for which

\[-\log |a_{n}| < (\epsilon + \delta)m \log m \quad \text{or} \quad |a_{n}| > m^{-m(\epsilon + \delta)}.\]

By considering the definition of \( a_{n} \) in Theorem 1.4, we see that if \( M(r) \) is the maximum of \(|f(z)|\) on a circle of radius \( r \) we have

\[M(r) \geq |a_{n}|^{r^{m}2^{-m-1}}\]

and if we take \( r = 2(2m)^{\epsilon + \delta} \) we have

\[M(r) \geq |a_{n}| \left( \frac{2(2m)^{\epsilon + \delta}}{2} \right) m^{-m(\epsilon + \delta)} \left( \frac{2m}{2} \right) \exp \{(m(\epsilon + \delta) - 1) \log 2\}

= \exp \{(m(\epsilon + \delta) - 1) \log 2\}

= \frac{1}{2} \exp \{(u + \delta)2^{-(1 + 1/(u + \delta))}(1 + 2^{1/(u + \delta)}) \exp \{A(r)^{1/(u + \delta)}\} > \exp \{A(1/(u + \delta))\}.

Since this holds for a sequence of values of \( r \) tending to infinity, we have \( \rho \geq 1/(u + \delta) \) and letting \( \delta \to 0 \) gives \( \rho \geq 1/u. \) If \( u = 0, \) the argument shows that \( f(z) \) is of infinite order.

We now have

\[|T_{ms+n-1}| = |a_{ms+n-1}m!(z_{n} - z_{1})^{m+1} \cdots (z_{n} - z_{n-1})^{m+1}(z_{n} - z_{n+1})^{m} \cdots (z_{n} - z_{1})^{m}| \]

\[< (ms + n - 1)^{-(ms + n - 1)(1/\rho + s\epsilon)(ms + n - 1)} \left( ms + n - 1 \right)^{-n(1/\rho + s\epsilon)} \left( ms + n - 1 \right)^{1/(u + \delta)} \exp \{A(m + n - 1)|z_{1} - z_{ij}|^{2}\}, \]

for \( m \) sufficiently large and \( h = \max |z_{i} - z_{j}|; i, j = 1, \ldots, s; \delta > 0. \) Now if \( \rho < s \) the exponent of \( ms + n - 1 \) is negative for \( \delta \) sufficiently small and therefore \( |T_{ms+n-1}| < 1/2, \) if \( m \) is sufficiently large.
On the other hand, we can choose the coefficients \( a_m \) so that the
\[
\limsup_{m \to \infty} \frac{m \log m}{-\log |a_m|} = \rho \geq s
\]
and at the same time \( |T_m| > 1 \) for all sufficiently large \( m \). We can then modify \( T_m \) by an amount \( T_m' \) whose absolute value is less than one to make the corresponding value of the derivative, which equals \( P_m + T_m \), a Gaussian integer. There are at least two such choices for \( T_m' \) for each \( m = 0, 1, 2, \ldots \) thus constructing \( 2^{2^s} \) different entire functions. Since \( |T_m'| < 1 \) the corresponding change \( a_m'' \) in \( a_m \) satisfies
\[
\limsup_{m \to \infty} \frac{m \log m}{-\log |a_m''|} \leq s
\]
so that the modified functions have order less than or equal to \( \rho \), where inequality holds for at most a countable set of the \( 2^{2^s} \) functions constructed.

In this paper we will not consider values of \( \rho \) which are greater than \( s \) but will establish some conditions on functions with \( 1 \leq \rho < s \). For example, we have the following

**Theorem 1.6.** If \( f(z) \) is an entire function of order \( \rho \) with the property that at the points \( z = 0, \alpha \) all of the values of \( f \) and its derivatives are Gaussian integers and if
\[
1 \leq \rho < 2 - (2/3)^{1/2}
\]
then \( f(z) \) satisfies a linear differential equation with Gaussian integral coefficients.

This theorem is a special case of Theorem 2.1 which will be proved later.

This example shows that there is a gap in the possible values for the order running from 1 up to a number we call \( \rho_c \). In Theorem 1.6 we obtain a lower bound of \( 2 - (2/3)^{1/2} \) for \( \rho_c \) but our conjecture (see footnote 2) is that \( \rho_c = s \) in general as it does in the case of Theorem 1.3. We are investigating the characteristics of functions with order in this range by considering the problem from the point of view of the relationships among several such functions. These results are given in the following section.

**II. Differential dependence.**

**Theorem 2.1.** If \( f_i(z), i = 1, \ldots, t \) are entire functions of orders \( \leq \rho \) with the property that at the \( s \) points \( \{z_r\} \), \( r = 1, \ldots, s \) all of the values \( f_i^{(n)}(z_r), i = 1, \ldots, t; r = 1, \ldots, s; n = 0, 1, \ldots \) are Gaussian integers and
\[
\rho < s - (s - 1)(s + t))^{1/2},
\]
then, if \( M \) is sufficiently large there exist Gaussian integers \( C_{ij} \), not all zero, such that
\[
\Phi(z) = \sum_{i=1}^{t} \sum_{j=0}^{M} C_{ij} f_i^{(j)}(z)
\]
is identically zero.
Proof. The proof will be in two parts. We let \( M = [qm] \) where \( q \) is a constant to be determined later and we shall first show (Lemma 2.3) that if we choose an \( m \) sufficiently large there exist Gaussian integers \( C_{ij} \) for \( j=0, \ldots, [qm] \) for which the function

\[
\Phi(z) = \sum_{i=1}^{t} \sum_{j=0}^{[qm]} C_{ij} f_{ij}^{(0)}(z)
\]

has the property that \( \Phi^{(k)}(z_r) = 0; \ r = 1, \ldots, s; \ k = 0, \ldots, m-1; \) and obtain an estimate of the size of the integers \( C_{ij} \).

Secondly, we shall show (Lemma 2.4) that if \( m \) is sufficiently large we have \( \Phi^{(n)}(z_r) = 0, \ r = 1, \ldots, s; \ n \geq m \) and hence \( \Phi(z) \) is identically zero.

**Lemma 2.2.** If \( f(z) \) is an entire function of order \( \leq \rho \) where \( \rho \geq 1 \) then for any point \( z_0 \) we have

\[
|f^{(n)}(z_0)| < n^{n(1 - 1/(\rho + \varepsilon_1))}
\]

for all \( \varepsilon_1 > 0 \) and all \( n > n_0(\varepsilon_1, z_0) \).

Proof. This is a special case of Lemma 1.5, since \( f^{(n)}(z_0)/n! \) is the \( n \)th coefficient of the Taylor series at \( z_0 \). Therefore

\[
|f^{(n)}(z_0)/n!| < n^{-n(\rho + \varepsilon_1)}
\]

for large \( n \) and

\[
|f^{(n)}(z_0)| < n! n^{-n(\rho + \varepsilon_1)} < n^{n(1 - 1/(\rho + \varepsilon_1))}
\]

for large \( n \).

**Lemma 2.3.** If \( f_1(z), \ldots, f_s(z) \) are entire functions of order \( \leq \rho \) and with the property that at the \( s \) points \( z_1, \ldots, z_s \) we have \( f^{(n)}(z_r) \) Gaussian integers for all \( n = 0, 1, 2, \ldots; i=1, \ldots, t; r = 1, \ldots, s \) then there exist Gaussian integers \( C_{ij} \) not all zero such that

\[
\Phi(z) = \sum_{i=1}^{t} \sum_{j=0}^{[qm]} C_{ij} f_{ij}^{(0)}(z)
\]

has the property \( \Phi^{(k)}(z_r) = 0 \) for \( k = 0, 1, \ldots, m-1; \ r = 1, \ldots, s; \) and such that

\[
|C_{ij}| < m^{\left(\lambda(\rho q + s)/2(q - a)m - f\right)}
\]

where \( \lambda = 1 - 1/(\rho + \varepsilon) \) and \( q \) is a positive constant to be determined later.

Proof. Consider the \( sm \) linear expressions

\[
y_{rk} = \sum_{i=1}^{t} \sum_{j=0}^{[qm]} x_{ij} f_{ij}^{(k)}(z_r), \quad k = 0, \ldots, m-1; \ r = 1, \ldots, s,
\]

where \( x_{ij} \) is a Gaussian integer \( a_{ij} + b_{ij}i \) with \( 0 \leq a_{ij}, b_{ij} \leq h_{ij} - 1 \). This gives a total number of right-hand sides in (2.1) of

\[
\left( \prod_{j=0}^{[qm]} h^2 \right)^t.
\]
Now by Lemma 2.2, we have
\[ |y_{rk}| \leq \sum_{i=1}^t \sum_{f=0}^{[qm]} |x_{i,f}| \cdot |f_i^{(j+k)}(z)| \leq t c_1 \sum_{f=0}^{[qm]} h_i(j+k)^{(j+k)(1-1/(\rho+\delta))} \]
where \(c_1\) is a constant independent of \(j\) and \(k\), so that the number of different \(sm\) tuples on the left side of (2.1) is no greater than
\[ (t^m c_1^n \left( \sum_{k=0}^{m-1} h_i(j+k)^{(j+k)(\lambda)} \right)^n)^2 \]
where \(\lambda = (1 - 1/(\rho+\delta))\) and \(c = 2c_1\). Now let \(h_i = H \cdot m^{-\lambda}\), which is possible provided
\[ (2.3) \ H \cdot m^{-\lambda} > 1. \]

If we estimate the size of \(\prod_{j=0}^{[qm]} h_j^2\) we get
\[ \prod_{j=0}^{[qm]} h_j^2 = \prod_{j=0}^{[qm]} (H \cdot m^{-\lambda})^2. \]

We also find that (2.2) can be estimated by
\[ \left( t^m c_1^n \left( \sum_{k=0}^{m-1} Hm^{-\lambda} (j+k)^{(j+k)(\lambda)} \right)^n \right)^2 = \left( t^m c_1^n \left( \sum_{k=0}^{m-1} H \sum_{f=0}^{[qm]} \left( \frac{j+k}{m} \right)^\lambda (j+k)^{\lambda k} \right)^n \right)^2 = \left( t^m c_1^n \left( \sum_{k=0}^{m-1} H \sum_{f=0}^{[qm]} m^{f(m) m^{\lambda k}} \right)^n \right)^2 = \left( H^m m^{\lambda m^2} + o(m^2) \right)^2. \]
Therefore the number of distinct \(y\) vectors will be less than the number of distinct \(x\) vectors if
\[ H^m m^{\lambda m^2} + o(m^2) \leq H^{qmt} + o(m) m^{-\lambda(q^2 + o(m^2)/2)}/2 \]
or
\[ H^{qmt} - sm + o(m) \geq m^{s(2(q^2 + s)/2(q^2 - s)) + o(m^2)} \]
or
\[ H = m^{s(2(q^2 + s)/2(q^2 - s))} + o(m) \]
where, because of the \(\delta\) in \(\lambda\) we can ignore the \(o(m)\) term for sufficiently large \(m\).

Therefore, there must be two distinct \(x\) vectors which give the same \(y\) vector and if we choose our coefficients \(C_{ij}\) to be the components of the difference vector of these two vectors we will have a function \(\Phi(z)\) with the required properties, and with
\[ |C_{ij}| \leq m^{\lambda((tq^2 + s)/2(q^2 - s))m - f}. \]
The condition (2.3) will be satisfied if \((tq^2 + s)/2(q^2 - s) - f \geq 0\) that is,
\[ q \leq (s + (s^2 + ts)^{1/2})/t. \]
We note that the upper bound on the $C_i$ is then an increasing function of $m$.

**Lemma 2.4.** If $\rho < s - (s - 1)(s/(s + t))^{1/2}$ and $m$ is sufficiently large then the function $\Phi(z)$ defined in Lemma 2.3 vanishes identically.

**Proof.** We shall prove that, for $m$ sufficiently large, we have $\Phi^{(m)}(z_i) = 0$, $r = 1, \ldots, s$, and hence by induction that $\Phi^{(m)}(z_i) = 0$. For $p = 0, 1, \ldots, r = 1, \ldots, s$ so that $\Phi \equiv 0$. We consider the function $\Phi(z) \prod_{r=1}^{s} (z - z_r)^{-m}$ and note that since $\Phi(z)$ has a zero of order at least $m$ at each point $z_r$; $r = 1, \ldots, s$ this function is entire. Therefore we can write

$$
\Phi^{(m)}(z_r) = \frac{d^m}{dz^m} \left( \prod_{p \neq r} (z - z_p)^m \right) \bigg|_{z = z_r} \cdot \prod_{p \neq r} (z_r - z_p)^m
$$

$$
= \frac{m! \prod_{p \neq r} (z_r - z_p)^m}{2\pi i} \cdot \int_{|z| = R} \frac{\Phi(z) \, dz}{\prod_{p \neq r} (z - z_p)^m (z - z_r)^{m+1}}
$$

$$
= \frac{m! \prod_{p \neq r} (z_r - z_p)^m}{2\pi i} \sum_{i=1}^{t} \sum_{j=0}^{[\text{m}]} C_{ij} \int_{|z| = R} \frac{f^{(j)}(z) \, dz}{\prod_{p = 1}^{s} (z - z_p)^m (z - z_r)}
$$

where $R > a = \max \{|z_p|, p = 1, \ldots, s\}$.

If for each $i$ and $j$ we now perform an integration by parts $j$ times we can write this in the form

$$
= \frac{m! \prod_{p \neq r} (z_r - z_p)^m}{2\pi i} \sum_{i=1}^{t} \sum_{j=0}^{[\text{m}]} (-1)^j C_{ij} \int_{|z| = R} f(z) \frac{d^{i+j}}{dz^{i+j}} \left( \prod_{p = 1}^{s} (z - z_p)^{-m}(z - z_r)^{-1} \right) \, dz.
$$

We must now obtain an upper bound for the size of $|\Phi^{(m)}(z_i)|$ and to do this we note that by hypothesis we have

$$
|f_i(z)| < e^{\lambda |z|^{\rho + \delta}}, \quad i = 1, \ldots, t
$$

for $|z| = R$ and $R \geq R_0$, and by Lemma 2.3 we have

$$
|C_{ij}| < m^\lambda (\lambda(tq^2 + s)2((t-s)m-f)).
$$

In estimating

$$
\left| \frac{d^{i+j}}{dz^{i+j}} \prod_{p = 1}^{s} (z - z_p)^{-m}(z - z_r)^{-1} \right|
$$

we consider the function as a product of terms of the form $(z - z_i)^{-1}$, so that using the product rule of differentiation we get $(sm+1)\cdots(sm+j)$ terms each of which has absolute value no greater than $(R-a)^{-sm+j+1}$ so that

$$
\left| \frac{d^{i+j}}{dz^{i+j}} \prod_{p = 1}^{s} (z - z_p)^{-m}(z - z_r)^{-1} \right| \leq \frac{(sm+f)!}{(sm)!} (R-a)^{-(sm+j+1)}.
$$
A CLASS OF INTEGER VALUED ENTIRE FUNCTIONS

We now use these to estimate \(|\Phi^{(m)}(z_r)|\) and get

\[|\Phi^{(m)}(z_r)| < \frac{m^m}{2\pi} \sum_{j=0}^{[sm]} \sum_{l=1}^{[tnm]} m^{l+\lambda((lq^2+s)/2(tq-s)-n)2\pi t} \text{Re}^{R_0 + \rho} \frac{(sm+j)^j}{(R-a)^{m+j+1}}.\]

Now choose \(m\) large enough so that \(R_0 + \rho < m\) and set \(R = m^{1/(\rho + \rho')}.\) We get

\[|\Phi^{(m)}(z_r)| < m^{\rho(m)}m^{m(1 + \lambda((lq^2+s)/2(tq-s)))} \sum_{j=0}^{[sm]} m^{-jn} m^{1/(\rho + \rho')\epsilon^m} \frac{(sm+j)^j}{(m^{1/(\rho + \rho') - a)^{m+j+1}}.\]

Substituting \((1 - 1/(\rho + \rho'))\) for \(\lambda\) we find that the exponent on \(m\) is negative whenever

\[\rho + \rho' < \frac{((lq^2+s)/2(tq-s))}{((lq^2+s)/2(tq-s)) + 1} = 1 + \frac{s-1}{((lq^2+s)/2(tq-s)) + 1}.\]

If we now consider the expression on the right as a function of \(q\) we find that it has a maximum value for \(q = (s + (s^2 + ts)^{1/2})/t.\)

Therefore, whenever

\[\rho < (s - s)(s + t)^{1/2}) = \rho_t\]

the exponent on \(m\) will be negative for some \(\rho > 0\) and for \(m\) sufficiently large we have \(|\Phi^{(m)}(z_r)| < 1\), and since this is a nonnegative integer, it must be zero. The point \(z_r\) was chosen arbitrarily from among the \(s\) points \(z_p (p = 1, \ldots, s)\) and so we have \(\Phi^{(m)}(z_p) = 0; p = 1, \ldots, s.\)

In the proof of Lemma 2.4 we have shown that if the function \(\Phi(z)\) of Lemma 2.3 has a zero of order \(m\) at each of the points \(z_p, p = 1, \ldots, s\) then it also has a zero of order \(m + 1\) at each of them. We can now repeat this proof of Lemma 2.4 replacing \(m\) by \(m + 1\) and obtain a zero of order \(m + 2\). Therefore, by induction, \(\Phi(z)\) has a zero of every order at each of the points \(z_p, p = 1, \ldots, s\) and therefore is identically zero.

As \(t \to \infty\) we see that \(\rho_t \to s.\) Thus, if we define \(R_\rho\) as the ring of all entire functions of order \(\leq \rho\) which have integral derivatives at the points \(z_1, \ldots, z_s\) then for \(\rho < s\) this ring is a finite dimensional module over the linear differential operators with Gaussian integral coefficients.

III. Algebraic dependence.

Theorem 3.1. If \(f_1, \ldots, f_t\) are entire functions with the property that the numbers \(f_i^{(n)}(z_t)\) are Gaussian integers for \(i = 1, \ldots, t; r = 1, \ldots, s; n = 0, 1, \ldots\) and \(|f_r(z)| < \exp (|z|^\rho + \rho)\) \((i = 1, \ldots, t)\) for \(|z| > r_0(\rho')\) and \(\rho < s(1 - 1/t)\) then the functions are algebraically dependent over the integers.
Proof. The proof will be by means of an induction. We shall first show that if \( M \) is sufficiently large there exist Gaussian integers \( C_{u_1 \ldots u_s} \), not all zero, for which the function

\[
\Phi(z) = \sum_{u_1 = 0}^{M-1} \cdots \sum_{u_s = 0}^{M-1} C_{u_1 \ldots u_s} f^{(n)}_{u_1} \cdots f^{(n)}_{u_s}
\]

has the property that \( \Phi^{(n)}(z_r) = 0 \) for \( r = 1, \ldots, s; \ n = 0, \ldots, m-1; \) and obtain an estimate of the size of the \( C_{u_1 \ldots u_s} \).

Secondly, we shall show that if \( m \) is chosen sufficiently large we have \( \Phi^{(n)}(z_r) = 0, \ r = 1, \ldots, s; \) for all \( n \geq m \) and hence \( \Phi(z) \) is identically zero.

Lemma 3.2. If \( f_1(z), \ldots, f_t(z) \) are entire functions of order \( \leq \rho \) where \( \rho \geq 1 \) then at any \( z_0 \) we have

\[
\left| \frac{d^n}{dz^n} f^{(n)}_{u_1} \cdots f^{(n)}_{u_t}(z) \right|_{z=z_0} < n^{n(1-1/(\rho+\delta))} b^{n/(\rho+\delta)}
\]

where \( b = u_1 + \cdots + u_t \) for all \( \delta > 0 \) and all \( n > n_0(\delta, z_0) \).

Proof. By Cauchy's integral formula we have

\[
\frac{d^n}{dz^n} f^{(n)}_{u_1} \cdots f^{(n)}_{u_t}(z_0) = \frac{n!}{2\pi i} \int_{|z - z_0| = R} \frac{f^{(n)}_{u_1} \cdots f^{(n)}_{u_t}}{(z - z_0)^{n+1}} dz
\]

so that

\[
\left| \frac{d^n}{dz^n} f^{(n)}_{u_1} \cdots f^{(n)}_{u_t}(z_0) \right| < \frac{n^{n} 2\pi R \exp [b(R + |z_0|)^{\rho+\delta}]}{2\pi R^{n+1}}
\]

If we choose \( R = (n/b)^{1/(\rho+\delta)} \) we get

\[
\left| \frac{d^n}{dz^n} f^{(n)}_{u_1} \cdots f^{(n)}_{u_t}(z_0) \right| < n^{n(1-1/(\rho+\delta))} b^{n/(\rho+\delta)} = n^{n(1-1/(\rho+\delta)) + o(n) b^{n/(\rho+\delta)}} < n^{n(1-1/(\rho+\delta))} b^{n/(\rho+\delta)}
\]

if \( n \) is sufficiently large.

Lemma 3.3. If \( f_1, \ldots, f_t \) are entire functions with the property that the numbers \( f^{(n)}_{u_1}(z_r) \) are Gaussian integers for \( i = 1, \ldots, t; \ r = 1, \ldots, s; \ n = 0, \ldots \) and such that for any \( \epsilon > 0 \) there exist \( r(\epsilon) \) such that \( |f_i(z)| < \exp \left( |z|^{\rho+\delta} \right) \) for \( |z| > r(\epsilon) \) and \( i = 1, \ldots, t \) then there exist Gaussian integers \( C_{u_1 \ldots u_t} \), not all zero, such that the function

\[
\Phi(z) = \sum_{u_1 = 0}^{M-1} \cdots \sum_{u_t = 0}^{M-1} C_{u_1 \ldots u_t} f^{(n)}_{u_1} \cdots f^{(n)}_{u_t}(z)
\]

has the property \( \Phi^{(n)}(z_r) = 0; \ r = 1, \ldots, s; \ n = 0, \ldots, m-1 \) and

\[
|C_{u_1 \ldots u_t}| < m^{(m^2/2(\rho+\delta))(1 - (1-1/(\rho+\delta)))}
\]

where \( M = [(qm)^{1/4}] + 1 \) with \( q \) a positive constant to be determined later.
Proof. For ease of computation we shall assume some ordering of the subscripts so that we can write the expression for \( \Phi(z) \) as
\[
\Phi(z) = \sum_u C_u w_u(z)
\]
where \( u \) takes on \( M^t \) different values. We now consider the set of \( sm \) homogeneous linear equations in \( M^t \) unknowns \( \Phi^{(n)}(z_i) = 0 \). If we now let \( M = [(qm)^{1/t}] + 1 \) we can consider the \( sm \) tuples, not necessarily all different, defined by the equations
\[
y_{rn} = \sum_{u=1}^{M^t} x_u w_{u,n}(z_i)
\]
where the \( x_u \) are Gaussian integers \( A_u + B_u i \) and \( w_{u,n} \) is the \( n \)th derivative of \( w_u \). Suppose \( 0 \leq A_u, B_u \leq H - 1 \). Then the total number of different \( M^t \) tuples \( \{x_u\}; u = 1, \ldots, M^t \) is
\[
\prod_{u=1}^{M^t} H^2 \geq H^{2sm}.
\]
We must now estimate the size of an individual value \( y_{rn} \). In order to do this we must estimate the size of the term \( w_{u,n}(z_i) \). This term is of the form
\[
\left. \frac{d^n}{dz^n} f_1^{(r_1)} \cdots f_s^{(r_s)}(z) \right|_{z = z_i}
\]
We can now use Lemma 3.2 and obtain
\[
|w_{u,n}(z_i)| < Cn^{(1 - 1/(\rho + \epsilon))} (\rho + \epsilon)^{n(\rho + \epsilon)}, \quad r = 1, \ldots, s,
\]
where \( C \) is independent of \( m \) and is necessary for those terms where \( n < n_0 \) of Lemma 3.2.

We have that
\[
|y_{rn}| \leq \sum_{u=1}^{M^t} HCn^{\lambda n} (\rho + \epsilon) \leq HCN^{\lambda n} (tM)^{n(\rho + \epsilon) M^t}
\]
where \( \lambda = 1 - 1/(\rho + \epsilon) \), so that the number of different \( sm \) tuples \( \{y_{rn}\} \) is no greater than
\[
((H2CM^t)^{sm} \prod_{n=1}^{m-1} n^{\lambda n} (tM)^{n(\rho + \epsilon)} )^2 < ((H2CM^t)^{sm} (tM)^{(m^2/2)(\rho + \epsilon) m} (\lambda m^2/2) + o(m^2)^2
\]
\[
\leq ((H2CM^t)^{sm} (2t(qm)^{1/2}) m^{\rho/2}(\rho + \epsilon) m (\lambda m^2/2) + o(m^2)^2
\]
\[
= (H^{sm} m (\lambda m^2/2) + (m^2/2)(\rho + \epsilon) m (\lambda m^2/2) + o(m^2)^2
\]
The number of distinct \( y \) vectors \( \{y_{rn}\} \) will be less than the number of distinct \( x \) vectors \( \{x_u\} \) if
\[
H^{sm} \geq H^{sm} m (\lambda m^2/2) + (m^2/2)(\rho + \epsilon) m (\lambda m^2/2) + o(m^2)
\]
which can be satisfied by
\[
H = m^{(ms/2(q-s)(\lambda + 1)(\rho + \epsilon)) + o(m)}
\]
if \( q > s \) and where because of the \( \epsilon \) we can ignore the \( o(m) \) term for sufficiently large \( m \). Therefore, for this \( H \), there must be two distinct \( x \) vectors which give the same \( y \).
vector and if we choose the coefficients $C_u$ to be the components of the difference vector of these two $x$ vectors we will have a function $\Phi(z)$ with the required properties and with

$$|C_u| \leq m^{(ms/2(q-s))(1 - (1 - 1/t)(\rho + \delta))}.$$

LEMMMA 3.4. If $\rho < s(1 - 1/t)$ and $m$ is sufficiently large then the function $\Phi(z)$ defined in Lemma 3.3 vanishes identically.

**Proof.** We shall prove that for $m$ sufficiently large we have $\Phi^{(m)}(z_r) = 0$, $r=1, \ldots, s$, and hence by induction that $\Phi^{(p)}(z_r) = 0$ for $p=0, 1, \ldots; r=1, \ldots, s$ so that $\Phi \equiv 0$. We consider the function $\Phi(z) \prod_{p=1}^{s} (z - z_r)^{-m}$ and since this function has a zero of order at least $m$ at each point $z_r$, $r=1, \ldots, s$, it is entire and we can write

$$\Phi^{(m)}(z_r) = \frac{d^m}{dz^m} \left( \frac{\Phi(z)}{\prod_{p \neq r} (z - z_p)^m} \right)_{z=z_r} \prod_{p \neq r} (z_r - z_p)^m$$

$$= \frac{m!}{2\pi i} \int_{|z|=R} \frac{\Phi(z) \, dz}{\prod_{p \neq r} (z - z_p)^m(z - z_r)^{m+1}}$$

$$= \frac{m!}{2\pi i} \prod_{p \neq r} (z_r - z_p)^m \sum_{u_1=0}^{M-1} \cdots \sum_{u_t=0}^{M-1} C_{u_1} \cdots C_{u_t} \int_{|z|=R} f_i(z) \cdots f_t(z) \, dz.$$

We must now obtain an upper bound for this expression and in order to do this we note that by hypothesis we have

$$|f_i(z)| < \exp(|z|^p + \delta); \quad i = 1, \ldots, t$$

for large $|z|$ and by Lemma 3.3 we have

$$|C_{u_1} \cdots C_{u_t}| \leq m^{(ms/2(q-s))(1 - (1 - 1/t)(\rho + \delta))} \quad (q > s).$$

Now let $a$ be chosen so that $a \geq |z_p|$ for $p=1, \ldots, s$ and we then have $|z - z_p| \geq R - a$ for $p=1, \ldots, s$. Using these estimates we now have

$$|\Phi^{(m)}(z_r)| > \frac{m!}{2\pi} \prod_{p \neq r} |z_r - z_p|^m \sum_{u_1=0}^{M-1} \cdots \sum_{u_t=0}^{M-1} m^{(ms/2(q-s))(1 - (1 - 1/t)(\rho + \delta))} \frac{2\pi RC \exp[t(M-1)R^{\rho + \delta}]}{(R-a)^{m+1}}.$$

Now let $R = (m^{1-1/t})^{1/(\rho + \delta)}$ and we get

$$|\Phi^{(m)}(z_r)| < m^m K^m q m^{(ms/2(q-s))(1 - (1 - 1/t)(\rho + \delta))} C \exp[tq^{1/t}m] \frac{C \exp[qt^{1/t}m]}{(m^{1-1/t})^{ms/(\rho + \delta)}}.$$
since $a < \frac{1}{4}R$ for $m$ sufficiently large. We can now write this as

$$|\Phi^{(m)}(z_r)| < m^{o(m)m^m(1 + \frac{s}{2(q-s)}(1 - \frac{1}{\rho + \delta}) + \frac{1}{1 - l})}$$

$$= m^{o(m)}m^m(\frac{2q-s}{2(q-s)} - \frac{s}{\rho + \delta}(1 - \frac{1}{1 - l}))(1 + 2q - 2s)$$

(3.1)

$$= m^{o(m)}m^m(\frac{2q-s}{2(q-s)} - \frac{s}{\rho + \delta}(1 - \frac{1}{1 - l}))(1 + 2q - 2s)$$

The coefficient of the exponent $m$ becomes negative if

$$2q-s - \frac{s}{\rho + \delta}(1 - \frac{1}{1 - l})(1 + 2q - 2s) < 0$$

or

$$\rho + \delta < \frac{s(1 - l/t)(1 + 2q - 2s)}{2q-s} = s\left(1 - \frac{1}{l}\right)(1 - \frac{s-1}{2q-s})$$

and this can be made as close to $s(1 - l/t)$ as we choose if $q$ is chosen sufficiently large.

Therefore, if for a given $s$ and $t$ we have $p < s(1 - l/t)$, we can choose a value for $q$ so that for sufficiently large $m$ the corresponding function $\Phi(z)$ satisfies inequality (3.1) above with the exponent of $m$ negative for some $\delta > 0$. We therefore have $|\Phi^{(m)}(z_r)| < 1$ for $m$ sufficiently large and since this is a nonnegative integer it must be zero. The point $z_r$ was chosen arbitrarily from among the $s$ points $z_p, p = 1, \ldots, s$ and so we have $\Phi^{(m)}(z_p) = 0, p = 1, \ldots, s$.

In the proof of Lemma 3.4 we have shown that if the function $\Phi(z)$ of Lemma 3.3 has a zero of order $m$ at each of the points $z_p; p = 1, \ldots, s$ then it also has a zero of order $m+1$ at each of them. We can now repeat this proof of Lemma 3.4 replacing $m$ by $m+1$ and obtain a zero of order $m+2$. Therefore, by induction, $\Phi(z)$ has a zero of every order at each of the points $z_p; p = 1, \ldots, s$ and therefore is identically zero.

IV. It may be possible to use some combination of these theorems to raise the lower bound for $\rho_c$. We can let the functions $f_i(z)$ of Theorem 3.1 be a function $f(z)$ and some of its derivatives to obtain an algebraic differential equation which must be satisfied by a single function. In this case the order may be low but the degree high. We can obtain an algebraic differential equation of low degree which must be satisfied by $f(z)$ if $\rho < s$ if we let

$$f_1(z) = f(z), \ f_2(z) = (f(z))^2, \ldots, f_i(z) = (f^{i-1}(z))^2$$

in Theorem 2.1 but the order may be high. Since functions $f(z)$ of this type retain their properties under differentiation, sum, and product an interesting question which arises is: What sort of differential ring might such a function belong to?
It will certainly belong to some members of the following family $\mathcal{F}$ of differential rings.

Let $\mathcal{F}$ be a family of rings $A$, closed under differentiation and with the following three properties. If $f \in A$ then $f$ is an entire function. For a given ring $A$ there exist constants $p$ and $t$ such that if $f_1, \ldots, f_t$ are elements of $A$ then there exist $t$ linear differential operators with Gaussian integer coefficients $L_1, \ldots, L_t$, not all trivial, such that $L_1 f_1 + \cdots + L_t f_t = 0$. Every set of $p$ elements of $A$ is algebraically dependent. We can examine the structure of certain members of this family $\mathcal{F}$ more closely by means of the following theorem for the case $p = 2$, $t = 1$.

**Theorem 4.1.** Let $A$ be a differential ring of entire functions which is an algebra over a ring $R$ of complex numbers with the property that every function in $A$ satisfies a linear differential equation with constant coefficients and every two functions are algebraically dependent over $A$. Then either $A$ is a ring of polynomials or there exists a nonzero constant $\beta$ so that every $f \in A$ has the form

$$f(z) = \sum_{i=1}^{n} c_i e^{r_i z}$$

where the $c_i$ are constants and the $r_i$ are rational.

If $R$ is the ring of integers and there exists an $f \in A$ which together with all its derivatives is integral at some point $z_0$, then $f(z)$ is a polynomial with rational coefficients either in $z - z_0$ or in $e^{z - z_0}$ and $e^{-(z - z_0)}$ or in $\cosh(\sqrt{d}(z - z_0))$ and $(1/\sqrt{d}) \sinh(\sqrt{d}(z - z_0))$ where $d$ is a (squarefree) integer.

**Proof.** To prove the first part of the theorem it suffices to consider the case in which $A$ is an algebra over the complex numbers, since both the linear differential equations and the algebraic dependence properties are preserved if we extend $A$ to an algebra over $C$ and the conclusion for the extended algebra implies the conclusion for $A$.

Now every $f(z) \in A$ has the form

$$f(z) = \sum_{i=1}^{n} p_i(z) e^{r_i(z)}$$

where the $p_i$ are polynomials of degree $m_i$. Applying the linear operator

$$L = \prod_{i \neq k} (D - \nu_i)^{m_i + 1} (D - \nu_k)^{m_k}$$

we get $Lf = c e^{r(z)}$ where $c$ is a nonzero constant. Hence $e^{r(z)} \in A$; $i = 1, \ldots, n$. Now two functions $e^{r_1 z}$, $e^{r_2 z}$ are algebraically dependent if and only if $a$, $\beta$ are nontrivial rationally dependent. Thus there exists a $\beta$ such that all $\nu_i$ have the form $r_i \beta$, $r_i$ rational.

If $m_k \geq 1$ for some $k$, then applying

$$L_1 = \prod_{i \neq k} (D - \nu_i)^{m_i + 1} (D - \nu_k)^{m_k - 1}$$
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we get
\[ L_1f = (c_1z + c_0)e^{\alpha z}, \quad c_1 \neq 0. \]

Thus \( z \) is in the quotient field of \( A \) and all elements of \( A \) are algebraically dependent on \( z \); that is, \( A \) is a ring of polynomials. This completes the proof of the first part of the theorem.

To prove the second part of the theorem we assume without loss of generality that \( z_0 = 0 \). If \( f(z) \) is a polynomial in \( z \) then the coefficients \( f^{(n)}(0)/n! \) are rational by hypothesis.

Now assume that \( f(z) = \sum_{i=1}^{n} c_i e^{\alpha_i z} \). Since \( f \) has integral valued derivatives at 0 there exists a nontrivial linear differential operator \( L \) with integral coefficients so that
\[
L_1f = Lf(0) = \cdots = Lf^{(n)}(0) = 0
\]
and therefore \( Lf \equiv 0 \). This shows that \( \beta \) is algebraic. If the \( r_{i}\beta \) are not algebraic conjugates, then there exist linear differential operators with integral coefficients which annihilate some of the \( e^{r_{i}\beta z} \) but not others. Applying such an operator, we get another nonzero function of the form \( f(z) = \sum_{i=1}^{n} c_i e^{r_{i}\beta z} \) where \( m < n \). We therefore may restrict attention to the case in which all the \( r_{i}\beta \) are algebraic conjugates. Now if \( r_{i}\beta \) is a conjugate of \( r_{j}\beta \), that is, \( \beta \) is a conjugate of \( r_{j}\beta \) where \( r = r_{i}/r_{j} \), then it is also conjugate of \( r_{n}\beta \) with \( n = 0, \pm 1, \ldots \). This is possible only if \( r = \pm 1 \). If \( r = 1 \), then there exists an \( f(z) = ce^{\beta z}, c \neq 0 \), so that \( f^{(n)}(0) = c\beta^n \) is integral for all \( n = 0, 1, \ldots \). This is clearly possible only if \( c \) and \( \beta \) are integral. Thus, in this case \( A \) is a ring of polynomials with rational coefficients in \( e^{z} \) and \( e^{-z} \).

If \( r = -1 \), then \( \beta \) and \( -\beta \) are conjugates; in other words, \( \beta = \sqrt{d} \) where \( d \) is a nonsquare rational. Then \( f(z) \) has the form
\[
f(z) = c_1 e^{\beta z} + c_2 e^{-\beta z}, \quad (c_1, c_2) \neq (0, 0),
\]
\[
f^{(n)}(0) = c_1 \beta^n + c_2 (-\beta)^n \text{ is an integer for } n = 0, 1, 2, \ldots \]. This is clearly possible only if \( \beta \) is an algebraic integer; that is, \( d \) is a nonsquare integer, and \( c_1, c_2 \) are conjugate elements of \( Q(\sqrt{d}) \). In other words
\[
f(z) = (a \exp(\sqrt{d}z) + \exp(-\sqrt{d}z)) + b \sqrt{d} (\exp(\sqrt{d}z) - \exp(-\sqrt{d}z))
\]
\[
= 2a \cosh(\sqrt{d}z) + 2b \sqrt{d} \sinh(\sqrt{d}z)
\]
where \( a, b \) are rationals. This completes the proof.

According to Theorem 1.6 all entire functions of order \( \rho < 2 - \sqrt{6}/3 \) which, together with all their derivatives, are integral valued at 0 and \( \alpha, \alpha \neq 0 \), satisfy linear differential equations with integral coefficients. Now, if there existed two algebraically independent entire functions of this kind, then as was shown in the proof of Theorem 4.1 there would exist two entire functions \( f(z), g(z) \) with algebraic derivatives of all orders at 0 and \( \alpha \), one a nonconstant polynomial with algebraic coefficients in \( e^{\beta z} \) and \( e^{-\beta z} \), \( \beta \) algebraic, \( \beta \neq 0 \); and the other either a nonconstant polynomial with algebraic coefficients in \( z \), or a nonconstant polynomial with
algebraic coefficients in $e^{\alpha z}$ and $e^{-\beta z}$ for some algebraic $\gamma$ with $\gamma/\beta$ irrational. Since no two of the quantities $\alpha$, $e^{\alpha \beta}$, $e^{\alpha \gamma}$ can be simultaneously algebraic for $\alpha \neq 0$ this leads to a contradiction. Thus the hypotheses of Theorem 4.1 hold and combining this with Theorem 1.6, we have characterized all points $\alpha$ so that there exist non-constant entire functions $f(z)$ of order $\rho < 2 - \sqrt{6}/3$ which, together with all their derivatives, are integral valued at 0 and $\alpha$. They are

1. rational $\alpha$, $f(z) \in \mathbb{Q}[x]$,
2. $\alpha$, the logarithm of a rational number, $f(z) \in \mathbb{Q}[e^z, e^{-z}]$,
3. $\cosh \sqrt{\frac{z}{d}}$ is rational of the form $(1 + dr^2)^{1/2}$, $r$ rational, $d$ squarefree,

$$f(z) \in \mathbb{Q}[\cosh \sqrt{dz}, \sinh \sqrt{dz}/\sqrt{d}].$$
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