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Abstract. The primary purpose of this paper is to give a complete classification of all finite simple groups with quasi-dihedral Sylow 2-subgroups. We shall prove that any such group must be isomorphic to one of the groups $L_3(q)$ with $q \equiv -1 \pmod{4}$, $U_3(q)$ with $q \equiv 1 \pmod{4}$, or $M_{11}$. We shall also carry out a major portion of the corresponding classification of simple groups with Sylow 2-subgroups isomorphic to the wreath product of $Z_{2^n}$ and $Z_2$, $n \geq 2$.

Table of Contents

Chapter I. Introduction

Chapter II. Groups with quasi-dihedral or wreathed Sylow 2-subgroups
1. Fusion of 2-elements
2. $Q$-groups, $D$-groups, and $QD$-groups
3. The characteristic power of $Q$-groups, $D$-groups, and $QD$-groups
4. $Q$-groups with quasi-dihedral or wreathed Sylow 2-subgroups
5. $D$-groups
6. $p$-constraint and $p$-stability
7. An extension of Glauberman's $ZJ$-theorem
8. Miscellaneous results

Chapter III. Character theory of groups with quasi-dihedral Sylow 2-subgroups
1. Introduction
2. The principal 2-block
3. Regular $QD$-groups
4. Proof of Theorem A
5. Subsections associated with a 2-block of full defect
6. Continuation. Blocks of full defect of type (*) and the corresponding decomposition numbers
7. Formulas for the order of $G$
8. $QD$-groups of small characteristic power
9. Various results concerning $QD$-groups

Received by the editors August 4, 1969.
AMS Subject Classifications. Primary 2027, 2029.
Key Words and Phrases. Quasi-dihedral, wreathed, $Q$-group, $D$-group, $QD$-group, regular group.
(1) Supported in part by National Science Foundation grant GP-8425.
(2) Supported in part by Air Force Office of Scientific Research grant AF-AFOSR-1468-68 and National Science Foundation grant GP-6432.
(3) Supported in part by Air Force Office of Scientific Research grant AF-AFOSR-1468-68 and National Science Foundation grant GP-9314.

Copyright © 1970, American Mathematical Society

License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use
Chapter IV. The structure of $O(N)$. Localization
1. Preliminary discussion of Theorem B
2. Stationary nonconstrained primes
3. Proof of Theorem 1.1
4. Structure of $L_0$
5. Reduction to local subgroups
6. Properties of the elements of $L'(p)$
7. A subgroup of $C$
8. A second family of local subgroups
9. Constraint for elements of $L^*(p)$

Chapter V. The structure of $O(N)$. Proof of Theorem B*
1. Outline of chapter
2. Elimination of the first set of primes
3. A family of cyclic subgroups
4. Properties of signalizers
5. Construction of a certain signalizer
6. Elimination of the second set of primes
7. The structure of $N$
8. An omnibus lemma for signalizers
9. A subgroup which is not a $p$-group
10. A transitivity theorem
11. Elimination of the last set of primes

Chapter VI. The structure of $N$. Proof of Theorem C
1. Outline of chapter and some consequences of Theorem B
2. Preliminary results
3. Elimination of the case $O(N)=1$
4. Elimination of the case $A=1, B \neq 1$
5. The case $A = 1, B \neq 1$ (continued)
6. Double transitivity of $G$ in the case $\varepsilon = 1$
7. The value of $d$ in the case $\varepsilon = 1$

Chapter I. Introduction

The object of this paper is to carry out a complete classification of simple groups with quasi-dihedral Sylow 2-subgroups and a major portion of the classification of simple groups with wreathed Sylow 2-subgroups. Recall that a group of order $2^{n+1}, n \geq 3$, defined by generators $z, s$ and relations
$$z^2 = s^{2n} = 1, \quad s^2 = s^{-1} + 2s^{2n-2},$$
is called quasi-dihedral, while a group of order $2^{2n+1}, n \geq 2$, defined by generators $z, s, t$ and relations
$$z^2 = s^{2n} = t^{2n} = 1, \quad s^2 = t, \quad t^2 = s, \quad st = ts,$$
is said to be wreathed.

The only simple groups known with such Sylow 2-subgroups are $L_3(q) (=PSL(3, q)), U_3(q) (=PSU(3, q))$ for $q$ odd and $M_{11}$. More specifically,
$$L_3(q), \quad q \equiv -1 \pmod{4},$$
$$U_3(q), \quad q \equiv 1 \pmod{4},$$
$$M_{11}$$
have quasi-dihedral Sylow 2-subgroups, while

\[ L_3(q), \quad q \equiv 1 \pmod{4}, \]
\[ U_3(q), \quad q \equiv -1 \pmod{4}, \]

have wreathed Sylow 2-subgroups.

The methods used to study simple groups in this paper are primarily of two kinds: local group-theoretic and character-theoretic. It happens that it is possible to give a unified approach to the group-theoretic material for both the quasi-dihedral and wreathed cases. On the other hand, the character-theoretic results which are needed require separate analysis for each case. Therefore, we shall deal with both types of Sylow 2-subgroups simultaneously in the group-theoretic arguments. In this paper we shall present the character theory only for the quasi-dihedral case. Many of the analogous results in the wreathed case have already been established, while work on the remaining ones is in progress. These results in the wreathed case will all appear in a separate paper by one of the authors. We shall therefore proceed to outline and explain the contents of this paper as pertains to groups with quasi-dihedral Sylow 2-subgroups. We shall also make comments concerning the group-theoretic results in the wreathed case which we obtain and concerning the character-theoretic results in that case already established but not included in this paper.

The primary end of this paper is the establishment of the following results:

**First Main Theorem.** If \( G \) is a simple group with quasi-dihedral Sylow 2-subgroups and \( x \) is an involution of \( G \), then \( C(x) \) is isomorphic to a quotient of either

\[ GL(2, q), \quad q \equiv -1 \pmod{4} \]
\[ GU(2, q), \quad q \equiv 1 \pmod{4} \]

by a central subgroup of odd order \( d \).

Since all the involutions in such a simple group are conjugate, the number \( q \) depends only on \( G \); it is called the characteristic power of \( G \). Similarly, the number \( d \) depends only on \( G \).

**Second Main Theorem.** If \( G \) is a simple group with quasi-dihedral Sylow 2-subgroups, of characteristic power \( q \) and \( q \equiv e \pmod{4}, e = \pm 1 \), then either

\[ |G| = \frac{1}{q}q^3(q^3+e)(q^2-1) \]

or

\[ |G| = 7920. \]

**Third Main Theorem.** If \( G \) is a simple group with quasi-dihedral Sylow 2-subgroups and of characteristic power \( q \), then one of the following holds:

(i) \( q \equiv -1 \pmod{4} \) and \( G \) is isomorphic with \( L_3(q) \) or \( M_{11} \);  
(ii) \( q \equiv 1 \pmod{4} \) and \( G \) is isomorphic with \( U_3(q) \).
With respect to the wreathed case, we shall discuss later in this chapter how far this paper goes towards proving the analogous main theorems.

We shall now present a brief outline of the contents of the paper, dealing with the chapters in turn. We shall then show how the results achieved in those chapters lead directly to the three main theorems. Finally, we conclude with a list of some nonstandard notation.

Chapter II is devoted to a study of groups whose Sylow 2-subgroups are isomorphic with a section of a quasi-dihedral or wreathed 2-group. This is in preparation for the local group-theoretic analysis to be applied to the proper subgroups of the simple group G under study. Moreover, in this chapter we go only so far as previous classification theorems and extension theory allow us. The subgroups of G fall into four types: there are groups which have normal 2-complements and there are what we shall call D-groups, Q-groups, and QD-groups. For example, if H is a group of the last sort, then H has quasi-dihedral or wreathed Sylow 2-subgroups and has exactly one conjugacy class of involutions and no normal subgroup of index two. It follows that H/O(H) has a normal simple subgroup of odd index. Here, as throughout the paper, O(H) denotes the largest normal subgroup of odd order of the group H.

Moreover, in this chapter, we shall derive some preliminary information about \( N = C(x) \), where x and G are as in the First Main Theorem. In fact, \( N/\langle x \rangle \) is a group with dihedral Sylow 2-subgroups so that the classification theorem of Gorenstein-Walter [22] may be applied. This yields that \( N \) has a series of normal subgroups

\[
N \supseteq L \supseteq O(N) \supseteq 1
\]

with the following properties:

(i) \( O(N) \) is the largest normal subgroup of odd order in \( N \);

(ii) \( L/O(N) \) is isomorphic to \( SL^*(2, q) \) with \( q \equiv -1 \pmod{4} \) (the group of matrices of determinant +1 or -1) or to \( SU^*(2, q) \) with \( q \equiv 1 \pmod{4} \) (the group of unitary matrices of determinant +1 or -1);

(iii) \( N/L \) is cyclic of odd order.

In particular, \( L/O(N) \) has a normal subgroup \( S(N)/O(N) \) of order two with \( S(N) = \langle O(N), x \rangle \) and it has a normal subgroup \( L_0/O(N) \) of index two. Moreover, the quotient \( L_0/S(N) \) is then isomorphic to \( L_2(q) \). This is all best understood by means of the following diagram:

\[
\begin{align*}
&N \supseteq L \supseteq O(N) \supseteq 1 \\
&L \supseteq O(N) \supseteq Z_2 \\
&L_0 \supseteq O(N) \supseteq Z_2 \\
&SL^*(2, q) \quad \text{or} \quad SU^*(2, q) \\
&1
\end{align*}
\]
The First Main Theorem simply states that \( N = L \) and that \( O(N) \) is central in \( N \) and cyclic of order dividing \( q + \varepsilon \), where \( q \equiv \varepsilon \pmod{4} \), \( \varepsilon = \pm 1 \).

In any case this result gives us an important invariant of \( G \), namely the number \( q \) which we shall call the characteristic power of \( G \). It is an invariant of \( G \) as \( G \) does have just one class of involutions.

The same result also is achieved in the case of wreathed Sylow 2-subgroups; in fact, if \( G \) is a simple group of such type, \( x \) is an involution of \( G \) and \( N = C(x) \), then \( N \) has a series of normal subgroups \( N \supseteq L \supseteq O(N) \supseteq 1 \), where \( |N:L| \) and \( |O(N)| \) are odd and \( L/O(N) \) is isomorphic to the subgroup of matrices, whose determinant has order a power of two, of \( GL(2, q) \), \( q \equiv 1 \pmod{4} \), or \( GU(2, q) \), \( q \equiv -1 \pmod{4} \). In this case the center \( S(N)/O(N) \) of \( L/O(N) \) is cyclic of order \( 2^n \), if the Sylow 2-subgroups of \( G \) have order \( 2^{2n+1} \).

The characteristic power can be defined for many subgroups of \( G \). For example, if \( H \) is a \( QD \)-subgroup of \( G \) (as described above) and \( K/O(H) \) is the normal simple subgroup of odd index in \( H/O(H) \), then \( K/O(H) \) has a characteristic power, as we may see by applying the above arguments. We call this the characteristic power of \( H \); it may also be described by looking directly at the centralizer of involutions in \( H \).

The third chapter develops the basic character-theoretic results for the case of groups \( G \) with quasi-dihedral Sylow 2-subgroups. As noted above, most of the analogous results have been proved for the wreathed case as well and will appear in a subsequent paper.

As applications of this knowledge we classify all the simple groups \( G \) with quasi-dihedral Sylow 2-subgroups of characteristic power three or five; we deal with these two special cases separately since the general group-theoretic arguments break down in these particular circumstances.

Furthermore, in this chapter, there is developed the usual type of group order formulae which express the order of \( G \) in terms of the structure of the centralizer of an involution and the degrees of certain characters of \( G \).

Another important concept is also introduced; we describe it now. Let \( H \) be any \( QD \)-subgroup of \( G \) (in particular, even \( G \) itself). Let \( x \) be an involution of \( H \), \( T \) a four subgroup of \( H \), \( N = C_H(x) \) and \( C = C_H(T) \). If \( H \) has characteristic power \( q \) and \( p \) is the prime divisor of \( q \), then we say that \( H \) is regular provided that

\[
|H| \cdot (|C|_p)^2 \geq (|N|_p)^3.
\]

The groups \( L_3(q) \), \( q \equiv -1 \pmod{4} \), and \( U_3(q) \), \( q \equiv 1 \pmod{4} \), are regular, while \( M_{11} \) is not. Thus if \( G \) satisfies the conclusions of the Main Theorems and \( q \neq 3 \), then \( G \) is regular.

This concept can now be used in several ways. First, if \( G \) is simple and regular then the degrees of the characters appearing in the group order formulae can be determined; they are polynomials in \( q \). In particular, the order of \( G \) is then completely determined by the structure of the centralizer of an involution.
Second, the following basic result is proved:

**Theorem A.** If $H$ is a regular $QD$-subgroup of the $QD$-group $G$ and $H$ and $G$ have the same characteristic power, then $G$ is regular and $O(H) = H \cap O(G)$.

We shall use this when $G$ is simple so that $O(G) = 1$. This yields a fundamental restriction on the nature of the local subgroups of $G$.

The next two chapters are devoted to the bulk of the group-theoretic arguments and achieve a proof of the following:

**Theorem B.** Let $G$ be a simple group with quasi-dihedral Sylow 2-subgroups and of characteristic power $q$ greater than five. If every proper simple section of $G$ with quasi-dihedral Sylow 2-subgroups satisfies the conclusions of the Main Theorems and $N$ is the centralizer of an involution of $G$, then

(i) $O(N) = AB$, where $A$ is a cyclic subgroup of order dividing $(q + \varepsilon)/2$ ($q \equiv \varepsilon \pmod{4}$, $\varepsilon = \pm 1$), $B$ is an abelian subgroup and $O(N)$ is a Frobenius group with complement $A$ and kernel $B$ provided $A \neq 1$ and $B \neq 1$.

(ii) Any noncentral involution of $N$ inverts $B$ and centralizes some conjugate of $A$.

(iii) The extended centralizer $C^*(u)$ lies in $N$ for any nonidentity element $u$ of $O(N)$.

This result also has as a consequence that $L_0$, as defined above, is the direct product of $O(N)$ and a subgroup isomorphic with $SL(2, q)$ if $q \neq 9$, in which case there is another possible structure for $L_0$ as $SL(2, 9)$ has a nontrivial central extension by a group of order three.

For the case of a simple group $G$ with wreathed Sylow 2-subgroups the analogous result is proved provided one also assumes that the obvious analogue of Theorem A holds for $G$. In these two chapters we deal with both types of Sylow 2-subgroups at the same time.

The sixth and final chapter is devoted to the proof of the last basic theorem. We use the above notation.

**Theorem C.** Let $G$ be a simple group with quasi-dihedral Sylow 2-subgroups and of characteristic power $q$ greater than five. If, moreover, $G$ fulfills all the conclusions of Theorem B, then

(i) $N = L$;

(ii) $B = 1$;

(iii) $G$ is regular;

(iv) If $q \equiv 1 \pmod{4}$, then $d = (q + 1, 3)$ and $G$ is doubly transitive of degree $q^3 + 1$ such that the subgroup $H$ fixing a letter has a normal subgroup $Q$ of order $q^3$, which acts regularly on the set of remaining $q^3$ letters, with $H/Q$ cyclic of order $(q^2 - 1)/d$.

The proof of this theorem is primarily character-theoretic, but does involve some purely group-theoretic arguments.
We shall now prove that the three Main Theorems hold provided we assume that all the other results stated above are valid. Let $G$ be a simple group with quasi-dihedral Sylow 2-subgroups. We may assume without loss of generality that the Main Theorems hold for any simple group with quasi-dihedral Sylow 2-subgroups whose order is less than that of $G$. We let $q$ be the characteristic power of $G$. If $q$ is three or five, then by the results of Chapter III, $G$ is isomorphic with $L_3(3)$, $M_{11}$ or $U_3(5)$ and so the Main Theorems hold for $G$, as is easily verified.

On the other hand, if $q$ is greater than five, then the hypotheses of Theorem B are fulfilled by $G$ inasmuch as every proper simple $QD$-section of $G$ has lower order than $G$ and so $G$ satisfies all the conclusions of that result. Thus, the hypotheses of Theorem C are fulfilled and so $G$ also satisfies the conclusions of that theorem. In the notation of these results, $O(N)$ is a central cyclic subgroup of order $(q+e)/2d$, for some odd number $d$, and $N/O(N)$ is isomorphic with $SL^+(2,q)$ or $SU^+(2,q)$, as the case may be. By results of Chapter IV, mentioned just after the statement of Theorem B, it follows that $N$ is the direct product of a group isomorphic with $N/O(N)$ and the subgroup $A$. However, this is precisely the statement of the First Main Theorem.

As for the Second Main Theorem, $G$ is regular by Theorem C, so by the results of Chapter III discussed above, there is a formula for the order of $G$ in terms of the structure of $N$. However, we also know that $N=L$ and $B=1$, so the parameters $e$, $a$, $b$ of that formula satisfy $e=1$, $a=|A|$, and $b=1$ and the Second Main Theorem is valid.

We now verify the Third Main Theorem. If $q \equiv -1 \pmod{4}$, then the hypotheses of a theorem of Brauer [8] hold since $G$ does satisfy the First Main Theorem. Thus, $G$ is isomorphic with $L_3(q)$ or $M_{11}$ by the results of that paper. On the other hand, if $q \equiv 1 \pmod{4}$, part (iv) of Theorem C shows that $G$ fulfills all the hypotheses of a theorem of O'Nan [24*] and it follows from his results that $G$ is isomorphic to $PSU(3, q) = U_3(q)$. In the case $d=1$, this result was previously obtained by Suzuki [28].

In order to prove corresponding results in the wreathed case, it will be necessary to publish the theorems which are the analogues of most of the results of Chapter III as well as to complete the proof of the analogue to Theorem C. The notation used is standard, with the following exception. If $X$ and $Y$ are subgroups of the group $H$ and $p$ is a prime then

$$\mathcal{N}_H(X; Y; p)$$

is the collection of all elements of $\mathcal{N}_H(X; p)$ (which is the set of $p$-subgroups of $H$ intersecting $X$ trivially and normalized by $X$) which are also permutable with $Y$. The set of maximal elements of $\mathcal{N}_H(X; Y; p)$ is denoted by $\mathcal{N}^*_H(X; Y; p)$.

It will also be convenient to introduce the so-called "bar" convention: If $\overline{H}$ is a homomorphic image of the group $H$ and if $X$ is a subgroup, subset, or element of $H$, then $\overline{X}$ will always denote the image of $X$ in $\overline{H}$. 
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Finally, we repeatedly use the fact that a group of odd order is necessarily solvable, without making explicit reference to the theorem of Feit and Thompson [15].

We add a word concerning the numbering system to be used in the paper: Lemma x of section y of Chapter z is designated as Lemma x throughout the given section y, as Lemma y.x in all subsequent sections of Chapter z, and as Lemma z.y.x in all subsequent chapters. A similar convention applies for propositions, theorems, and corollaries with the exception of Theorems A, B, and C which are denoted only in this one way.

**CHAPTER II. GROUPS WITH QUASI-DIHEDRAL OR WREATHED SYLOW 2-SUBGROUPS**

1. **Fusion of 2-elements.** In this section we shall give a complete analysis of the possible types of fusion of 2-elements in a group $G$ with quasi-dihedral or wreathed Sylow 2-subgroups. Apart from the case that $G$ has a normal 2-complement, it will turn out that the fusion pattern in $G$ can be of any one of exactly three distinct types. Corresponding to each of these, we shall introduce the concept of a QD-group, a Q-group, and a D-group. These three types of groups will play an essential role throughout the paper. In succeeding sections of this chapter we shall derive a very large number of properties of these groups which we shall need for the proof of the Main Theorems.

Let us first indicate by a simple table the four possible types of fusion of 2-elements in a group $G$ with quasi-dihedral or wreathed Sylow 2-subgroup $S$. As we shall see, $S$ has exactly one conjugacy class of both maximal noncyclic abelian subgroups and of quaternion subgroups. If $U$ and $V$ denote representatives of these two conjugacy classes respectively, the fusion of 2-elements is completely determined by the structure of $N(U)/C(U)$ and $N(V)/VC(V)$. In the following table, $Z_2$ and $\Sigma_3$ denote respectively a cyclic group of order two and the symmetric group of degree three.

<table>
<thead>
<tr>
<th>$N(U)/C(U)$</th>
<th>$N(V)/VC(V)$</th>
<th>Quasi-Dihedral</th>
<th>Wreathed</th>
<th>Quasi-Dihedral</th>
<th>Wreathed</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Z_2$</td>
<td>$Z_2$</td>
<td>2</td>
<td>3</td>
<td>Cyclic</td>
<td>Cyclic</td>
</tr>
<tr>
<td>$Z_2$</td>
<td>$\Sigma_3$</td>
<td>2</td>
<td>2</td>
<td>Generalized Quaternion</td>
<td>Generalized Quaternion</td>
</tr>
<tr>
<td>$\Sigma_3$</td>
<td>$Z_2$</td>
<td>1</td>
<td>2</td>
<td>Dihedral</td>
<td>Noncyclic Abelian</td>
</tr>
<tr>
<td>$\Sigma_3$</td>
<td>$\Sigma_3$</td>
<td>1</td>
<td>1</td>
<td>Quasi-Dihedral</td>
<td>Wreathed</td>
</tr>
</tbody>
</table>

In Propositions 1 and 2 below we shall give a more detailed description of the fusion in each of these four cases. We note that in the first case, $G$ will have a
normal 2-complement. Cases two, three, and four will lead to what we shall call respectively a $Q$-group, a $D$-group, or a $QD$-group.

Before establishing these results, we shall give three lemmas which list a large number of basic properties of quasi-dihedral and wreathed 2-groups which will be used throughout the paper. However, only a portion of these are needed for the specific problem of analyzing fusion of 2-elements.

**Lemma 1.** If $S$ is quasi-dihedral of order $2^{n+1}$, then the following conditions hold:

(i) $S$ has two conjugacy classes of involutions and of elements of order 4.

(ii) $S$ has one conjugacy class of four subgroups and of quaternion subgroups. If $T$ is a four subgroup or a quaternion subgroup of $S$, then $C_S(T) = Z(T)$ and $|N_S(T):T| = 2$.

(iii) $S$ possesses precisely three maximal subgroups, respectively cyclic, generalized quaternion$^*$, and dihedral.

(iv) $S' = \Phi(S)$ is cyclic of order $2^{n-1}$.

(v) $Z(S)$ has order 2 and $S/Z(S)$ is dihedral.

(vi) $\Omega_1(S)$ is dihedral of order $2^n$.

(vii) A proper normal subgroup of $S$ is either maximal or is cyclic and contained in $S'$.

(viii) If $D$ is a dihedral subgroup of $S$ of order at least 8, then the maximal cyclic subgroup of $D$ is contained in the maximal cyclic subgroup of $S$.

**Proof.** These results follow directly from the definition of $S$ given in §1.1. The details are left to the reader. Compare also Theorem 5.4.3 and Exercise 7.6 of [19].

We list the analogous properties for wreathed 2-groups in a more explicit form. Let then $S$ be a wreathed 2-group, given by generators $s, t, z$ satisfying the relations of the Introduction. We first introduce some additional notation:

$u = st, \quad r = st^{-1}, \quad x = x_1 = u^{2^{n-1}} = r^{2^{n-1}}, \quad x_2 = s 2^{n-1}, \quad x_3 = t^{2^{n-1}}, \quad d = x_2z, \quad U = \langle s, t \rangle, \quad T = \langle x_1, x_2, x_3 \rangle, \quad T_0 = \langle x_1, z \rangle, \quad Y = \langle r, d \rangle.$

With this notation, we have

**Lemma 2.** If $S$ is wreathed of order $2^{2n+1}$, then the following conditions hold:

(i) $S$ has three conjugacy classes of involutions, represented respectively by $x$, $x_2$, and $z$.

(ii) $U$ is an abelian maximal subgroup of $S$ of type $(2^n, 2^n)$ and is the unique abelian subgroup of its order in $S$.

(iii) $T = \Omega_1(U)$ is a four group and is normal in $S$.

(iv) $T_0$ is a four group and is not conjugate to $T$. Every four subgroup of $S$ except $T$ is conjugate to $T_0$.

(v) $Y$ is generalized quaternion of order $2^{n+1}$, $Y$ is normal in $S$ and is the unique generalized quaternion subgroup of its order in $S$.

$^*$ We use the term generalized quaternion to include the quaternion group of order 8.
(vi) $S' = \langle r \rangle$ is cyclic of order $2^n$.
(vii) $Z(S) = \langle u \rangle$ is cyclic of order $2^n$ and $S/Z(S)$ is dihedral.
(viii) $\Omega_1(S) = TY$ and $S/\Omega_1(S)$ is cyclic.
(ix) $Y$ is the normal closure of $\langle d \rangle$ in $S$.
(x) $(sz)^2 = u$ and $S = \langle Y, sz \rangle$.
(xi) If $X$ is a proper subgroup of $S$ with $X \not\leq Y$, then $X = YZ(X)$ and $X$ contains $T$.
(xii) If $X$ is a nonabelian subgroup of $S$, then $Z(X) \leq Z(S)$.
(xiii) If $X$ is a subgroup of $S$ invariant under a cyclic subgroup $A$ of $S$ of order $2^n$ with $A$ disjoint from $X$, then either $X$ is cyclic or $S = XA$.

**Proof.** These properties of $S$ are a straightforward consequence of its definition and are left to the reader to verify.

Our last lemma, whose proof is also left to the reader, will be used in the analysis of $2$-fusion which is to follow.

**Lemma 3.** If $S$ is a wreathed $2$-group of order $2^{2n+1}$ and $X$ is a subgroup of $S$ such that $C_S(X) \leq X$ and $Aut(X)$ is not a $2$-group, then

(i) Either $X = U$ or $X$ is isomorphic to a central product of a quaternion group with $Z(S)$.

(ii) $|N_S(X):X| = 2$.

(iii) $S$ possesses only one conjugacy class of subgroups which are isomorphic to $X$.

There are several alternate methods for analyzing the fusion of $2$-elements for arbitrary groups with a given Sylow $2$-subgroup $S$; in particular, the focal subgroup theorem (Theorem 7.3.4 of [19]), Grün’s theorem (Theorem 7.4.2 of [19]) or Alperin’s fusion theorem (the main theorems of [1] or Theorem 7.2.6 of [19]). The case that $S$ is quasi-dihedral is very similar to that in which $S$ is dihedral, the latter case being completely described in Theorem 7.7.3 of [19]. Moreover, the results are given in Exercise 7.7 of [19]. Hence we shall content ourselves in the quasi-dihedral case with a statement of the results. On the other hand, we shall give a detailed analysis in the case that $S$ is wreathed. Because the use of Alperin’s fusion theorem is the least familiar of the above-mentioned methods, we shall use it in our proof.

**Proposition 1.** Let $G$ be a group with a quasi-dihedral Sylow $2$-subgroup $S$ and let $T$, $Q$ be representatives of the conjugacy classes of four subgroups and quaternion subgroups respectively of $S$. Then one of the following four statements holds:

(i) $G$ has no normal subgroups of index $2$, $G$ has one conjugacy class of involutions and one of elements of order $4$, $|N(T):C(T)| = 6$ and $|N(Q):QC(Q)| = 6$.

(ii) $G$ has a normal subgroup $K$ of index $2$ with generalized quaternion Sylow $2$-subgroups, $K$ has no normal subgroups of index $2$, $Z(S)$ is weakly closed in $S$ with respect to $G$, $G$ has two conjugacy classes of involutions and one of elements of order $4$, $|N(T):C(T)| = 2$ and $|N(Q):QC(Q)| = 6$.

(iii) $G$ has a normal subgroup $K$ of index $2$ with dihedral Sylow $2$-subgroups, $K$ has no normal subgroups of index $2$, $G$ has one conjugacy class of involutions and two of elements of order $4$, $|N(T):C(T)| = 6$ and $|N(Q):QC(Q)| = 2$. 
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(iv) $G$ has a normal 2-complement, $G$ has two conjugacy classes of involutions and two of elements of order 4, $|N(T):C(T)|=2$, and $|N(Q):QC(Q)|=2$.

In deriving the corresponding result for groups with wreathed Sylow 2-subgroups, we shall use Alperin’s fusion theorem in the following form: If $G$ is a group with Sylow $p$-subgroup $S$ and if $v$, $w$ are elements of $S$ conjugate in $G$, but not in $S$, then there exists a Sylow 2-subgroup $R$ of $G$ with the following properties:

(a) $S \cap R$ is a tame intersection of Sylow 2-subgroups.
(b) $C_S(S \cap R) \subseteq S \cap R$.
(c) $v \in S \cap R$.
(d) $v$ is conjugate in $N(S \cap R)$ to an element $w_0$ of $S \cap R$ with $v$ and $w_0$ not conjugate in $S$.

Indeed, we recall that by definition $S \cap R$ is a tame intersection if $N_S(S \cap R)$ and $N_R(S \cap R)$ are each Sylow $p$-subgroups of $N(S \cap R)$. To see that the above conditions actually hold, we apply the second form of the main theorem of [1] together with Theorem 5.2 of [1] and conclude that there exist elements $v_1, v_2, \ldots, v_n$ in $S$ with $v_1 = v$ and $v_n = w$ and Sylow $p$-subgroups $R_2, R_3, \ldots, R_n$ of $G$ such that each $S \cap R_i$ is a tame intersection and such that either $v_i = v_{i+1}$ or $vi$ and $v_{i+1}$ are in $S \cap R_{i+1}$, $v_1$ and $v_{i+1}$ are conjugate in $N(S \cap R_{i+1})$, and $C_S(S \cap R_{i+1}) \subseteq S \cap R_{i+1}$. We now choose $i$ maximal such that $v_1, v_2, \ldots, v_i$ are conjugate in $S$. Since $v$ and $w$ are not conjugate in $S$, we have $i < n$. Let $u$ be an element of $S$ such that $v_i^u = v$, set $R = R_{i+1}$ and $w_0 = v_{i+1}^u$. Then one sees at once that $R$ and $w_0$ satisfy the required conditions (a)–(d).

We note also that in the above situation, $N(S \cap R)/C(S \cap R)$ is not a 2-group. Indeed, suppose this is the case and set $K = N(S \cap R)$. Since $S \cap K = N_S(S \cap R)$ is a Sylow 2-subgroup of $K$, it follows that $K = C(S \cap R)/(S \cap K)$. But then if $w_0 = v^K$, $k \in K$, we can write $k = bc$, where $b \in C(S \cap R)$ and $c \in S \cap K$, whence $w_0 = v^{bc} = v^c$ as $b$ centralizes $v$, contrary to the fact that $w_0$ is not conjugate to $v$ by an element of $S$.

**Proposition 2.** Let $G$ be a group with a wreathed Sylow 2-subgroup $S$ of order $2^{2n+1}$, let $U$ be the unique abelian maximal subgroup of $S$ and let $V$ be a representative of the conjugacy class in $S$ of central products of quaternion groups with $Z(S)$. Then one of the following four statements holds:

(i) $G$ has no normal subgroups of index 2, $G$ has one conjugacy class of involutions, $|N(U):C(U)|=6$, and $|N(V):VC(V)|=6$.

(ii) $G$ has a normal subgroup $K$ of index $2^n$ with generalized quaternion Sylow 2-subgroups, $K$ has no normal subgroups of index 2, every subgroup of $Z(S)$ is weakly closed in $S$ with respect to $G$, $G$ has two conjugacy classes of involutions, $|N(U):C(U)|=2$ and $|N(V):VC(V)|=6$.

(iii) $G$ has a normal subgroup $K$ with Sylow 2-subgroup $U$, $K$ has no normal subgroups of index 2, $G$ has two conjugacy classes of involutions, $|N(U):C(U)|=6$, and $|N(V):VC(V)|=2$. 
(iv) $G$ has a normal 2-complement, $G$ has three conjugacy classes of involutions, $|N(U):C(U)| = 2$, and $|N(V):VC(V)| = 2$.

**Proof.** Let $R$ be a Sylow 2-subgroup of $G$ such that $S \cap R$ is a tame intersection satisfying conditions (a)--(d) for some element $v$ of $S$. Then, as we have seen, $N(S \cap R)/C(S \cap R)$ is not a 2-group and consequently either $S \cap R = U$ or $S \cap R$ is a conjugate of $V$ by an element of $S$ by Lemma 3. We shall see that the fusion of 2-elements in $G$ is completely determined by the structure of $N(U)$ and $N(V)$.

Suppose $U$ is such a tame intersection. Since the Frattini factor group of $U$ is abelian of type $(2, 2)$ and $S \leq N(U)$, it follows that $N(U)/C(U)$ is isomorphic to the symmetric group of degree 3 and so has order 6. Moreover, a 3-element of $N(U) - C(U)$ has no fixed points on $U^\#$ and consequently $U \leq N(U)$. For the same reason the three involutions $x_1, x_2, x_3$ of $U$ are conjugate in $G$. On the other hand, if $U$ is not such a tame intersection, then $N(U) = SC(U)$ and $|N(U):C(U)| = 2$, since otherwise $|N(U)/C(U)| = 6$ and $N(U)$ would possess a second Sylow 2-subgroup $S^*$ of $G$ such that $S \cap S^* = U$. But then $U$ would be the tame intersection of $S$ and $S^*$.

Next consider $N(V)$. Any element $h$ of $N(V) - C(V)$ of odd order centralizes $Z(S)$ as $Z(S)$ is a cyclic characteristic subgroup of $V$ and so $h$ acts non-trivially on $V/Z(S)$, which is elementary abelian of type $(2, 2)$. Thus $h^3$ centralizes $V$. Furthermore, if $V \leq S^*$ for some Sylow 2-subgroup $S^*$ of $G$, then $Z(V) = Z(S) \leq Z(S^*)$ by Lemma 2 applied to $S^*$ and its nonabelian subgroup $V$. Since $|Z(S)| = |Z(S^*)|$, we have, in fact, $Z(S) = Z(S^*)$. But now Lemma 3 applied to $S^*$ and $V$ yields that $|N_{S^*}(V):VC_{S^*}(V)| = 2$. Since we can choose $S^*$ so that $N_{S^*}(V)$ is a Sylow 2-subgroup of $N(V)$, it follows that $|N(V):VC(V)| = 2$. Our argument thus shows that $N(V)/VC(V)$ is either of order 2 or is isomorphic to the symmetric group of degree 3 and is of order 6. As with $U$, the latter case occurs if and only if $V$ is a tame intersection. Continuing this analysis, suppose now that $V$ is a tame intersection. Since $S$ has only one conjugacy class of subgroups isomorphic to $V$ by Lemma 3, we can assume without loss by replacing $V$ by an appropriate conjugate by an element of $S$ that $V = \langle r^{a-2}, d, Z(S) \rangle$. Since $N(V)$ in this case contains a 3-element which cyclically permutes the involutions of $V/Z(V)$ and since $U \cap V$ has index two in $V$, we see that the involution $c_1 = d^a$ is conjugate in $N(V)$ to one of the involutions $x_1$ of $U$. But $x_1$ is conjugate only to itself in $N(V)$, so $i = 2$ or 3. Moreover, by Lemma 2, $c_1$ is conjugate to $z$ and $x_2$ to $x_3$ in $S$. We conclude therefore that $z$ and $x_3$ are conjugate in $G$.

With this preliminary information, we can now establish the proposition. Suppose first that both $U$ and $V$ are tame intersections satisfying (a)--(d). Then our argument shows that $|N(U):C(U)| = |N(V):VC(V)| = 6$ and that the three conjugacy classes of involutions of $S$, represented by $x_1, x_2,$ and $z$ are all fused in $G$. Furthermore, the focal subgroup $F$ of $S$ contains both $U$ and $x_2^1 z$ and so $F = S$. Hence $G$ has no normal subgroups of index 2. Thus (i) holds in this case.
Suppose next that \( U \), but not \( V \), is such a tame intersection. In this case no element of \( S - U \) can be conjugate to an element of \( U \), whence \( U = F \). Thus \( G \) has a normal subgroup \( K \) with Sylow 2-subgroup \( U \) and such that \( K \) has no normal subgroup of index 2. Since \( x \) and \( x_2 \) are conjugate in \( G \), while \( x \) and \( z \) are not, \( G \) has two conjugacy classes of involutions. Moreover, \(|N(U):C(U)| = 6\) and \(|N(V):VC(V)| = 2\) in this case, so all parts of (iii) hold.

Now assume that neither \( U \) nor \( V \) is such a tame intersection, in which case two elements of \( S \) conjugate in \( G \) are necessarily conjugate in \( S \). This implies that \( F = S' \) and so \( G \) possesses a normal subgroup \( K \) with Sylow 2-subgroup \( S' \) and such that \( G/K \) is a 2-group. But as \( S' \) is cyclic, \( K \) has a normal 2-complement by Burnside's transfer theorem. Since \( O(K) \) char \( K \), we have \( O(K) \) normal in \( G \) and hence \( G \) has a normal 2-complement. Furthermore, \( G \) has three conjugacy classes of involutions and \(|N(U):C(U)| = |N(V):VC(V)| = 2\), so (iv) holds in this case.

Finally consider the case that \( V \), but not \( U \), is such a tame intersection. Then with \( V \) generated as above, we see that \( V \) contains exactly three cyclic subgroups of order four which do not lie in \( Z(S) \); namely, \( \langle r^{2n-2} \rangle \), \( \langle r^{2n-2}d \rangle \), and \( \langle d \rangle \). Hence these must be cyclically permuted by a 3-element \( h \) of \( N(V) \). Since \( \langle r \rangle = S' \leq F \), it follows that \( \langle r, d \rangle \leq F \). On the other hand, the only tame intersections containing \( Z(S) \) in the present case are the conjugates of \( V \) by elements of \( S \). But \( \langle r, d \rangle \) is normal in \( S \) by Lemma 2 and so contains every conjugate of \( d \) in \( S \). Since the focal subgroup is completely determined by the set of all tame intersections containing \( Z(S) \), we conclude that \( \langle r, d \rangle = F \). In this case \( G \) possesses a normal subgroup \( K \) of index 2 with Sylow 2-subgroup \( F \). Furthermore, the element \( h \) above of \( N(V) \), being a 3-element, lies in \( K \). By the action of \( h \) on \( \langle r^{2n-2}, d \rangle \), we see that \( d \in K' \).

Observe next that \( Z(S) = Z(V) \) and hence \( Z(S) = Z(V^g) \) for any \( g \) in \( S \). Thus any subgroup \( Z_0 \) of \( Z(S) \), being characteristic in \( Z(S) \) as \( Z(S) \) is cyclic, is normal in \( N(V^g) \) for any \( g \) in \( S \). Since fusion of 2-elements in the present case is determined by the conjugates of \( V \) in \( S \), it follows that a generator \( u_0 \) of \( Z_0 \) is not conjugate in \( G \) to any element of \( S - Z_0 \). In other words, \( Z_0 \) is weakly closed in \( S \) with respect to \( G \). For the same reason, \( x \) is not conjugate in \( G \) to any other involution of \( S \) and so \( G \) has two conjugacy classes of involutions. Finally \(|N(U):C(U)| = 2\) and \(|N(V):VC(V)| = 6\) in the present case, so all parts of (ii) hold and the proposition is completely proved.

2. \( Q \)-groups, \( D \)-groups, and \( QD \)-groups. There exists a close parallel between the conclusions of corresponding parts of Propositions 1.1 and 1.2. Because of the importance of these groups in the analysis to follow, we shall give them special names. Thus we make the following definitions:
Definition 1. A group $G$ with quasi-dihedral or wreathed Sylow 2-subgroup $S$ will be called a

- **$QD$-group** if $G$ satisfies condition (i) of Proposition 1.1 or 1.2;
- **$Q$-group** if $G$ satisfies condition (ii) of Proposition 1.1 or 1.2;
- **$D$-group** if $G$ satisfies condition (iii) of Proposition 1.1 or 1.2.

In particular, then, a $QD$-group $G$ has no normal subgroups of index two and has exactly one conjugacy class of involutions. Furthermore, a $Q$-group $G$ has a normal subgroup $K$ with generalized quaternion Sylow 2-subgroups and with no normal subgroups of index two, $K$ is of index 2 in $G$ if $S$ is quasi-dihedral and of index $2^n$ in $G$ if $S$ is wreathed of order $2^{2n+1}$, and every subgroup of $Z(S)$ is weakly closed in $S$ with respect to $G$. Moreover, a $D$-group $G$ has a normal subgroup $K$ of index two with dihedral Sylow 2-subgroups if $S$ is quasi-dihedral and with abelian Sylow 2-subgroups of type $(2^n, 2^n)$ if $S$ is wreathed of order $2^{2n+1}$.

Note that if $S$ is wreathed of order $2^{2n+1}$ and $G$ is a $Q$-group, then the index of $K$ in $G$ depends upon the integer $n$. Likewise the order of $Z(S)$ depends on $n$. Hence it will be convenient to have a term for this integer. Thus we make the following definition:

Definition 2. If $S$ is a wreathed 2-group of order $2^{2n+1}, n \geq 2$, we say that $S$ is of **height $n$**. For completeness, we say that $S$ has height 1 if $S$ is quasi-dihedral. Moreover, if $G$ is a group with $S$ as Sylow 2-subgroup, we say that $G$ is of height $n$ if $S$ has height $n$.

Thus if $S$ is quasi-dihedral or wreathed of height $n$, it follows in all cases that $Z(S)$ is cyclic of order $2^n$ and that if $G$ is a $Q$-group with Sylow 2-subgroup $S$, then $G$ possesses a normal subgroup $K$ of index $2^n$ in $G$ having generalized quaternion Sylow 2-subgroups and no normal subgroups of index two.

We shall have some occasion in our work to consider groups of the same general form as $Q$-groups or $D$-groups, but with Sylow 2-subgroups which are isomorphic to a proper subgroup of a quasi-dihedral or wreathed 2-group. For this reason we enlarge the definitions of these concepts.

Definition 3. Let $S$ be a quasi-dihedral or wreathed 2-group and let $R$ be a subgroup of $S$ containing the unique generalized quaternion subgroup $Y$ of maximal order in $S$. Then a group $G$ with Sylow 2-subgroup $R$ will be called a **$Q$-group** provided $G$ contains a normal subgroup $K$ of index a power of 2 with Sylow 2-subgroup $Y$ and no normal subgroups of index 2 and if every subgroup of $Z(R)$ is weakly closed in $R$ with respect to $G$.

Thus if $S$ is quasi-dihedral, either $R=S$ or $R=Y$; and if $S$ is wreathed, then by Lemma 1.2, either $R=S$ or $R=YZ(R)$ and $Z(R) \subseteq Z(S)$. In either case, $R \supseteq Y$ if and only if $R$ contains at least two involutions and hence if and only if $R$ contains a four group. In particular, if $R \supseteq Y$ and $S$ is wreathed, then $R$ contains the unique normal four subgroup of $S$ by Lemma 1.2.

Definition 4. A group $G$ will be called a **$D$-group** if either $G$ has quasi-dihedral or wreathed Sylow 2-subgroups and is a $D$-group in accordance with Definition 1.
or if \( G \) has dihedral Sylow 2-subgroups and does not possess a normal 2-complement.

A complete classification of \( Q \)-groups and \( D \)-groups can be given in terms of known classification theorems. The pertinent results which we shall need will be derived in §§3, 4, and 5. In this section we shall establish some basic properties of \( QD \)-groups and shall then present some standard examples of \( QD \)-groups, \( Q \)-groups, and \( D \)-groups.

Our first result shows the significance of \( Q \)-groups in the study of \( QD \)-groups and is fundamental for the entire paper.

**Proposition 1.** If \( G \) is a \( QD \)-group and \( x \) is an involution of \( G \), then \( C(x) \) is a \( Q \)-group with quasi-dihedral or wreathed Sylow 2-subgroups.

**Proof.** By definition of a \( QD \)-group, \( G \) has only one conjugacy class of involutions and so \( x \in Z(S) \) for some Sylow 2-subgroup \( S \) of \( G \). Thus \( S \leq N = C(x) \) and so \( N \) has quasi-dihedral or wreathed Sylow 2-subgroup. Moreover, if \( V \) is the central product of a quaternion subgroup of \( S \) with \( Z(S) \), Propositions 1.1 and 1.2 show that \( |N(V) : VC(V)| = 6 \). But clearly \( \langle x \rangle = \Omega_1(Z(V)) \) and so \( \langle x \rangle \) is normal in \( N(V) \), whence \( N(V) \leq N \). Thus \( |N_G(V) : VC_N(V)| = 6 \). Hence applying Propositions 1.1 and 1.2 to \( N \), we see that \( N \) is either a \( Q \)-group or a \( QD \)-group. However, \( x \), being central in \( N \), is conjugate only to itself in \( N \). Since \( S \) contains an involution other than \( x \), it follows that \( N \) has more than one conjugacy class of involutions and we conclude therefore from Propositions 1.1 and 1.2 that \( N \) is a \( Q \)-group.

We can also derive the following general structure theorem for \( QD \)-groups:

**Proposition 2.** If \( G \) is a \( QD \)-group, then \( G/\{\text{center of } G\} \) contains a simple normal \( QD \)-subgroup of odd index.

**Proof.** By definition, a Sylow 2-subgroup \( S \) of \( G \) is quasi-dihedral or wreathed and \( G \) has no normal subgroups of index 2. Hence the same holds for \( \bar{G} = G/\{\text{center of } G\} \) and so \( \bar{G} \) is also a \( QD \)-group. Since \( O(\bar{G}) = 1 \), the proposition follows by induction on \( |G| \) if \( O(G) \neq 1 \). Hence we can suppose that \( O(G) = 1 \).

Let \( L \) be a minimal normal subgroup of \( G \), so that \( L \) is characteristically simple. If \( L \) is solvable, then \( L \) is an elementary abelian \( p \)-group for some prime \( p \) and, as \( O(G) = 1 \), we must have \( p = 2 \). Hence \( L \) has even order in any case. By Propositions 1.1 and 1.2, \( G \) has only one conjugacy class of involutions and so all involutions of \( S \) must lie in \( L \). In particular, \( \Omega_1(S) \leq L \). By Lemmas 1.1 and 1.2, \( \Omega_2(S) \) is nonabelian and \( S/\Omega_1(S) \) is cyclic. In particular, \( L \) is nonabelian and so \( L \) is nonsolvable. Furthermore, \( S/S \cap L \) is cyclic and so \( \bar{G} = G/L \) has cyclic Sylow 2-subgroups. But then if \( |\bar{G}| \) were even, \( \bar{G} \) and hence also \( G \), would have a normal subgroup of index two by Burnside's transfer theorem, which is not the case. Thus \( |\bar{G}| = |G/L| \) is odd.

Finally \( L \), being nonsolvable and characteristically simple, is the direct product of isomorphic nonabelian simple groups. Since no nonabelian simple group has...
cyclic or generalized quaternion Sylow 2-subgroups, each simple factor of \( L \) contains a four subgroup. Therefore if \( L \) had more than one simple factor, \( L \) and hence also \( S \), would contain an elementary abelian subgroup of order sixteen, which is clearly not the case. Thus \( L \) is simple and the proposition is proved.

In this paper we shall require only one other noncharacter-theoretic property of \( QD \)-groups. The hypotheses for this result will arise out of our inductive proof of the Main Theorems and will be applied to the proper \( QD \)-subgroups of a minimal counterexample to those theorems. Since the Main Theorems have been stated only for groups with quasi-dihedral Sylow 2-subgroups, our result is limited to this case. However, in proving the corresponding Main Theorems for groups with wreathed Sylow 2-subgroups, the following result and its proof will hold without change.

**Proposition 3.** If \( G \) is a \( QD \)-group with quasi-dihedral Sylow 2-subgroups whose unique nonsolvable composition factor satisfies the conclusion of the First Main Theorem, then for any involution \( x \) of \( G \) and any Sylow 2-subgroup \( S \) of \( C(x) \), we have \([S, O(C(x))] \subseteq O(G)\).

**Proof.** By Proposition 2 and the solvability of groups of odd order, \( G \) possesses a unique nonsolvable composition factor \( L \) which is a simple normal \( QD \)-subgroup of \( G = G/O(G) \). Since \( O(C(x)) = O(C(x)) \), we need only prove that \( S \) centralizes \( O(C(x)) \). Since \( O(\tilde{G}) = 1 \), we can assume without loss to begin with that \( O(G) = 1 \) and then prove that \( S \) centralizes \( O(N) \), where \( N = C(x) \).

Let \( L \) be the simple normal \( QD \)-subgroup of \( G \). By Proposition 2, \(|G:L|\) is odd and so \( S \triangleleft L \), whence \([S, O(N)] \subseteq L \cap O(N)\). Since \( L \cap O(N) \) is normal in \( O(N) \) and is \( S \)-invariant, it follows that \( S \) normalizes \( L \cap O(N) \). Thus it suffices to show that \( S \) centralizes \( L \cap O(N) \), for then \( S \) will stabilize the chain \( O(N) \supseteq L \cap O(N) \supseteq 1 \) and, as \( S \) and \( O(N) \) have coprime orders, this will imply that \( S \) centralizes \( O(N) \).

Clearly \( L \cap O(N) = L \cap O(C(x)) \subseteq O(C_l(x)) \). But by assumption \( L \) satisfies the conclusion of the First Main Theorem and so \( C_l(x) \) is isomorphic to a homomorphic image of the matrix groups \( GL(2,q) \) or \( GU(2,q) \) for some odd \( q \) by a suitable central subgroup of odd order. However, \( O(GL(2,q)) \) and \( O(GU(2,q)) \) consist of scalar matrices in \( GL(2,q) \) and \( GU(2,q) \) respectively. It follows therefore that \( O(C_l(x)) \) is contained in the center of \( C_l(x) \). Since \( S \subseteq L \cap N = C_l(x) \), \( S \) centralizes \( O(C_l(x)) \) and so centralizes \( L \cap O(N) \), as required.

We turn now to some standard examples of \( QD \)-groups, \( Q \)-groups and \( D \)-groups.

As is well known (cf. [13] and [14]), the matrix groups \( GL(2,q) \), \( q \) odd, have quasi-dihedral or wreathed Sylow 2-subgroups of height \( n \), where \( 2^n \) is the exact power of 2 dividing \( q-1 \) (in particular, their Sylow 2-subgroups are quasi-dihedral if \( q \equiv -1 \pmod{4} \) and wreathed if \( q \equiv 1 \pmod{4} \)); while the matrix groups \( GU(2,q) \) have quasi-dihedral or wreathed Sylow 2-subgroups of height \( n \), where \( 2^n \) is the exact power of 2 dividing \( q+1 \) (in particular, quasi-dihedral if \( q \equiv 1 \pmod{4} \) and wreathed if \( q \equiv -1 \pmod{4} \)). Moreover, their centers consist of their scalar matrices and so are cyclic of orders \( q - 1 \) and \( q + 1 \) respectively.
We shall be interested in certain specific subgroups of $GL(2, q)$ and $GU(2, q)$, $q$ odd, which we proceed to describe. The determinant of an element $X$ of $GL(2, q)$ is a nonzero element of $GF(q)$ and so has order dividing $q - 1$, while the determinant of an element $X$ of $GU(2, q)$ is a nonzero element of $GF(q^2)$ of order dividing $q + 1$. Hence in either case, if the determinant of $X$ has order $2^n$, then $0 \leq m \leq n$, where $2^n$ is correspondingly the highest power of 2 dividing $q - 1$ or $q + 1$. We define, for $0 \leq m \leq n$, the subgroups $SL_m(2, q)$ and $SU_m(2, q)$ of $GL(2, q)$ and $GU(2, q)$ respectively consisting of those elements whose determinants have orders dividing $2^m$.

Thus $SL_0(2, q)$ is the special linear group $SL(2, q)$ and $SU_0(2, q)$ is the special unitary group $SU(2, q)$, while $SL_1(2, q)$, $SU_1(2, q)$ are the subgroups $SL^+(2, q)$, $SU^+(2, q)$ respectively consisting of the elements of determinant $\pm 1$. It is clear from the definition that for $1 \leq m \leq n$, $SL_m(2, q)$ contain $SL_{m-1}(2, q)$ as a subgroup of index two and that $SU_m(2, q)$ contains $SU_{m-1}(2, q)$ as a subgroup of index two.

We now prove

Lemma 1. The following conditions hold:

(i) $SL_m(2, q)$ and $SU_m(2, q)$ are $Q$-groups with quasi-dihedral or wreathed Sylow 2-subgroup $S$ of height $n$.

(ii) The center of $S$ is contained in the center of $GL(2, q)$ or $GU(2, q)$ respectively.

(iii) $SL_m(2, q)$ and $SU_m(2, q)$ are $Q$-groups for $0 \leq m \leq n$.

(iv) $SL_m(2, q)$ and $SU_m(2, q)$ are characteristic in $GL(2, q)$ and $GU(2, q)$ respectively for $0 \leq m \leq n$.

(v) $SL_m(2, q)$ and $SU_m(2, q)$ are the central product of a cyclic group of order $2^{m+1}$ with $SL_0(2, q)$ and $SU_0(2, q)$ respectively for $0 \leq m < n$.

(vi) $SL_m(2, q)$ and $SU_m(2, q)$ are isomorphic.

Proof. The groups $SL(2, q)$ and $SU(2, q)$ are known to be isomorphic, to have generalized quaternion Sylow 2-subgroups and to have no normal subgroups of index 2 (cf. [14]). In particular, (vi) holds.

We have $|GL(2, q)| = (q^2 - 1)(q^2 - q) = (q - 1)|SL(2, q)|$ and $|GU(2, q)| = (q^2 - 1)(q^2 + q) = (q + 1)|SU(2, q)|$. Since $2^n$ is the highest power of 2 dividing $q - 1$ or $q + 1$ respectively and since $|SL_n(2, q):SL(2, q)| = |SU_n(2, q):SU(2, q)| = 2^n$, we see that $SL_n(2, q)$ and $SU_n(2, q)$ contain a Sylow 2-subgroup $S$ of $GL(2, q)$ and $GU(2, q)$ respectively. By the remarks preceding the lemma, $S$ is either quasi-dihedral or wreathed of height $n$. We have also noted that the center $Z$ of $GL(2, q)$ or $GU(2, q)$ is cyclic of order $q - 1$ or $q + 1$ respectively. Hence by definition of the integer $2^n$, $Z \cap S$ is cyclic of order $2^n$. Clearly $Z \cap S \subseteq Z(S)$. On the other hand, $Z(S)$ is cyclic of order $2^n$ by Lemmas 1.1 and 1.2, so $Z \cap S = Z(S)$. In particular, $Z(S)$ is in the center of $GL(2, q)$ or $GU(2, q)$, as the case may be, so (ii) holds. Moreover, every subgroup of $Z(S)$ is weakly closed in $S$ with respect to $SL_n(2, q)$ or $SU_n(2, q)$ respectively and we conclude from the definition that $SL_n(2, q)$ and $SU_n(2, q)$ are $Q$-groups, so (i) also holds.
Again with $S$ a Sylow 2-subgroup of $SL_n(2, q)$ or $SU_n(2, q)$, correspondingly $S \cap SL_0(2, q)$ or $S \cap SU_0(2, q)$ is the unique maximal generalized quaternion subgroup $Y$ of $S$. Hence if we set correspondingly $R = S \cap SL_m(2, q)$ or $R = S \cap SU_m(2, q)$ for any $m, 0 \leq m \leq n$, then $R \subseteq Y$ and hence by Lemmas 1.1 and 1.2, we have $Z(R) \subseteq Z(S)$. In particular, every subgroup of $Z(R)$ is weakly closed. Since $SL_m(2, q) \supseteq SL_0(2, q)$ and $SU_m(2, q) \supseteq SU_0(2, q)$, we conclude again from the definition that $SL_m(2, q)$ and $SU_m(2, q)$ are $Q$-groups, $0 \leq m \leq n$, proving (iii).

One can verify directly that $SL_0(2, q)$ and $SU_0(2, q)$ are the derived groups of $GL(2, q)$ and $GU(2, q)$ respectively. Since the corresponding factor groups are isomorphic to subgroups of the multiplicative group of $GF(q)$ or $GF(q^2)$ respectively, they are cyclic and so each of their subgroups is characteristic. Since the derived group of a group is characteristic, we conclude that $SL_m(2, q)$ and $SU_m(2, q)$ are characteristic in $GL(2, q)$ and $GU(2, q)$ respectively for all $m, 0 \leq m \leq n$, proving (iv).

It thus remains to prove (v), so assume $m < n$. The arguments are the same for both $SL_m(2, q)$ and $SU_m(2, q)$; for simplicity we treat only the former. Since $SL_m(2, q)$ is characteristic in $GL(2, q)$, $R$ is a Sylow 2-subgroup of $SL_m(2, q)$. The remarks preceding the lemma imply that $SL_m(2, q)$ contains $SL_0(2, q)$ as a subgroup of index $2^m$; so, in particular, $SL_m(2, q) = SL_0(2, q)R$. But $R = YZ(R)$ by Lemmas 1.1 and 1.2 as $m < n$. Since $Y$ is a Sylow 2-subgroup of $SL_0(2, q)$, this yields $SL_m(2, q) = SL_0(2, q)Z(R)$. But as we have shown above, $Z(R) \subseteq Z(S)$ and $Z(S)$ is in the center of $GL(2, q)$. Moreover, $Z(R) \cap SL_0(2, q) = Z(R) \cap Y = Z(Y)$ and so is of order two. Since $|SL_m(2, q):SL_0(2, q)| = 2^m$ and $SL_m(2, q) = SL_0(2, q)Z(R)$, it follows that $Z(R)$ has order $2^{m+1}$. Since $Z(S)$ is cyclic, so also is $Z(R)$ and we conclude that $SL_m(2, q)$ is the central product of a cyclic group of order $2^{m+1}$ with $SL_0(2, q)$. Thus (v) also holds and the lemma is proved.

It was shown by Schur in [26] that the group $SL(2, q)$ (which is isomorphic to $SU(2, q)$) for $q$ odd and $q > 3$ possesses only trivial central extensions except in the case $q = 9$, the group $SL(2, 9)$ having a unique nontrivial central extension by a group of order three. We shall denote this covering group by $SL^\omega(2, 9)$. It can be shown that this extension lifts to each of the groups $SU_1(2, 9)$ and $SL_m(2, 9)$, $1 \leq m \leq 3$. However, it turns out that in the course of our analysis, only the first of these groups needs to be considered. We shall therefore limit our discussion to this one group.

**Lemma 2.** The nontrivial central extension $SL^\omega(2, 9)$ of $SL(2, 9)$ by a group of order 3 lifts uniquely to the group $SU_1(2, 9)$ and we denote this extended group by $SU_1^\omega(2, 9)$. Furthermore, the following conditions hold:

(i) $SU_1^\omega(2, 9)$ is a $Q$-group with quasi-dihedral Sylow 2-subgroups.

(ii) $SU_1^\omega(2, 9)$ contains $SL^\omega(2, 9)$ as a subgroup of index 2.

(iii) The center of $SU_1^\omega(2, 9)$ has order 2.

**Proof.** Let $K = SL(2, 9)$, $L = SU_1(2, 9)$, and let $P$ be a Sylow 3-subgroup of $K$. We first argue that $N_K(P) = PR$, where $R$ is cyclic of order 16, $C_R(P) = \Omega_4(R) = Z(L)$,
and $R/\Omega_1(R)$ acts regularly on $P$. Indeed, as $q \equiv 1 \pmod{4}$, a Sylow 2-subgroup $S$ of $L$ is quasi-dihedral. Since $|L| = (9^q - 1)(9^q + 9)$, $|S| = 32$. Setting $L = L/Z(L)$, $R$ is isomorphic to $PSL(2, 9)$, $[L:R] = 2$, and $S$ is dihedral of order 16. Hence by Lemma 9 of [21], $L$ is isomorphic to $PGL(2, 9)$. But then by Lemma 3.1 (v) of [22], $N_L(P) = R\tilde{R}$, where $\tilde{R}$ is cyclic of order eight and $P\tilde{R}$ is a Frobenius group. Hence $N_L(P) = PR$, where $|R| = 16$, $R \supseteq Z(L)$, and $\tilde{R} = R/Z(L)$ acts regularly on $P$. Since $Z(L) \subseteq Z(R)$ and $\tilde{R}$ is cyclic, we also have that $R$ is abelian. Since the Sylow 2-subgroups of $L$ are quasi-dihedral and since a quasi-dihedral group does not contain a noncyclic abelian subgroup of order sixteen, $R$ is necessarily cyclic. This proves the assertion. We note also that $N_\mathfrak{P}(\tilde{R}) = \tilde{P} \mathfrak{G}(\tilde{R})$ by Lemma 3.1 (vi) of [22] and hence $N_\mathfrak{P}(P) = P\mathfrak{G}(\tilde{R})$.

Now $P$ is elementary abelian of order nine. Hence $P$ is the homomorphic image of an extra-special group $\tilde{P}$ of order twenty-seven and exponent three. Furthermore, it can be shown directly that the action of $R$ on $P$ lifts to $\tilde{P}$ and that in this action a generator of $R$ inverts $Z(\tilde{P})$. We leave the verification to the reader. In particular, $\mathfrak{G}^1(R)$ centralizes $Z(\tilde{P})$. Moreover, $P$ is disjoint from its conjugates in $L$ by Lemma 3.1 (vi) of [22]. Since $N_L(P) = P\mathfrak{G}^1(R) = N_{\tilde{L}}(\tilde{P})$, it follows now from a result of Cartan-Eilenberg (Theorem XII.10.1 of [12]) that the extension of $P$ to $\tilde{P}$ lifts to the groups $K$ and $L$, the extension of $K$ being central. We denote the corresponding extended groups by $\tilde{K}$ and $\tilde{L}$. Since $\tilde{K}$ is a nontrivial central extension of $SL(2, 9)$ by a group of order three, $\tilde{K}$ is isomorphic to $SL^-(2, 9)$ by Schur's results and so we can identify $\tilde{K}$ with $SL^-(2, 9)$. Finally the results of Cartan-Eilenberg show also that $N_{\tilde{L}}(\tilde{P}) = \tilde{P}\tilde{R}$, where $\tilde{R}$ is cyclic of order sixteen and a generator of $\tilde{R}$ inverts $Z(\tilde{P})$. This last condition implies that $Z(\tilde{P}) \neq Z(\tilde{L})$ and hence that $|Z(\tilde{L})| = 2$. Thus $\tilde{L}$ is an extension of $SU_3(2, 9)$ by a group of order three, contains $SL^-(2, 9)$ as a subgroup of index two, and has a center of order two. In addition, $K$ and hence also $\tilde{K}$, has generalized quaternion Sylow 2-subgroups and no normal subgroups of index two. Moreover, the center of a Sylow 2-subgroup of $\tilde{L}$ is obviously weakly closed. Hence $\tilde{L}$ is also a $Q$-group and so satisfies all the conclusions of the lemma.

Thus to complete the proof, we need only show that any group $L^*$ which contains $SL^-(2, 9)$ as a subgroup of index two and which is an extension of $SU_3(2, 9)$ by a group of order three is isomorphic to $L$. Without loss we can assume that $\tilde{K}$ is a subgroup of index two of both $\tilde{L}$ and $\tilde{L}$ and that $L$ is the image of both $\tilde{L}$ and $\tilde{L}$ by $Z(\tilde{P}) = O(\tilde{R}) = O(Z(\tilde{R}))$. Since $L$ has quasi-dihedral Sylow 2-subgroups and $K$ is a subgroup of $L$ with generalized quaternion Sylow 2-subgroups, $L$ contains an involution not in $K$ and so $L = KA$, where $|A| = 2$ and $K \cap A = 1$. Since the Sylow 2-subgroups of $L$, $\tilde{L}$, and $\tilde{K}$ map isomorphically onto those of $L$, $L$, and $K$, respectively, it follows that $\tilde{L}$ contains a subgroup $A$ of order two and $\tilde{L}$ a subgroup $A^*$ of order two, both of which map onto $A$. In particular, $\tilde{L} = \tilde{K}\tilde{A}$, $\tilde{L}^* = \tilde{K}\tilde{A}^*$ and $\tilde{K} \cap A = \tilde{K} \cap A^* = 1$.

We set $\tilde{A} = \langle \tilde{a} \rangle$, $\tilde{A}^* = \langle \tilde{a}^* \rangle$ and let $\phi$, $\phi^*$ be the automorphisms of $\tilde{K}$ induced by conjugation by $\tilde{a}$, $\tilde{a}^*$ respectively. Since the images of $\phi$ and $\phi^*$ determine the same
automorphism of $K$ as $\hat{A}$, $\hat{A}^\ast$ both map onto $A$, it follows that the image of $\psi = \phi^{-1} \phi^\ast$ acts trivially on $K$ and hence that $[\psi, \hat{K}] \subseteq \mathbb{Z}(\hat{K})$. Since $\mathbb{Z}(\hat{K}) \subseteq \mathbb{Z}(\hat{K'})$, this yields $[\psi, \hat{K}, \hat{K'}] = 1$. But $\hat{K'}$ is perfect as $K' = \mathbb{Z}(\hat{K})^\ast Z(P)$, and $Z(P)^\ast Z(K)$, this yields $[\psi, \hat{K}, \hat{K'}] = 1$. But $\hat{K'}$ is perfect as $K' = \mathbb{Z}(\hat{K})^\ast Z(P)$, $Z(P)^\ast Z(K)$, this yields $[\psi, \hat{K}, \hat{K'}] = 1$. Hence $[\hat{K}, \psi] = 1$ by the three subgroup lemma and so $\psi$ is the identity on $\hat{K}$. Thus $\hat{a}$ and $\hat{a}^\ast$ induce the same automorphism of $\hat{K}$ and we conclude that $\hat{L}$ and $\hat{L}^\ast$ are isomorphic, as required.

We turn now to some examples of $D$-groups. The following result is well known (cf. [21] and [22]).

**Lemma 3.** The groups $\text{PSL}(2, q)$, $q$ odd, $\text{PGL}(2, q)$, and the alternating group $A_\gamma$ are $D$-groups with dihedral Sylow 2-subgroups.

There also exist $D$-groups with quasi-dihedral and wreathed Sylow 2-subgroups. To describe the first type, we consider the group $G = \Gamma L(2, q)$, $q$ odd, which is the quotient of the group $\Gamma L(2, q)$ by its center. Here $\Gamma L(2, q)$ denotes the semidirect product of $GL(2, q)$ with a cyclic group of automorphisms induced by the Galois group of the field $GF(q)$. By Lemma 3.3 of [22], if $q = p^r$, $p$ a prime, then $G = LE$, where $L = \text{PGL}(2, q)$ is normal in $G$, $E$ is cyclic of order $r$, and $L \cap E = 1$. Moreover, $L$ contains $K = \text{PSL}(2, q)$ as a subgroup of index two. Thus when $r$ is even, $|E|$ is even and $G$ possesses three distinct subgroups $G_1$, $G_2$, $G_3$ each containing $K$ as a subgroup of index two. We can take $G_1$ to be $L$ and $G_2$ to be of the form $K(G_2 \cap E)$. The remaining group $G_3$ has been analyzed in Lemma 2.3 of [20] and it has been shown there that it has quasi-dihedral Sylow 2-subgroups. As in [20], we denote this group by $\text{PGL}^*(2, q)$. It exists whenever $q$ is an odd square. Since $\text{PGL}^*(2, q)$ contains $K = \text{PSL}(2, q)$ as a normal subgroup of index two and since $\text{PSL}(2, q)$ has dihedral Sylow 2-subgroups and no normal subgroup of index two, we have by definition of a $D$-group:

**Lemma 4.** The groups $\text{PGL}^*(2, q)$, $q$ an odd square, are $D$-groups with quasi-dihedral Sylow 2-subgroups.

To describe $D$-groups with wreathed Sylow 2-subgroups, we consider the direct product $U$ of two cyclic groups, each of order $2^n$, $n \geq 2$. It is possible to construct the semidirect product of $U$ with the symmetric group of degree 3 (equivalently with $\text{PGL}(2, 3)$) in such a way that an element of order 3 acts regularly on $U$ and a Sylow 2-subgroup of the resulting group is wreathed of height $n$. Moreover, such an extension of $U$ is uniquely determined up to isomorphism. We leave these easily verified facts to the reader. By analogy with $\text{PGL}(2, 3)$, we denote the resulting group by $\text{PGL}_n(2, 3)$. Clearly $\text{PGL}_n(2, 3)$ contains a normal subgroup $K$ of index 2 such that $U$ is a Sylow 2-subgroup of $K$ and $U$ is contained in the derived group of $K$. We thus have

**Lemma 5.** The groups $\text{PGL}_n(2, 3)$, $n \geq 2$, are $D$-groups with wreathed Sylow 2-subgroups of height $n$. 
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For completeness, we set $\text{PGL}_2(2, 3) = \text{PGL}(2, 3)$, so that $\text{PGL}_2(2, 3)$ is a $D$-group with dihedral Sylow 2-subgroups of order eight.

Finally we have the following well-known examples of simple $QD$-groups together with a few of their basic properties (cf. [13], [14], [24*]).

**Proposition 4.** The following results hold:

(i) The groups $\text{PSL}(3, q)$ and $\text{PSU}(3, q)$, $q$ odd, are simple $QD$-groups of height $n$, where $2^n$ is the highest power of 2 dividing $q - 1$ and $q + 1$, respectively.

(ii) The Mathieu group $M_{11}$ is a simple $QD$-group with quasi-dihedral Sylow 2-subgroups of order 16.

(iii) The centralizer of an involution in $\text{PSL}(3, q)$ or $\text{PSU}(3, q)$ is isomorphic to a homomorphic image of $\text{GL}(2, q)$ or $\text{GU}(2, q)$ by a central subgroup of order $d$, where $d = (q - 1, 3)$ or $d = (q + 1, 3)$, respectively.

(iv) The centralizer of an involution in $M_{11}$ is isomorphic to $\text{GL}(2, 3)$.

3. The characteristic power of $Q$-groups, $D$-groups, and $QD$-groups. As we shall see, there is associated in a natural way with each $Q$-group with quasi-dihedral or wreathed Sylow 2-subgroups, with each $D$-group (except for those involving $A_4$), and with each $QD$-group an odd prime power which will be called its characteristic power. This integer will play a very important role in our analysis of $QD$-groups.

To define the characteristic power of a $Q$-group with quasi-dihedral or wreathed Sylow 2-subgroups, we first derive a basic property of arbitrary $Q$-groups.

**Proposition 1.** If $H$ is a $Q$-group with Sylow 2-subgroup $S$, then $H = O(H)C_H(Z(S))$.

**Proof.** If $\bar{H} = H/O(H)$, it will suffice to prove that $Z(S) \subseteq Z(H)$. Indeed, assume this is the case. Since $O(H)$ has odd order, $C_H(Z(S))$ maps onto $C_H(Z(S))$. But $Z(S) = Z(S)$, as $S$ maps isomorphically onto $\bar{S}$, and $C_H(Z(S)) = \bar{H}$ by our assumption. Thus $C_H(Z(S))$ maps onto $\bar{H}$ and consequently $H = O(H)C_H(Z(S))$, as required.

We claim next that $\bar{H}$ is a $Q$-group. Indeed, the Sylow 2-subgroup $\bar{S}$ of $\bar{H}$ is isomorphic to $S$. Furthermore, if $K$ is a normal subgroup of $H$ of index a power of 2 having no normal subgroups of index 2 and with $S \cap K$ generalized quaternion, then $K$ has the corresponding properties in $H$. Hence we need only show that any subgroup $Z$ of $Z(S)$ is weakly closed in $S$ with respect to $H$. But if $\bar{Z}$ is a subgroup of $\bar{S}$ for some $\bar{h}$ in $\bar{H}$, then $Z$ is a Sylow 2-subgroup of $O(H)S$, where $h$ is a representative of $\bar{h}$ in $H$. Since $S$ is a Sylow 2-subgroup of $O(H)S$, there thus exists an element $w$ in $O(H)$ such that $Z^h = S$. But then $Z^h = Z$ as every subgroup of $Z(S)$ is weakly closed in $S$ with respect to $H$. Since $\bar{w} = 1$, the required conclusion $\bar{Z} = \bar{Z}$ follows. Thus $\bar{H}$ is a $Q$-group, as asserted, and so it will suffice to prove the proposition for $\bar{H}$. Since $O(\bar{H}) = 1$, we can therefore assume without loss to begin with that $O(H) = 1$.

Let $Z_0 = Z(S) \cap Z(H)$ and suppose, by way of contradiction, that $Z_0 \subseteq Z(S)$. Let $Z$ be a subgroup of $Z(S)$ containing $Z_0$ as a subgroup of index two. Setting $\bar{H} = H/Z_0$, we have that $Z$ is a subgroup of $Z(S)$ of order two and that $S$ is a Sylow
2-subgroup of $\bar{H}$. Suppose $\bar{Z}^h \subseteq \bar{S}$ for some $h$ in $\bar{H}$. Then $Z^h \subseteq S$, where $h$ is a representative of $h$ in $H$, whence $Z^h = Z$ and so $\bar{Z}^h = \bar{Z}$. Thus $\bar{Z}$ is weakly closed in $\bar{S}$ with respect to $\bar{H}$. Since $O(\bar{H}) = 1$ and $Z_0 \subseteq Z(H)$, we also have that $O(\bar{H}) = 1$. It follows therefore from a theorem of Glauberman [18] that $\bar{Z} \subseteq Z(\bar{H})$. Thus $Z$ is normal in $H$ and also $H$ stabilizes the chain $Z \supseteq Z_0 \supseteq 1$, whence $H/C_H(Z)$ is a 2-group. But also $S \subseteq C_H(Z)$ as $Z \subseteq Z(S)$. Since $S$ is a Sylow 2-subgroup of $H$, we conclude that $H = C_H(Z)$ and hence that $Z \subseteq Z(H)$, contrary to our maximal choice of $Z_0$. Therefore $Z(S) \subseteq Z(H)$, as asserted.

We now prove

**Proposition 2.** If $H$ is a $Q$-group with quasi-dihedral or wreathed Sylow 2-subgroups in which $O(H) = 1$, then $H$ possesses a normal subgroup $L_0$ isomorphic to $SL(2, q)$ for some odd prime power $q$. Moreover, the subgroup $L_0$ and the integer $q$ are uniquely determined.

**Proof.** Let $S$ be a Sylow 2-subgroup of $H$ and let its height be $n$. Since $H$ is a $Q$-group, $H$ contains a normal subgroup $K$ of index $2^n$ with no normal subgroups of index two and with $S \cap K$ generalized quaternion. By Lemmas 1.1 and 1.2, $Z(S)$ is cyclic of order $2^n$ and $S/Z(S)$ is dihedral. Moreover, since $S \cap K$ is normal in $K$ and since $Z(S \cap K)$ is of order two, we also have that $Z(S) \cap K = Z(S \cap K)$ and so is of order two.

Since $O(H) = 1$, it follows from the preceding proposition that $Z(S) \subseteq Z(H)$. We set $\bar{H} = H/Z(S)$. Since $|Z(S) \cap K| = 2$, $|H:K| = 2^n$ and $|Z(S)| = 2^n$, we conclude that $|H:K| = 2$. Furthermore, $\bar{S}$ is dihedral by the preceding paragraph. Since $\bar{S}$ is a Sylow 2-subgroup of $\bar{H}$, it follows now from the main structure theorem for groups with dihedral Sylow 2-subgroups [22] that $\bar{H}$ is isomorphic to a subgroup of $P\Gamma L(2, q)$ containing $PSL(2, q)$ for some odd prime power $q$.

Let $\bar{L}_0$ be the normal subgroup of $\bar{H}$ isomorphic to $PSL(2, q)$. If $q > 3$, $\bar{L}_0$ is simple and is the unique minimal normal subgroup of $\bar{H}$, while if $q = 3$, $\bar{H}$ is isomorphic to $PGL(2, 3)$ and so $\bar{L}_0$ is the unique normal subgroup of index two in $\bar{H}$. In either case it follows that $\bar{L}_0$ is the only normal subgroup of its form in $\bar{H}$, so $\bar{L}_0$ and $q$ are uniquely determined. Since $\bar{L}_0$ has no normal subgroups of index two, we also have that $L_0 \subseteq K$.

If $H_0$ denotes the inverse image of $L_0$ in $H$, it follows that $H_0 \subseteq Z(S)K$ and that $H_0$ is a central extension of $Z(S)$ by $L_0$. If this extension were trivial, $S \cap H_0$ would be the direct product of $Z(S)$ and a dihedral group isomorphic to $S \cap \bar{L}_0$, in which case $S$ would contain an elementary abelian subgroup of order eight. However, a quasi-dihedral or wreathed 2-group contains no subgroup of this form. Thus $H_0$ is a nontrivial central extension and therefore by the results of Schur [26], $H_0 = Z(S)L_0$, where $L_0$ is isomorphic to $SL(2, q)$. $L_0$ is normal in $H_0$, and $|L_0 \cap Z(S)| = 2$. But then $L_0$ has no normal subgroups of index two and so $L_0 = O^2(H_0)$. Thus $L_0$ is characteristic in $H_0$ and, as $H_0$ is normal in $H$, we conclude that $L_0$ is normal in $H$.

Suppose finally that $L_1$ is a normal subgroup of $H$ isomorphic to $SL(2, r)$ for
some odd $r$. Then $Z(L_1)$ is normal in $H$ and so $Z(L_1) \subseteq Z(S)$. But then $L_1$ is a normal subgroup of $H$ isomorphic to $PSL(2, r)$. Hence by the uniqueness of $L_0$ we must have $L_1 = L_0$. Since $L_0$ maps onto $L_0$ and $H_0 = Z(S)L_0$, it follows that $L_1 \subseteq H_0$ and that also $H_0 = Z(S)L_1$. But then $L_1 = O^2(H_0)$ and so $L_1 = L_0$. We conclude that $L_0$, and therefore also $q$, is uniquely determined and the proposition is proved.

**Remark.** The proposition is not true without the assumption that $H$ has quasi-dihedral or wreathed Sylow 2-subgroups. Indeed, if $H$ is the nontrivial central extension of $A_5$ by a group of order two, then $H$ is a $Q$-group with generalized quaternion Sylow 2-subgroups of order sixteen and with $O(H) = 1$, but $H$ does not contain a normal subgroup isomorphic to $SL(2, q)$ for any odd $q$. However, as we shall prove in Lemma 2 below, such a group $H$ cannot occur as a subgroup of a $QD$-group.

Now if $H$ is an arbitrary $Q$-group with quasi-dihedral or wreathed Sylow 2-subgroups, we have seen in the proof of Proposition 1 that $H = H/O(H)$ is also a $Q$-group with quasi-dihedral or wreathed Sylow 2-subgroups and, in addition, satisfies $O(H) = 1$. Hence by Proposition 2 $H$ possesses a unique characteristic subgroup $L_0$ isomorphic to $SL(2, q)$ for some odd prime power $q$.

**Definition 1.** If $H$ is a $Q$-group with quasi-dihedral or wreathed Sylow 2-subgroups and $H/O(H)$ possesses a characteristic subgroup isomorphic to $SL(2, q)$ for some odd prime power $q$, we call $q$ the characteristic power of $H$. If $q = p^r$, $p$ a prime, we call $p$ the characteristic of $H$.

By the definition and the discussion preceding it, we have

**Lemma 1.** If $H$ is a $Q$-group of characteristic power $q$, then $H/O(H)$ is also a $Q$-group of characteristic power $q$.

We have already shown in Proposition 2.1 that if $H$ is a $QD$-group, then $C_H(x)$ is a $Q$-group with quasi-dihedral or wreathed Sylow 2-subgroups for any involution $x$ of $H$. Hence $C_H(x)$ has a characteristic power $q$ and a characteristic $p$. Moreover, the integers $q$ and $p$ are determined independently of the choice of the involution $x$ as a $QD$-group has only one class of involutions. Thus we have

**Definition 2.** If $H$ is a $QD$-group and $x$ is an involution of $H$, then the characteristic power and the characteristic of $C_H(x)$ are called the characteristic power and the characteristic of $H$.

As a direct consequence of these definitions and the preceding results, we have

**Lemma 2.** If $H$ is a $QD$-group of characteristic power $q$, then any $Q$-subgroup $K$ of $H$ has a characteristic power $r$ and $r \leq q$.

**Proof.** Let $K$ be a $Q$-subgroup of $H$ and let $R$ be a Sylow 2-subgroup of $K$. By Proposition 1, we have $K = O(K)M$, where $M = C_K(Z(R))$. This clearly implies that $M$ is a $Q$-group, that $O(M) \subseteq O(K)$ and that $K/O(K)$ contains a normal subgroup isomorphic to $SL(2, r)$ if and only if $M/O(M)$ contains such a normal subgroup. Hence by definition of the characteristic power of a $Q$-group, it will suffice to show that $M/O(M)$ does possess such a normal subgroup and that $r \leq q$. 
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Now $R$ is a Sylow 2-subgroup of $M$. By definition of a $Q$-group and Lemmas 1.1 and 1.2, $R$ is either quasi-dihedral or is a subgroup of a wreathed 2-group $S$, $Z(R)$ is cyclic, and $R/Z(R)$ is dihedral. Setting $\overline{M} = M/O(M)Z(R)$, we have that $\overline{R}$ is dihedral and is a Sylow 2-subgroup of $\overline{M}$. Moreover, $O(\overline{M}) = 1$. Indeed, if $X$ denotes the inverse image of $O(\overline{M})$ in $M$, then $X = Z(R) \times O(X)$ as $Z(R) \unlhd Z(M)$ and $Z(R)$ is a Sylow 2-subgroup of $X$. Hence $X = O(M)Z(R)$ and so $O(\overline{M}) = 1$. Since $M$ is a $Q$-group, $M$ does not possess a normal 2-complement and so neither does $\overline{M}$. Applying the main structure theorem for groups with dihedral Sylow 2-subgroups to $\overline{M}$, [22], we conclude that either $\overline{M}$ is isomorphic to $A_7$ or else $\overline{M}$ possesses a normal subgroup $\overline{L}_0$ isomorphic to $PSL(2, r)$ for some odd prime power $r$.

We argue next that the second case must occur and that $r \leq q$. Indeed, if $x$ is the involution of $Z(R)$, then $M \leq N = C_H(x)$ and so we need only show that $N$ does not involve $A_7$ or $PSL(2, r)$ for any $r > q$. Indeed, by definition of the characteristic power of a $QD$-group, $N$ is a $Q$-group with quasi-dihedral or wreathed Sylow 2-subgroup $S$ of characteristic power $q$. Hence $N/O(N)$ contains a normal subgroup isomorphic to $SL(2, q)$. Furthermore, the proof of Proposition 2 shows that $O(N)Z(S)$ is normal in $N$ and that $\overline{N} = N/O(N)Z(S)$ is isomorphic to a subgroup of $PGL(2, q)$ containing a normal subgroup $\overline{L}$ isomorphic to $PSL(2, q)$. By the structure of $PGL(2, q)$, as described in Lemma 3.3 of [22], $\overline{N}/\overline{L}$ is abelian. Since $O(N)Z(S)$ is solvable, while $A_7$ and $PSL(2, r)$ for $r > 3$ are simple, we need only show that $\overline{L}$ does not involve $A_7$ or $PSL(2, r)$ for any $r > q$. However, the first conclusion is a consequence of Lemma 3.1 (viii) of [22], while the second follows at once by a comparison of orders. We conclude that $\overline{M}$ possesses a normal subgroup $\overline{L}_0$ isomorphic to $PSL(2, r)$ for some odd prime power $r$.

Finally using the results of Schur, as in the proof of Proposition 2, it follows that $M/O(M)$ possesses a normal subgroup of the form $L_0/O(M)$ with $L_0/O(M)$ isomorphic to $SL(2, r)$ and with $L_0$ mapping onto $\overline{L}_0$ in $\overline{M}$. Thus $M/O(M)$ contains a normal subgroup isomorphic to $SL(2, r)$ and the proof is complete.

Before turning to $D$-groups, we shall derive a result which considerably sharpens the conclusion of Proposition 2. Here the group $\Gamma U(2, q)$ denotes the semidirect product of $GU(2, q)$ with a cyclic group of automorphisms induced by the Galois group of $GF(q^2)$. We note also that in view of Proposition 2 and Lemma 2, the hypotheses of this proposition hold for $H/O(H)$ for any $Q$-group $H$ which has quasi-dihedral or wreathed Sylow 2-subgroups or which is a subgroup of a $QD$-group.

**Proposition 3.** If $H$ is a $Q$-group in which $O(H) = 1$ which contains a normal subgroup $L_0$ isomorphic to $SL(2, q)$ for some odd prime power $q$, then $H$ is isomorphic to a subgroup of one of the groups $\Gamma L(2, q)$ or $\Gamma U(2, q)$. More precisely, we have

(i) $H = LE$, where $L$ is normal in $H$, $E$ is cyclic of odd order, $L \cap E = 1$, and $L \geq L_0$.

(ii) $L$ is isomorphic to $SL_m(2, q)$ or $SU_m(2, q)$ respectively for some $m$. 
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(iii) The action of $E$ on $L$ is induced from the Galois group of the field $GF(q)$ or $GF(q^2)$, respectively.

(iv) $E = O(C_H(S))$ for some Sylow 2-subgroup $S$ of $L$.

**Proof.** Let $S$ be a Sylow 2-subgroup of $H$. By definition of a $Q$-group and Lemmas 1.1 and 1.2, $S$ is either quasi-dihedral or is a subgroup of a wreathed 2-group $S^*$ and contains the unique maximal generalized quaternion subgroup $Y^*$ of $S^*$, $Z(S)$ is cyclic, and $S/Z(S)$ is dihedral. Since $S \cap L_0$ is generalized quaternion, $|Z(S \cap L_0)| = 2$ and so $Z(S \cap L_0) = Z(L_0)$. Since $Z(L_0)$ is characteristic in $L_0$, it is normal in $H$ and, as $Z(L_0)$ is of order two, $Z(L_0) \subseteq Z(H)$. In particular, $Z(L_0) \subseteq Z(S)$ and hence $Z(S) \cap L_0 = Z(L_0)$.

By Proposition 1, $Z(S) \subseteq Z(H)$. Setting $H = H/Z(S)$, it follows that $S$, which is a Sylow 2-subgroup of $\bar{H}$, is dihedral and that $\bar{L}_0$ is a normal subgroup of $\bar{H}$ isomorphic to $L_0/Z(L_0)$ and hence to $PSL(2, q)$. Hence by the structure theorem for groups with dihedral Sylow 2-subgroups, $\bar{H}$ is isomorphic to a subgroup of $PGL(2, q)$. We set $L = SL_0$. Since $L$ has dihedral Sylow 2-subgroups, the proof of Lemma 9 of [21] shows that either $\bar{L} = L_0$ or that $|\bar{L}:L_0| = 2$ and $\bar{L}$ is isomorphic to $PGL(2, q)$. Since $\bar{S} \subseteq \bar{L}$, it follows correspondingly that $Z(S)(S \cap L_0)$ has index one or two in $S$. Furthermore, we know from the structure of $PGL(2, q)$ that $PGL(2, q)/PSL(2, q)$ is abelian, so $\bar{L}$ is normal in $\bar{H}$. Moreover, since $SL(2, q)$ is isomorphic with $SU(2, q)$, so also is $PSL(2, q)$ with $PSU(2, q)$ and $PGL(2, q)$ with $PGU(2, q)$ modulo its center. (Since $PGU(2, q)$ is defined to be the factor group of $GU(2, q)$ by its subgroup of scalar matrices, it is easily checked that $|Z(PGU(2, q))| = 2$.) Since $|\bar{H}:\bar{L}|$ is odd, we can thus identify $\bar{H}$ with a subgroup of $PGL(2, q)$ or $PGU(2, q)$ according as $q \equiv -1 \pmod{4}$ or $q \equiv 1 \pmod{4}$. We conclude, again by the structure of $PGL(2, q)$, that $\bar{H} = \bar{L}E$, where $\bar{L} = PSL(2, q)$ or $PGL(2, q)$ if $q \equiv -1 \pmod{4}$ and $\bar{L} = PSU(2, q)$ or $PGU(2, q)$ if $q \equiv 1 \pmod{4}$. $E$ is a cyclic group of automorphisms of $\bar{L}$ induced correspondingly from the Galois group of $GF(q)$ or $GF(q^2)$, and $\bar{L} \cap \bar{E} = 1$.

The next step in the proof is to show that $Z(S)L_0$ is isomorphic to $SL_r(2, q)$ or $SU_r(2, q)$ for a suitable $r$. Consider first the case that $S$ is a subgroup of the wreathed 2-group $S^*$ and contains the unique maximal generalized quaternion subgroup $Y^*$ of $S^*$. By definition of a $Q$-group, $H$ possesses a normal subgroup $K$ of index a power of two in $H$ such that $K$ has no normal subgroups of index two and has $Y^*$ as a Sylow 2-subgroup. Hence $K$ has index a power of two in $\bar{H}$ and $\bar{K}$ has no normal subgroups of index two, so $\bar{K} = O^2(\bar{H})$. But $L_0$ has no normal subgroups of index two, $|\bar{E}|$ is odd, and $\bar{L}_0 \bar{E}$ is normal in $\bar{H}$ of index at most two, so also $\bar{L}_0 \bar{E} = O^2(\bar{H})$. Thus $\bar{K} = L_0 \bar{E}$. Since $\bar{Y}^*$ is a Sylow 2-subgroup of $\bar{K}$ and $\bar{L}_0$ is normal in $\bar{K}$ of odd index, $\bar{Y}^*$ is a Sylow 2-subgroup of $\bar{L}_0$ and $Y^* \subseteq Z(S)(S \cap L_0)$, the latter being the central product of the cyclic group $Z(S)$ and the generalized quaternion group $S \cap L_0$. Since $Y^*$ is itself generalized quaternion, it follows from the structure of $Z(S)(S \cap L_0)$ that $Y^* \subseteq S \cap L_0$. But $\bar{Y}^* = \bar{S} \cap \bar{L}_0$ as $\bar{Y}^*$ is a
Sylow 2-subgroup of \( L_0 \) and we conclude that \( Y^* = S \cap L_0 \) and hence that \( Y^* \) is a Sylow 2-subgroup of \( L_0 \).

Therefore if \( q = e \mod 4 \) and \( 2^n \) is the highest power of 2 dividing \( q - e \), we have \( |Y^*| = 2^{n+1} \) as \( |L_0| = q(q-e)(q+e) \). It follows therefore from Lemma 1.2 that \( S^* \) is wreathed of height \( n \) and that \( Z(S) \) has order \( 2^{n+1} \) with \( 0 \leq r \leq n-1 \). On the other hand, by Lemma 2.1, \( SL_r(2, q) \) or \( SU_r(2, q) \) is the central product of a cyclic group of order \( 2^{n+1} \) with \( SL(2, q) \) according as \( e = +1 \) or \( e = -1 \) for \( 0 \leq r \leq n-1 \). Since \( Z(S)L_0 \) is also such a central product, it follows that \( Z(S)L_0 \) is correspondingly isomorphic to \( SL_r(2, q) \) or \( SU_r(2, q) \).

On the other hand, if \( S \) is quasi-dihedral, then \( |Z(S)| = 2 \) and so \( Z(S) = Z(L_0) \). Hence in this case, \( Z(S)L_0 \) is isomorphic to \( SL_r(2, q) \) or \( SU_r(2, q) \) according as \( e = -1 \) or \( e = +1 \). Setting \( r = 0 \), the desired assertion follows in this case as well. We shall identify \( Z(S)L_0 \) with its image \( SL_r(2, q) \) or \( SU_r(2, q) \).

We now let \( L \) be the inverse image of \( L \) in \( H \). We shall argue next that \( L \) is isomorphic to \( SL_m(2, q) \) or \( SU_m(2, q) \) for some \( m \). If \( L = L_0 \), then \( L = Z(S)L_0 \) and the desired conclusion holds with \( m = r \). Hence we can suppose without loss that \( L \supseteq L_0 \), in which case \( |S : Z(S)(S \cap L_0)| = 2 \). Lemmas 1.1 and 1.2 imply now that \( S \) is either quasi-dihedral or is wreathed of height \( n \). Correspondingly we have \( r = 0 \) or \( r = n-1 \) above.

If \( S \) is quasi-dihedral, set \( L^* \) equal to \( SL_r(2, q) \) or \( SU_r(2, q) \) according as \( e = -1 \) or \( e = +1 \) and if \( S \) is wreathed, set \( L^* \) equal to \( SL_m(2, q) \) or \( SU_m(2, q) \) according as \( e = +1 \) or \( e = -1 \). For simplicity, correspondingly set \( m = 1 \) or \( m = n \). Lemma 2.1 implies that \( L^* \) has quasi-dihedral or wreathed Sylow 2-subgroups of height \( m \). Note that because of our identification \( L^* \) contains \( Z(S)L_0 \) as a subgroup of index two. Moreover, by Lemma 2.1, \( Z(S) \subseteq Z(L^*) \). Since \( |Z(S)| = 2^m \), it follows that \( Z(S) \) is the center of a Sylow 2-subgroup of \( L^* \). Hence, by Lemmas 1.1 and 1.2, we have that \( L^*/Z(S) \) has dihedral Sylow 2-subgroups. Since \( L^*/Z(S) \) contains \( Z(S)L_0/Z(S) \) as a subgroup of index two, the latter group being isomorphic to \( PSL(2, q) \), it follows from Lemma 9 of [21], as with \( L \) above, that \( L^*/Z(S) \) is isomorphic to \( PGL(2, q) \). Hence without loss we can identify \( L^*/Z(S) \) with \( L \).

We now prove that \( L^* \) and \( L \) are isomorphic. Suppose \( L \) and \( L^* \) have quasi-dihedral Sylow 2-subgroups. Then \( Z(S)L_0 = L_0 \) has generalized quaternion Sylow 2-subgroups and so not every involution of \( L \) or \( L^* \) lies in \( L_0 \). Hence \( L = L_0 A \) and \( L^* = L_0 A^* \), where \( A = \langle a \rangle \) and \( A^* = \langle a^* \rangle \) have order two and \( L_0 \cap A = L_0 \cap A^* = 1 \). On the other hand, suppose \( L \) and \( L^* \) have wreathed Sylow 2-subgroups. Lemma 1.2 implies that \( S \) contains an element \( a \) such that \( \langle a^2 \rangle = Z(S) \) and \( S = \langle Y^*, a \rangle \). Since \( Z(S)Y^* \) is a Sylow 2-subgroup of \( Z(S)L_0 \), \( a \notin Z(S)L_0 \). Hence if we set \( A = \langle a \rangle \), we have \( L = Z(S)L_0 A \) and \( Z(S)L_0 \cap A = Z(S) \). A similar reasoning applied to \( L^* \) shows that \( L^* = Z(S)L_0 A^* \), where \( A^* = \langle a^* \rangle \) is cyclic, \( \langle a^{*2} \rangle = Z(S) \) and \( Z(S)L_0 \cap A^* = Z(S) \). Replacing \( a^* \) by an appropriate power, we can assume in all cases that \( a^{*2} = a^2 \).

Since \( a^2 = a^{*2} \) and \( a, a^* \) each centralizes \( Z(S) \), to prove that \( L \) and \( L^* \) are isomorphic, it will suffice to show that \( a \) and \( a^* \) can be chosen to induce the same
automorphism of $L_0$. For then they will induce the same automorphism of $Z(S)L_0$ and the desired isomorphism will follow. Note also that if $q = 3$, one can verify directly that $L$ and $L^*$ are isomorphic; in fact, each is isomorphic to $GL(2, 3)$ in the quasi-dihedral case and to $GU(2, 3)$ in the wreathed case. Hence we can assume without loss that $q > 3$, in which case $L_0$ is perfect.

Since $a^2$ and $a^{*2}$ lie in $Z(S)$ in all cases, while $a$ and $a^*$ do not, and taking into account our identification of $L^*/Z(S)$ with $L$, it follows that $\bar{a}$, $\bar{a}^*$ are each involutions of $\bar{L} \setminus L_0$. But the Sylow 2-subgroup $\bar{S}$ of $\bar{L}$, being dihedral, has three conjugacy classes of involutions, two of which lie in $\bar{L}_0$. Hence $\bar{a}$ and $\bar{a}^*$ are conjugate in $\bar{L}$ and so replacing $a^*$ by a suitable conjugate in $L^*$ (which does not affect $a^{*2}$ as $a^{*2} \in Z(S) \subseteq Z(L^*)$), we can also assume without loss that $\bar{a} = \bar{a}^*$. But then if $\phi$ and $\phi^*$ are the automorphisms of $Z(S)L_0$ determined by conjugation by $a$ and $a^*$ respectively and if $\psi = \phi^*\phi^{-1}$, our conditions imply that $\psi$ acts trivially on $L_0/Z(L_0)$ inasmuch as $L_0$ maps onto $\bar{L}_0$. Hence $[\psi, L_0, L_0] \subseteq [Z(L_0), L_0] = 1$. Since $L_0$ is perfect, the three subgroup lemma now yields that $\psi$ is the identity on $L_0$, so $a$ and $a^*$ induce the same automorphism of $L_0$, as required. Thus $L$ and $L^*$ are isomorphic in all cases.

We can therefore identify $L$ and $L^*$. Thus $L = SL_m(2, q)$ or $SU_m(2, q)$, as the case may be. Now by Lemma 2.1 the subgroups $SL_m(2, q)$ of $GL(2, q)$ and $SU_m(2, q)$ of $GU(2, q)$ are normal in $\Gamma L(2, q)$ and $\Gamma U(2, q)$ respectively and so are left invariant by the cyclic group $F^*$ of automorphisms of $GL(2, q)$ or $GU(2, q)$ induced from the Galois group of $GF(q)$ or $GF(q^2)$ respectively. Since $\overline{H} = LE$, where $E$ is a cyclic group of automorphisms of $\bar{L}$ induced from the Galois group of $GF(q)$, it follows that there exists a subgroup $E^*$ of $F^*$ which induces the same group of automorphisms of $L_0/Z(L_0)$ which has been identified with $\bar{L}$ as $E$ induces on $\bar{L}$. Setting $H^* = LE^*$, we can therefore regard $\overline{H}$ as the homomorphic image of $H^*$ with kernel $Z(L)$ in such a way that $\overline{E} \subseteq \overline{E^*} = \bar{E}$. Moreover, we have $L \cap E^* = 1$.

Now consider $H$. Since $\bar{E}$ is of odd order, the inverse image of $\bar{E}$ in $H$ is of the form $Z(S) \times E$, where $E$ is isomorphic to $\bar{E}$. Since $\overline{H} = \overline{LE}$ and $\bar{L} \cap \bar{E} = 1$, it follows that $H = LE$ and that $L \cap E = 1$. We shall argue finally that $H$ and $H^*$ are isomorphic and that for a suitable choice of $\bar{E}$, we have $E = O(C_2(S))$. Since $H^*$ is a subgroup of one of the group $\Gamma L(2, q)$ or $\Gamma U(2, q)$, all parts of the proposition will be established.

By Lemma 3.3 (i) of [22], $\overline{E} = O(C_2(R))$ for some Sylow 2-subgroup of $\bar{L}$. Replacing $\bar{E}$ by a suitable conjugate we can assume that $R = \bar{S}$. Thus $E$ normalizes $S$ and stabilizes the chain $S \supseteq Z(S) \supseteq 1$. Since $|E|$ is odd, $E$ centralizes $S$ and so $E = O(C_2(S))$. Similarly $E^* = O(C_2(S))$.

Since $E$ and $E^*$ have the same images $\bar{E}$ in $\overline{H}$, we can choose generators $e, e^*$ of $E, E^*$ respectively such that $\bar{e} = \bar{e}^*$. If $\zeta, \zeta^*$ denote the corresponding automorphisms of $L$, it follows as with $\psi = \phi^*\phi^{-1}$ above that, when $q > 3$, $\zeta^*\zeta^{-1}$ is the identity on $L_0$ and hence that $e, e^*$ determine the same automorphism of $L_0$. The same holds when $q = 3$ as then $\bar{E} = E^* = 1$. But $S \subseteq L$ and $L = SL_0$. Since $E$ and $E^*$ centralize $S$,
we see that $e$ and $e^*$ determine the same automorphisms of $L$. Since $E$ and $E^*$ are disjoint from $L$, we conclude that $H = LE$ is isomorphic to $H^* = LE^*$ and the proposition is proved.

To define the characteristic power of a $D$-group, we first prove a result analogous to Proposition 3:

**Proposition 4.** If $H$ is a $D$-group in which $O(H) = 1$, then $H$ is either isomorphic to $\text{PGL}_n(2, 3)$ for some $n$, to $A_7$, or to a subgroup of $\text{PGL}(2, q)$ for some odd $q$. In the latter case, we have

(i) $H = LE$, where $L$ is normal in $H$, $E$ is cyclic of odd order, and $L \cap E = 1$.

(ii) $L$ is isomorphic to either $\text{PSL}(2, q)$, $\text{PGL}(2, q)$, or $\text{PGL}^*(2, q)$.

(iii) The action of $E$ on $L$ is induced from the Galois group of the field $GF(q)$.

(iv) $E$ centralizes a Sylow $2$-subgroup of $L$.

**Proof.** Let $S$ be a Sylow $2$-subgroup of $H$. By definition of a $D$-group, $S$ is either dihedral, quasi-dihedral, or wreathed and $H$ contains a normal subgroup $K$ having no normal subgroups of index two with $|H:K| \leq 2$ and with $S \cap K$ respectively dihedral, dihedral, or abelian of type $(2^n, 2^n)$ for some $n \geq 2$. Since $O(K)$ is characteristic in $K$, it is normal in $H$ and so $O(K) = 1$ as $O(H) = 1$.

First consider the case that $S$ is wreathed. Then the Sylow $2$-subgroup $U = S \cap K$ of $K$ is abelian of type $(2^n, 2^n)$ with $n \geq 2$. Since $O(K) = 1$ and $K$ has no normal subgroups of index two, a theorem of Brauer (Theorem 1 of §VI of [6, III]) implies that $U$ is normal in $K$ of index three and $C_K(U) = U$. Thus a Sylow $3$-subgroup $P$ of $K$ acts regularly on $U$. Furthermore, $H = UN_H(P)$ by the Frattini argument. Since $[N_U(P), P] \leq U \cap P = 1$, we have $N_U(P) \leq C_U(P)$ and so $N_U(P) = 1$ as $P$ acts regularly on $U$. Since $|H:U| = 6$, it follows that $|N_H(P)| = 6$. If $N_H(P)$ were abelian, then $S$ would be normal in $H$. But then $P$ would centralize $S$ by Lemma 1.3, which is not the case. Thus $N_H(P)$ is nonabelian and we conclude that $H$ is the semidirect product of $U$ and $N_H(P)$, the latter group being isomorphic to $\text{PGL}(2, 3)$. As remarked in §2, the action of $N_H(P)$ on $U$ is uniquely determined and so $H$ is isomorphic to $\text{PGL}_n(2, 3)$.

We can therefore assume henceforth that $S$ is dihedral or quasi-dihedral, in which case the Sylow $2$-subgroup $U = S \cap K$ of $K$ is dihedral. Since $O(K) = 1$, the main theorem of [22] implies that $K$ is isomorphic to $A_7$ or to a subgroup of $\text{PGL}(2, q)$ containing $\text{PSL}(2, q)$ for some odd $q$. Since $O(H) = 1$, the same conclusions hold for $H$ if $S$ is dihedral. As in the proof of Proposition 3 above, it follows with the aid of Lemma 9 of [21] that $K$ (and also $H$ if $S$ is dihedral) is of the form $L_0E$, where $L_0$ is normal in $K$ (or $H$), $L_0$ is isomorphic to $\text{PSL}(2, q)$ or $\text{PGL}(2, q)$, $E$ is cyclic of odd order, $L_0 \cap E = 1$, and the action of $E$ on $L_0$ is induced from the Galois group of $GF(q)$. Moreover, $E$ centralizes a Sylow $2$-subgroup of $L_0$ by Lemma 3.3 (i) of [22]. In particular, all parts of the proposition hold (with $L_0 = L$) if $S$ is dihedral.
It remains to consider the case that $S$ is quasi-dihedral. Since $K$ has dihedral Sylow 2-subgroups and $|H:K| \leq 2$, we must have $|H:K| = 2$ in this case. Furthermore, $K$ cannot be isomorphic to $A_n$, for then $H$ would be isomorphic to either the symmetric group $S_2$ or to the direct product of $A_2$ and a group of order two, neither of which has quasi-dihedral Sylow 2-subgroups. Thus $K = L_0E$, where $L_0$ and $E$ are as in the preceding paragraph. In the present case, $L_0$ must be isomorphic to $PSL(2, q)$. Indeed, otherwise, $L_0$ would be isomorphic to $PGL(2, q)$ and $K$ would contain a normal subgroup $L_1$ isomorphic to $PSL(2, q)$ and of index two in $L_0$. But then $K/L_1$ would have a Sylow 2-subgroup of order two and so would contain a normal subgroup of index two. Therefore $K$ would also contain such a normal subgroup, which is not the case.

If $q = 3$, then $E = 1$; while if $q > 3$, then $PSL(2, q)$ and hence $L_0$ is simple. In either case, $L_0$ is characteristic in $K$ and so is normal in $H$. Thus $L = L_0S$ is a group and $L_0$ is of index two in $L$. Moreover, $H = SK = SL_0E = LE$. Since $|E|$ is odd and $L_0 \cap E = 1$, we also have $L \cap E = 1$.

Since $S$ is quasi-dihedral, no involution of $H$ centralizes $L_0$ and hence $C_H(L_0)$ has odd order. Since $C_H(L_0)$ is normal in $H$ and $O(H) = 1$, it follows that $C_H(L_0) = 1$. Thus $H$ is isomorphic to a subgroup of $Aut L_0$. But $Aut L_0$ is isomorphic to $PGL(2, q)$ and so we can identify, not only $K$, but also $H$ with a subgroup of $PGL(2, q)$. In particular, $L_0 = PSL(2, q)$ and $E$ is induced from the Galois group of $GF(q)$. Furthermore, $L$ is normal in $H$ as $PGL(2, q)/PSL(2, q)$ is abelian.

Now $L$ is not equal to $PGL(2, q)$, for then the Sylow 2-subgroup $S$ of $L$ would be dihedral. This forces $q$ to be a square, since otherwise the cyclic subgroup $F$ of $PGL(2, q)$ induced from the Galois group of $GF(q)$ would have odd order and consequently $PGL(2, q)$ would be the unique subgroup of $PGL(2, q)$ containing $PSL(2, q)$ as a subgroup of index two. Thus $q = r^2$ for some odd prime power $r$. If $L = L_0A$, where $A = \langle a \rangle \leq F$ and $|A| = 2$ then $a$ is induced from an automorphism of $GF(q)$ whose fixed subfield is $GF(r)$. Hence $a$ centralizes those elements of $L_0$ which are the images of elements of $SL(2, q)$ whose matrix entries lie in the subfield $GF(r)$ and so $C_{L_0}(a)$ contains a subgroup isomorphic to $PSL(2, r)$. Since $C_{L_0}(a)$ contains a four subgroup and $a \notin L_0$, it follows that $L$ contains an elementary abelian subgroup of order eight, contrary to the fact that $L$ has quasi-dihedral Sylow 2-subgroups. Hence $L$ is not of this form. Since we have excluded two of the three possible subgroups of $PGL(2, q)$ which contain $PSL(2, q)$ as a subgroup of index two, we conclude that $L$ is necessarily equal to $PGL^*(2, q)$. Therefore all parts of the proposition hold in this case as well, and the proof is complete.

If $H$ is a $D$-group, then clearly so also is $\bar{H} = H/O(H)$. Since $O(\bar{H}) = 1$, the proposition applies to $\bar{H}$. In particular, $\bar{H}$ is either isomorphic to $A_2$, to $PGL_n(2, 3)$ for some $n$, or contains a normal subgroup isomorphic to $PSL(2, q)$ for some odd prime power $q$. Thus we have

**Definition 3.** If $H$ is a $D$-group and $H/O(H)$ possesses a normal subgroup isomorphic to $PSL(2, q)$ with $q = p^n$, $p$ an odd prime, we call $q$ the **characteristic**
power of $H$ and $p$ the characteristic of $H$. Furthermore, if $H/O(H)$ is isomorphic to $\text{PGL}_n(2, 3)$ for some $n$, we say that $H$ has characteristic power 3 and characteristic 3. On the other hand, if $H/O(H)$ is isomorphic to $A_7$, we do not define the characteristic power or the characteristic of $H$. Finally it will be convenient to say that $H$ is of linear type whenever $H/O(H)$ contains a normal subgroup isomorphic to $\text{PSL}(2, q)$ or is isomorphic to $\text{PGL}_n(2, 3)$.

We conclude this section with a specialized property of groups whose Sylow 2-subgroups are isomorphic to subgroups of a wreathed 2-group.

Lemma 3. Let $H$ be a group and $R$ a Sylow 2-subgroup of $H$ and assume the following conditions hold:

(a) $R$ is isomorphic to a subgroup of a wreathed 2-group of height $n$.
(b) $H$ contains a normal subgroup $K$ such that $H = KA$, where $A$ is cyclic of order $2^n$ and $K \cap A = 1$.

Under these conditions, either $H$ has a normal 2-complement or $K$ is a $Q$-group with generalized quaternion Sylow 2-subgroups.

Proof. Without loss we may assume that $A \subseteq R$ and $R \subseteq S$, where $S$ is a wreathed 2-group of height $n$. Setting $X = R \cap K$, our conditions imply that $X$ is normal in $R$, $X$ is a Sylow 2-subgroup of $K$, $R = XA$, and $X \cap A = 1$. By Lemma 1.2 (xiii), either $X$ is cyclic or $R = S$. In the first case, $K$ has a normal 2-complement by Burnside’s transfer theorem, whence $H$ does as well and the lemma holds. We can therefore assume that $R = S$.

Thus $H$ is a group with wreathed Sylow 2-subgroup $S$ and $H$ possesses a normal subgroup $K$ of index $2^n$ with $n \geq 2$. In particular, $H$ is not a $QD$-group or a $D$-group and consequently, by Proposition 1.2, either $H$ has a normal 2-complement or $H$ is a $Q$-group. Since the lemma holds in the first case, we can also assume that $H$ is a $Q$-group, whence $H$ contains a normal subgroup $L$ of index $2^n$ with generalized quaternion Sylow 2-subgroups, and $L$ has no normal subgroups of index 2. Hence to complete the proof, we need only show that $K = L$, for then $K$ will be a $Q$-group.

We know that $H$ possesses a unique normal subgroup $O^2(H)$ which is minimal subject to the condition that $H/O^2(H)$ is a 2-group. Our conditions clearly imply that $L = O^2(H)$ and that $K \supseteq O^2(H)$. Therefore $K \supseteq L$. Since $|H:K| = |H:L| = 2^n$, we conclude at once that $K = L$, as required.

4. $Q$-group with quasi-dihedral or wreathed Sylow 2-subgroups. In this section we shall establish a number of basic properties of $Q$-groups with quasi-dihedral or wreathed Sylow 2-subgroups that we shall need for the paper. It will be convenient to fix the notation once and for all that we shall use throughout the section.

Thus $H$ will denote an arbitrary $Q$-group with quasi-dihedral or wreathed Sylow 2-subgroups and we set:

$S$ = Sylow 2-subgroup of $H$,
$n$ = height of $S$,  
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\( \langle x \rangle = \Omega_1(Z(S)) \),

\( T \) is a four subgroup of \( S \) with \( T \) normal in \( S \) if \( S \) is wreathed,

\( x_1, x_2, x_3 = \) the involutions of \( T \) with \( x_1 = x \) and \( x_2 = z \) if \( S \) is quasi-dihedral,

\( D = N_S(T) \),

\( y = \) an element of order 4 in \( S' \),

\( d = \) an element of order 4 in \( D - C_S(T) \),

\( N = C_H(x) \),

\( C = C_H(T) \),

\( E = O(C_H(S)) \),

\( L_0 = \) the subgroup of \( N \) containing \( O(H) \cap N \) whose image in \( H/O(H) \) is the normal subgroup of \( H/O(H) \) isomorphic to \( SL(2, q) \),

\( L = \) the subgroup of \( N \) containing \( O(H) \cap N \) whose image in \( H/O(H) \) is the normal subgroup of \( H/O(H) \) isomorphic to one of the groups \( SL_n(2, q) \) or \( SU_n(2, q) \),

\( q = \) the characteristic power of \( H \),

\( \epsilon = \pm 1 \), where \( q \equiv \epsilon \) (mod 4),

\( \delta = \pm 1 \), where \( \delta = +1 \) if \( n = 1 \) and \( \delta = -1 \) if \( n > 1 \).

A number of comments are in order. First, by definition of the height of \( S \), we have \( S \) is quasi-dihedral if \( n = 1 \) and wreathed if \( n > 1 \).

Lemmas 1.1 and 1.2 have several implications. First, \( Z(S) \) is cyclic of order \( 2^n \), so \( \Omega_1(Z(S)) = \langle x \rangle \) for some involution \( x \). Thus \( x \in T \) and hence we can number this involution of \( T \) so that \( x = x_1 \). In addition,

\( D \) is dihedral of order 8 if \( n = 1 \) and \( D = S \) if \( n > 1 \).

Furthermore, \( S' \) is cyclic of order at least four and if \( n = 1 \), then \( S' \cap D \) has order four. Hence in all cases \( y \) exists and \( y \in D \). Moreover, \( x \in S' \) and so \( y^2 = x \).

Setting \( U = C_S(T) \) for the moment, we have \( U = T \) if \( n = 1 \) and \( U \) is the unique abelian maximal subgroup of \( S \) if \( n > 1 \). In the latter case, \( S' \subseteq U \). Hence

\[ y \in D - C_S(T) \text{ if and only if } n = 1. \]

Hence when \( n = 1 \), \( d \) is either \( y \) or \( y^{-1} \). We normalize the notation by setting \( d = y \) if \( n = 1 \). Since \( d \in S - U \) when \( n > 1 \), it follows that

\[ d = y \text{ if and only if } n = 1. \]

In addition, when \( n > 1 \), Lemma 1.2 implies that \( S - U \) contains an element \( d \) of order four and that \( d^2 \in Z(S) \). Hence in all cases, \( d^2 = x \) and \( (x_2d)^2 = 1 \). Finally since \( D \) normalizes \( T \), we also have that \( C \) is \( D \)-invariant.

Observe next that if \( n = 1 \), \( T \) is a Sylow 2-subgroup of \( C \), since otherwise \( H \) would contain a noncyclic abelian subgroup of order eight, which is not the case when \( S \) is quasi-dihedral. On the other hand, if \( n > 1 \), \( D = S \) and so \( S \) normalizes \( C \). Since \( U \subseteq C \) and \( T \notin Z(S) \), it follows that \( U \) is a Sylow 2-subgroup of \( C \). Thus we have \( C_S(T) = C_S(T) \) is a Sylow 2-subgroup of \( C \),

\( C_S(T) \) is a noncyclic abelian subgroup of \( S \) of maximal order,

\( C_S(T) = T \) if \( n = 1 \) and \( C_S(T) \) is the unique abelian maximal subgroup of \( S \) if \( n > 1 \).
We claim next that \( C \) has a normal 2-complement. Indeed, \( T = \Omega_1(U) \) and \( U \) is abelian. Hence any element of \( C \) of odd order which normalizes \( U \) necessarily centralizes it. Since \( U \) is a Sylow 2-subgroup of \( C \), the assertion follows from Burnside’s transfer theorem. Thus we have \( C = O(C)C_\delta(T) \).

Since \( T \subseteq S \), this clearly implies that \( E \subseteq O(C) \).

Since \( O(C) \) is characteristic in \( C \), it also yields that \( O(C) \) is \( D \)-invariant.

By Lemmas 1.1 and 1.2, \( S' \) is contained in the unique abelian maximal subgroup of \( S \) and \( S' \cap Z(S) \) has order two. Since \( S' \) is cyclic and \( y \) is an element of order four in \( S' \), it follows that \( \langle y \rangle \) is normal in \( S \) and that \( C_\delta(y) \) is abelian of index two in \( S \). Since \( S \) normalizes \( C_H(y) \), we conclude as with \( T \) above that \( C_\delta(y) \) is a Sylow 2-subgroup of \( C_H(y) \). But \( C_\delta(y) \) is either cyclic or abelian on two generators and so any element of \( C_H(y) \) of odd order which normalizes \( C_\delta(y) \) necessarily centralizes it. Another application of Burnside’s theorem yields that \( C_H(y) \) possesses a normal 2-complement. Hence

\[
C_H(y) = O(C_H(y))C_\delta(y),
\]

\( O(C_H(y)) \) is \( S \)-invariant, and

\( C_\delta(y) \) is abelian of index 2 in \( S \).

Since \( C_H(S) \subseteq C_H(y) \), it follows from the structure of \( C_H(y) \) that also \( C_H(S) \) has a normal 2-complement. Since \( E = O(C_H(S)) \) by definition of \( E \), this yields \( C_H(S) = E \times Z(S) \).

Observe next that \( H = O(H)C_H(Z(S)) \) by Proposition 3.1. Since \( x \in Z(S) \) and \( N = C_H(x) \), this implies \( H = O(H)N \).

We turn now to the groups \( L_0 \) and \( L \). By Lemma 2.1 \( H = H/O(H) \) is a \( Q \)-group with quasi-dihedral or wreathed Sylow 2-subgroup \( \bar{S} \). Hence by Propositions 2.2 and 2.3, \( \bar{S} \) possesses normal subgroups \( \bar{L}_0 \) isomorphic to \( SL(2, q) \) and \( \bar{L} \) isomorphic to \( SL_n(2, q) \) or \( SU_n(2, q) \) with \( \bar{S} \subseteq \bar{L} \). More precisely,

\( \bar{L} \) is isomorphic to \( SL_n(2, q) \) if \( q \equiv -\delta \) (mod 4) and

\( \bar{L} \) is isomorphic to \( SU_n(2, q) \) if \( q \equiv \delta \) (mod 4).

Since \( H = O(H)N, \bar{N} = \bar{H} \) and consequently \( N \) does contain subgroups \( L_0, L \) with the given properties and we have

\( L_0 \) and \( L \) are normal in \( N, S \subseteq L \).

By Lemmas 1.1 and 1.2, \( S' \) is contained in the unique generalized quaternion subgroup \( Y \) of \( S \) of maximal order. Moreover, the proofs of Propositions 2.2 and 2.3 show that \( \bar{Y} \) is a Sylow 2-subgroup of \( \bar{L}_0 \) and that \( Z(\bar{S}) \bar{Y} \) is of index two in \( \bar{S} \). Hence

\( S \cap L_0 \) is the unique generalized quaternion subgroup of maximal order in \( S \), and

\( Z(S) \cap L_0 \) is of index 2 in \( S \).

Lemmas 1.1 and 1.2 also imply that \( S = YC_\delta(T) \), that \( T \notin Y \) if \( n = 1 \), and that \( T \subseteq YZ(S) \) if \( n > 1 \). Thus we also have

\[
L = L_0C_\delta(T), \quad L = L_0T \text{ if } n = 1, \quad T \subseteq L_0Z(S) \text{ if } n > 1.
\]
Moreover, \( y \in S' \subseteq Y \). In addition, as \( d \) inverts a generator of \( S' \), \( \langle S', d \rangle = Y \) as \( Y \) is the unique generalized quaternion subgroup of its order in \( S \). Hence we also have

\[ y \in L_0 \quad \text{and} \quad d \in L_0. \]

By Proposition 2.3 and the fact that \( C_H(S) \) maps onto \( C_H(S) \), we have that \( H = \overline{L}O(C_H(S)) = LE \) and \( \overline{L} \cap E = 1 \), whence

\[ H = O(H)LE, \quad N = LE \quad \text{and} \quad E \cap L \subseteq O(H) \cap N. \]

Since \( L \) maps onto \( L \), which is normal in \( H \), we have \( O(L) \) normal in \( H \) and hence \( O(L) \subseteq O(H) = 1 \). Thus \( O(L) \subseteq O(N) \). Likewise \( O(N) \) is normal in \( H \) as \( N \) maps onto \( H \), whence \( O(N) \subseteq O(H) \) and therefore \( O(N) = O(H) \cap N \). On the other hand, clearly \( O(H) \cap N \subseteq O(L) \) as \( O(H) \cap N \) is a normal subgroup of \( L \) and so \( O(N) \subseteq O(L) \). We conclude that

\[ O(N) = O(L) = O(H) \cap N. \]

Throughout the paper these basic properties of \( Q \)-groups with quasi-dihedral and wreathed Sylow 2-subgroups will often be used without explicit reference.

Finally \( H \) is solvable if and only if \( q = 3 \) inasmuch as \( O(H) \) is solvable and \( SL(2, q) \), \( q \) odd, is solvable if and only if \( q = 3 \). As a result, the case \( q = 3 \) is somewhat exceptional. In our general analysis of \( QD \)-groups of characteristic power \( q \), we shall treat the cases \( q = 3 \) and \( q = 5 \) by a totally separate argument, primarily involving modular character theory. As a consequence, the properties of \( Q \)-groups that we shall need will be limited almost entirely to the case \( q > 5 \). For simplicity we shall assume throughout this section that \( q > 3 \). Moreover, in a few specific lemmas we shall make the additional assumption that \( q > 5 \). On the other hand, we note that any property of \( Q \)-groups of characteristic power three that may be required can easily be verified by direct inspection.

We begin with some specialized lemmas in the case that \( O(H) = 1 \). In this case \( H = N \) and, by Proposition 3.1, \( Z(S) \subseteq Z(H) \). However, \( Z(H) \) is a 2-group as \( O(H) = 1 \), so \( Z(S) = Z(H) = Z(L) \). In addition, \( Z(S) \cap L_0 \) has order two. Moreover, \( H \) has the structure given in Proposition 3.3 and also \( \overline{H} = H/Z(H) = \overline{L}E \) has dihedral Sylow 2-subgroups, \( \overline{L} \) is isomorphic to \( PGL(2, q) \), and the action of \( E \) on \( \overline{L} \) is induced from the Galois group of \( GF(q) \). Thus many of the properties of \( H \) can be read off from properties of \( \overline{H} \), especially those given in Lemmas 3.1 and 3.3 of [22]. Throughout Lemmas 1–11, \( \overline{H} \) will denote \( H/Z(H) \).

**Lemma 1.** If \( O(H) = 1 \), then

(i) \( |L| = 2^nq(q-1)(q+1) \) and \( |H| = |L| |E| \).

(ii) The Sylow \( p \)-subgroups of \( L \) are cyclic if \( p \) divides \( q \pm 1 \) and are elementary abelian of order \( q \) if \( p \) divides \( q \).

(iii) \( C_H(L_0) = Z(H) \).
(iv) \( L_0Z(H)/Z(H) \) is simple and is the unique minimal normal subgroup of \( H/Z(H) \).
(v) \( H' \leq L_0 \) and \( H/L_0 \) is abelian.

**Proof.** Lemmas 3.1 (i), (iii), and (vi) of [22], applied to \( L \), the image of \( L \) in \( H \) yield (ii) and the first assertion of (i) inasmuch as \( Z(H) \) has order \( 2^n \) and \( L \) is isomorphic to \( \text{PGL}(2, q) \). As we have noted at the beginning of the section, \( H = LE \) and \( L \cap E \subseteq O(H) \cap N \). Since \( O(H) = 1 \), the second assertion of (i) also holds. Furthermore, Lemma 3.3 (i) of [22] implies that \( C_H(L_0) = 1 \), whence \( \text{C}_H(L_0) = Z(H) \), proving (iii). Since \( q > 3 \) by assumption, \( L_0 \) is simple by Lemma 3.1 (ii) of [22], and is the unique minimal normal subgroup of \( H \) by Lemma 3.3 (i) of [22], proving (iv).

Finally as \( Y = S \cap L_0 \) is the unique generalized quaternion subgroup of \( S \) of maximal order, \( S/Y \) and hence also \( L/L_0 \), is cyclic by Lemmas 1.1 and 1.2. But also \( E \) is cyclic and \( E \) centralizes \( L/L_0 \) as \( E \) centralizes \( S \). Since \( H = LE \), it follows that \( H/L_0 \) is abelian. Thus \( H' \leq L_0 \) and so (v) also holds.

Our next set of lemmas gives more detailed information concerning the subgroup structure of \( H \).

**Lemma 2.** If \( O(H) = 1 \), then

(i) \( O(C) = WE \), where \( W = O(C) \cap L \) is normal in \( O(C) \), \( W \) is cyclic or order \( (q + 8e)/2^n \), \( W \) is centralized by \( C_\delta(T) \), \( W \) is inverted by \( d \), \( W \) is a Hall subgroup of \( L \), and for any nontrivial subgroup \( W_0 \) of \( W \), \( N_L(W_0) = WD \).

(ii) \( C \cap L_0 \) contains \( W \) and is cyclic of order \( q + 8e \).

(iii) For any prime \( p \), no \( p \)-element of \( O(C) - (O(C) \cap L) \) centralizes \( O_p(W) \).

(iv) \( C_{O(C)}(O(C)^{\prime}) = W \).

(v) If \( P \) is a \( D \)-invariant Sylow \( p \)-subgroup of \( O(C) \), either \( Z(P) \subseteq W \) or \( P \subseteq E \).

(vi) If \( E_0 \) is a subgroup of \( E \) of order \( e_0 \), then \( C_{e_0}(E_0) \) is isomorphic to \( \text{SL}(2, q_0) \) with \( q = q_0^e \).

**Proof.** First of all, \( T = \langle \bar{x}_2 \rangle \) is of order two. If \( n = 1 \), then \( L = L_0T \) and so \( \bar{x}_2 \in \bar{L} - L_0 \). Moreover, in this case, \( C_\delta(T) = T \), \( D \) is dihedral of order eight, \( \bar{D} \) is a four group, and \( \delta = +1 \). Lemmas 3.1 (iii) and 3.3 (i) of [22] imply that \( C_H(\bar{x}_2) = C_{\bar{D}}(\bar{x}_2)E \) with \( C_{\bar{D}}(\bar{x}_2) \) being dihedral of order \( 2(q + e) \) and containing \( \bar{D} \). Thus \( \bar{W} = O(C_{\bar{D}}(\bar{x}_2)) \) is cyclic of order \( 1/2(q + e) \) as \( q \equiv e \) (mod 4) and, in addition, \( \bar{W} \) is inverted by any element of \( \bar{D} - \bar{T} \). Furthermore, \( \bar{W} \) is a Hall subgroup of \( \bar{L} \) and \( N_{\bar{L}}(\bar{W}_0) = \bar{W}\bar{D} \) for any nontrivial subgroup \( \bar{W}_0 \) of \( \bar{W} \) by Lemma 3.1 (v) of [22]. Since \( C_H(T) \) maps onto \( C_H(\bar{x}_2) \), all parts of (i) and also (ii) follow in this case.

Suppose now that \( n > 1 \), in which case \( T \subseteq Z(S)L_0 \), \( D = S \), \( C_\delta(T) \) is the unique abelian maximal subgroup of \( S \), and \( \delta = -1 \). In particular, \( \bar{x}_2 \in \bar{L} \) and so Lemmas 3.1 (iii) and 3.3 (i) of [22] yield in this case that \( C_H(\bar{x}_2) = C_{\bar{D}}(\bar{x}_2)E \) with \( C_{\bar{D}}(\bar{x}_2) \) dihedral of order \( 2(q - e) \). Hence by definition of \( n \), \( \bar{W} = O(C_{\bar{D}}(\bar{x}_2)) \) is cyclic of order \( (q - e)/2^n \). Again Lemma 3.1 (v) of [22] yields that \( \bar{W} \) is a Hall subgroup of \( \bar{L} \) and that \( N_{\bar{L}}(\bar{W}_0) = \bar{W}\bar{D} \) for any nontrivial subgroup \( \bar{W}_0 \) of \( \bar{W} \). Furthermore, \( \bar{S} \subseteq C_{\bar{D}}(\bar{x}_2) \)
as $T=\langle \bar{x}_2 \rangle$ is normal in $\bar{S}$. Since $C_T(\bar{x}_2)$ is dihedral, $\bar{W}$ centralizes a cyclic subgroup $\bar{U}$ of index 2 in $\bar{S}$ and is inverted by any element of $\bar{S}-\bar{U}$. Moreover, if $U$ denotes the inverse image of $\bar{U}$ in $S$, then $|S:U|=2$ and $\bar{U}=U/Z(S)$. Since $\bar{U}$ is cyclic, $U$ is abelian and so $U=C_S(T)$ is the unique abelian maximal subgroup of $S$. Again all parts of (i) and also (ii) hold.

Now $W$ is abelian and $W$ is normal in $WE$. Hence (iii) will follow if we show that no $\rho$-element of $E^\#$ centralizes $O_{\rho}(W)$. Since $WE$ is isomorphic to $WE$, we need only prove that no $\rho$-element of $E^\#$ centralizes $O_{\rho}(W)$ for any prime $\rho$. But this is one of the assertions of Lemma 3.3 (ii) of [22].

We now prove (iv). If $E=1$, then $O(C)=W$ is cyclic and $O(C)'=1$, so (iv) holds trivially. We can therefore assume that $E\neq1$, in which case $O(C)\subseteq WE$. If $a$ is a $\rho$-element of $O(C)-W$, then $[O_{\rho}(W),a]\neq1$, by (ii). Since $[O_{\rho}(W),a,a]=[O_{\rho}(W),a]\neq1$, it follows that $a$ does not centralize $[O_{\rho}(W),a]$. But $[O_{\rho}(W),a] \subseteq O(C)'$ and so $a$ does not centralize $O(C)'$. This implies that $O(C)'$ centralizes no element of $O(C)-W$ as $\rho$ and $a$ were arbitrary. On the other hand, as $E$ is cyclic and $W$ is normal in $O(C)=WE$, we have $O(C)\subseteq W$. But then $W$, being cyclic, centralizes $O(C)'$ and we conclude that $C_{O(C)}(O(C)')=W$, proving (iv).

Since $D$ normalizes $O(C)$, $D$ normalizes a Sylow $\rho$-subgroup of $O(C)$ for any prime $\rho$, so $P$ exists in (v). Now $d$ inverts $W$ by (i) and $d$ centralizes $E$ as $S$ centralizes $E$. Since $O(C)=WE$, it follows that $C_{O(C)}(d)=E$. Furthermore, as $W$ is normal in $O(C)$, $P\cap W$ is a Sylow $\rho$-subgroup of $W$, $C_P(d)\subseteq E$, and $P\cap W=[P,d]$. But $P=[P,d]C_P(d)$ by Theorem 5.3.5 of [19] and so $P=(P\cap W)(P\cap E)$. If $P\cap W=1$, then $P\subseteq E$, while if $P\cap E=1$, then $P\subseteq W$. In either case, (v) holds. Thus in proving (v), we can assume that both $P\cap W\neq1$ and $P\cap E\neq1$ and argue that $Z(P)\subseteq W$.

Let $a$ be an element of order $p$ in $P\cap E$. Since $P\cap E$ and $P\cap W$ are cyclic and $P=(P\cap W)(P\cap E)$, it will suffice to show that $a$ does not centralize $P\cap W$. Setting $\bar{K}=C_{\bar{S}}(\bar{a})$, we therefore need only prove that $\bar{P}\cap \bar{W}=\bar{P}\cap \bar{W}$ is not contained in $\bar{K}$. Let $|P\cap W|=p^k$, so that $p^k$ is the highest power of $p$ dividing $q+\delta e$. Thus we need only show that $|\bar{K}|_p<p^k$. Now by Lemma 3.3 (i) of [22], $\bar{K}$ is isomorphic to $PGL(2,q_0)$, where $q=q_0^\rho$ and $\bar{K}\cap L_0$ is isomorphic to $PSL(2,q_0)$. Furthermore, we know that $\bar{x}_2 \in \bar{K}\cap L_0$ if and only if $n>1$, hence if and only if $\delta=-1$. Since $p$ is odd, we also have $q_0=q (mod 4)$ and so $q_0 \equiv e (mod 4)$. Applying Lemma 3.1 (ii) of [22], it follows that $C_{\bar{K}}(\bar{x}_2)$ is dihedral of order $2(q_0+\delta e)$.

On the other hand, $\bar{a}$ centralizes $\Omega_2(\bar{P}\cap \bar{W})$ which lies in $C_{\bar{K}}(\bar{x}_2)$ and so $p$ divides $q_0+\delta e$. Since $q=q_0^\rho$ and $p^k$ is the highest power of $p$ dividing $q+\delta e=q_0^\rho+\delta e$, we conclude that $p^k$ does not divide $q_0+\delta e$. However, by Lemma 3.1 (i) of [22], $|\bar{K}|_p$ is a divisor of $q_0+\delta e$. Thus $|\bar{K}|_p<p^k$ and the proof of (v) is complete.

Finally if $E_0$ and $e_0$ are as in (vi), Lemma 3.3 (i) of [22] implies that $C_{L_0}(E_0)$ is isomorphic to $PSL(2,q_0)$, where $q=q_0^\rho$. Since $C_{L_0}(E_0)$ maps onto $C_{L_0}(E_0)$ and $L_0$ has generalized quaternion Sylow 2-subgroups, we conclude that $C_{L_0}(E_0)$ is isomorphic to $SL(2,q_0)$, proving (vi).
Lemma 3. If $O(H) = 1$, then
(i) $O(C_H(d)) = VE$, where $V = O(C_H(d)) \cap L$ is normal in $O(C_H(d))$, $V$ is cyclic of order $(q - \epsilon)/2^m$, where $2^m$ is the highest power of 2 dividing $q - \epsilon$, and $x_2$ inverts $V$.
(ii) For any prime $p$, no $p$-element of $O(C) - (O(C) \cap L)$ centralizes $O_p(V)$.
(iii) $C_H(D) = Z(D) \times E$.

Proof. The proof of (i) and (ii) is entirely similar to the proof of (i) and (iii) of the previous lemma. We know that $d \in L_0$ and that $d^2 = x$, so $d$ is an involution of $L_0$. Hence applying Lemmas 3.1 (iii) and 3.3 (i) of [22], as above, we have that $C_H(d) = C_L(d)E$, $C_L(d)$ is dihedral of order $2(q - \epsilon)$, and $O(C_L(d)) = V$ is cyclic of order $(q - \epsilon)/2^m$, where $2^m$ is the highest power of 2 dividing $q - \epsilon$. Furthermore, as $d$ normalizes $T$ and $T = \langle x_2 \rangle$ is of order two, $d$ centralizes $x_2$, so $x_2 \in C_L(d)$. But $x_2 \notin d$ as $d \notin T$. Since $C_L(d)$ is a dihedral group, it follows that $x_2$ inverts $V$. Since $C_H(d)$ maps onto $C_H(d)$, all parts of (i) now follow.

Since $V$ is abelian and is normal in $VE$, (ii) will follow if we show that no $p$-element of $E^d$ centralizes $O_p(V)$. But this is one of the conclusions of Lemma 3.3 (ii) of [22].

Finally $C_H(S) = Z(S) \times E$, so (iii) holds if $S$ is wreathed. Assume then that $S$ is quasi-dihedral, in which case $D$ is dihedral of order eight and $T$ is a Sylow 2-subgroup of $C$. Since $C_H(D) \leq C$, it follows that $Z(D) = \langle x \rangle$ is a Sylow 2-subgroup of $C_H(D)$. Hence by Burnside’s transfer theorem, $C_H(D)$ is the direct product of $Z(D)$ and $O(C_H(D))$. On the other hand, $d = y \in D$ in this case and so $O(C_H(D)) \leq O(C_H(d)) = VE$. Since $x_2$ inverts $V$ and $D$ centralizes $E$, we conclude that $O(C_H(D)) = E$ and (iii) is proved.

Lemma 4. If $O(H) = 1$, then
(i) $E$ normalizes a Sylow $p$-subgroup $P$ of $L$, where $p$ is the characteristic of $L$.
(ii) $C_H(P) = Z(H)P$ for any such Sylow $p$-subgroup $P$ of $L$.

Proof. By Lemmas 3.1 (vi) and 3.3 (iii) of [22], $L$ possesses an $E$-invariant Sylow $p$-subgroup $\bar{P}$ and $C_H(\bar{P}) = \bar{P}$ for any such Sylow $p$-subgroup $\bar{P}$. Passing to $L$ and $H$, we obtain (i) and (ii) at once.

Lemma 5. If $O(H) = 1$ and $K$ is a nonabelian subgroup of $L$ of odd order, then
(i) $K$ is a Frobenius group with kernel and complement of orders dividing $q$ and $q - 1$ respectively.
(ii) If $K$ is $T$-invariant, then there is a unique $T$-invariant Frobenius complement in $K$ and it is contained in $C$.

Proof. We have $K \leq L_0$ as $|K|$ is odd and $|L:L_0|$ is a power of two. Hence if $V$ denotes the natural vector space of dimension two over $GF(q)$ on which $L_0$ acts, then $K$ is faithfully represented on $V$. If $|K|$ is prime to $q$, the minimal degree of a faithful representation of $K$ over $GF(q)$ is at least three as $|K|$ is odd and $K$ is nonabelian. Hence $p$ divides $|K|$, where $p$ is the characteristic of $L$. If $O_p(K) = 1$, Theorem B of Hall-Higman (Theorem 11.1.1 of [19]) implies that the minimal
degree of a faithful representation of $K$ over $GF(q)$ is at least $p$ and hence at least
three. Hence $O_p(K) \neq 1$ and so $V_0 = C_V(O_p(K))$ is a one-dimensional subspace of $V$.
But $V_0$ is $K$-invariant as $O_p(K)$ is normal in $K$ and so $K$ is contained in the stabilizer
of $V_0$ in $L_0$. But this stabilizer is the normalizer in $L_0$ of a Sylow $p$-subgroup $P$ of $L_0$ and has the form $PA$, where $P$ is elementary abelian of order $q$, $A$ is cyclic of order $q-1$, and $A/Z(L_0)$ acts regularly on $P$. Since $K$ is a nonabelian subgroup of $PA$ of odd order, $K$ necessarily has the structure asserted in (i).

Suppose now that $K$ is $T$-invariant. Since $KT$ is solvable, it possesses a Hall $p'$-subgroup $R$ with $T \subseteq R$. Since $K$ is normal in $KT$, $R \cap K = A_0$ is a Hall $p'$-subgroup of $K$ and hence is a Frobenius complement in $K$. Moreover, $A_0$ is $T$-invariant. If $P_0$ is the Frobenius kernel of $K$, then $P_0$ is characteristic in $K$ and so $P_0$ is also $T$-invariant. Since $P_0 \subseteq L$, $C_{P_0}(T) \subseteq O(C) \cap L$, which is cyclic of order dividing $q + 8e$, by Lemma 2. Since $C_{P_0}(T)$ is also a $p'$-group and $p$ divides $q$, this forces $C_{P_0}(T) = 1$. But $T = \langle x, x_2 \rangle$ and $x$ centralizes $P_0$ as $x \in Z(H)$. We conclude that $x_2$

Suppose now that $x_2$ inverts an element $a$ of $A_0$. Then $x_2$ inverts the group
$P_0\langle a \rangle$, which is therefore abelian, and so $a$ centralizes $P_0$. Since $K$ is a Frobenius
group, this is possible only if $a = 1$. Thus $x_2$ inverts no element of $A_0^p$ and consequently $x_2$ centralizes $A_0$. Since $x$ centralizes $A_0$, it follows that $A_0 \subseteq C = C_0(T)$.

Our argument shows that $A_0 = C_K(T)$. Since any two $T$-invariant Frobenius complements of $K$ are conjugate by an element of $C_K(T) = A_0$, we conclude that $A_0$ is the unique such complement, proving (ii).

Lemma 6. Assume $O(H) = 1$ and let $X$ be a nontrivial subgroup of $L$ which satisfies
one of the following conditions:

(a) $|X|$ is odd dividing $q - 8e$;
(b) $|X|$ is odd dividing $q + 8e$ and $[X, T] = X$;
(c) $|X|$ is odd dividing $q$ and $8e = 1$;
(d) $X$ is isomorphic to $SL(2, 3)$.

Then

(i) $\langle W_0, X \rangle$ has even order for any nontrivial subgroup $W_0$ of $O(C) \cap L$.
(ii) $\langle C \cap L, X \rangle = L$ with the following single exception: $q = 5$, $8e = -1$, and $X$
satisfies condition (a) or (d), in which case $\langle C \cap L, X \rangle$ contains $S$ and is isomorphic
to $SU_1(2, 3)$.

Proof. Set $K = \langle W_0, X \rangle$ and suppose $K$ has odd order, in which case $K$ and $\bar{K}$
are isomorphic as are $K \cap C$ and $\bar{K} \cap \bar{C}$. Setting $W = O(C) \cap L$, Lemma 3.1 (v) of
[22] implies that $\bar{W}$ is a cyclic Hall subgroup of $\bar{L}$ and is disjoint from its conjugates
in $\bar{L}$. Since $\bar{W}_1 = W \cap \bar{K}$ contains $\bar{W}_0$ and $\bar{W}_0 \neq 1$, it follows that $\bar{W}_1$
is a cyclic Hall subgroup of $\bar{K}$ and that $\bar{W}_1$ is disjoint from its conjugates in $\bar{K}$. Furthermore, it is a
direct consequence of Lemmas 3.1 (iii) and (v) of [22] that $N_\bar{K}(<\bar{W}_1>)$ is a dihedral
group and that $\bar{W} = O(N_\bar{K}(<\bar{W}_1>))$. Thus $N_\bar{K}(<\bar{W}_1>) = W \cap \bar{K} = \bar{W}_1$. But now Frobenius'
theorem (Theorems 2.7.7 and 4.5.1 of [19]) implies that either $\bar{K} = \bar{W}_1$ or $\bar{K}$ is a
Frobenius group with complement $\overline{W}_1$. Since $K \cap C$ and $\overline{K} \cap \overline{C}$ are isomorphic, the inverse image $W_1$ of $\overline{W}_1$ in $W$ lies in $K$ and we conclude that either $K = W_1$ or that $K$ is a Frobenius group with complement $W_1$.

If $K = W_1$, then $X \subseteq W_1$ as $K = \langle W_0, X \rangle$. However, $T$ centralizes $W_1$ and $|W_1|$ divides $q + \delta e$ by Lemma 2. But now we see that $X$ cannot satisfy any of conditions (a), (b), (c), or (d). Thus $K$ must be a Frobenius group with complement $W_1$. Hence by the preceding lemma, $|K|$ divides $(q - 1)q$ and $|W_1|$ divides $q - 1$. Since $|W_1|$ divides $q + \delta e$, this forces $\delta e = -1$, whence $|K|$ is prime to $q - \delta e = q + 1$. Thus $X$ cannot satisfy condition (a), (c), or (d) and so $X$ satisfies (b). In particular, $X$ is $T$-invariant and hence so also is $K = \langle W_0, X \rangle$ as $T$ centralizes $W_0$. Since $T$ centralizes the complement $W_1$ of $K$, it follows that $[K, T]$ is contained in the kernel $P_1$ of $K$. Since $X = [X, T]$, this yields $X \subseteq P_1$. But $|P_1|$ divides $q$, while $|X|$ divides $q + \delta e$ under assumption (b). This contradiction completes the proof of (i).

We turn now to (ii). Set $R = \langle C \cap L, X \rangle$. We shall argue that $R$ does not have a normal 2-complement, so assume the contrary. Then certainly (d) does not hold. Thus $|X|$ is odd and so $\langle W, X \rangle \leq O(R)$. But then if $W \neq 1$, (i) is contradicted and so $W = 1$.

By Lemma 2, $|W| = (q + \delta e)/2^n$, whence $q + \delta e = 2^n$. Since $q > 3$ by assumption, this forces $n > 1$ and hence also $\delta = -1$. Thus $q = 2^n + \epsilon$ is either a Mersenne or a Fermat prime or else $q = 9$. Setting $U = C_0(T)$, we know that $U$ is abelian of type $(2^n, 2^n)$ and that $U \subseteq R$. Since $Z(S)$ is cyclic of order $2^n$ and $Z(S) \leq U$, $\overline{U}$ is cyclic of order $2^n$ and $\overline{x}_2 = \overline{y}$ is the unique involution of $\overline{U}$. By Lemma 3.1 (iii) of [22], $C_{\overline{T}}(\overline{y}) = \overline{S}$ under the present conditions and so $\overline{y}$ inverts $O(\overline{R})$. Hence $O(\overline{R})$ is abelian and consequently by Lemma 3.1 (iii) and (vi) of [22], $O(\overline{R})$ has order dividing $q$ or $q + \epsilon$. However, in the latter case, $N_{\overline{T}}(O(\overline{R}))$ is dihedral by Lemma 3.1 (iii) and (v) of [22] as $O(\overline{R}) \neq 1$, in which case $O(\overline{R})\overline{U}$ is either cyclic or dihedral, contrary to the fact that $\overline{U}$ is cyclic of order $2^n$ with $n > 1$ and the involution $\overline{y}$ of $\overline{U}$ inverts $O(\overline{R})$. Hence $O(\overline{R})$ has order dividing $q$. Moreover, if $q = 9$, $|\overline{U}| = 8$ and, as $\overline{y}$ inverts $O(\overline{R})$, $O(\overline{R})$ must be of order nine. Thus $|O(\overline{R})| = q$ in all cases. Since $X \subseteq O(\overline{R})$, it follows that condition (c) holds. Hence by Lemma 3.1 (vi) of [22], $N_{\overline{T}}(O(\overline{R}))$ is a Frobenius group of order $(q - 1)q$. Since $\overline{U} \leq N_{\overline{T}}(O(\overline{R}))$, we conclude that $2^n$ divides $q - 1$. Since $2^n = q + \delta e$, this is possible only if $\delta e = -1$, contrary to the assumptions of (c). Thus $R$ does not have a normal 2-complement, as asserted.

Since $\overline{R}$ has dihedral Sylow 2-subgroups, it is thus a $D$-group. Since $L = L_0C_0(T)$, $R \subseteq L_0$ and so $R$ contains a normal subgroup of index two. Hence by Lemma 3.1 (viii) of [22], $\overline{R}$ is isomorphic to $\text{PGL}(2, 3)$, $\text{PGL}(2, 5)$ or $\text{PGL}(2, q_0)$ for some $q_0$ dividing $q$. But, as we have seen in Lemma 2, Lemma 3.1 (iii) of [22] implies that $\overline{C} \cap \overline{L}$ is cyclic of index two in $C_{\overline{T}}(\overline{x}_2)$ and that $C_{\overline{T}}(\overline{x}_2)$ has order 2. By the same lemma of [22], $C_{\overline{T}}(\overline{x}_2)$ is dihedral of the respective order 4, 12, or 2(q_0 + e_0) if $\overline{x}_2 \in \overline{L} - \overline{L}_0$ and the respective order 8, 8, or 2(q_0 - e_0) if $\overline{x}_2 \in \overline{L}_0$, where $e_0 = \pm 1$ and $q_0 \equiv e_0 \pmod{4}$. Since $C \cap L \subseteq R$, $\overline{C} \cap \overline{L}$ is a cyclic subgroup of $C_{\overline{T}}(\overline{x}_2)$ of order $q + \delta e$. Since the latter group is dihedral, we conclude that $q + \delta e$ must, in fact, divide $1/2|C_{\overline{T}}(\overline{x}_2)|$.
Suppose first that \( q > 7 \). Since \( q + \delta = q - 1 \) and \( q + \delta \) divides \( \frac{1}{2}|C_R(x_2)| \), the only possibility is that \( R \) is isomorphic to \( \text{PGL}(2, q_0) \) and that \( q + \delta = q_0 \pm \epsilon_0 \), whence \( q = q_0 \). Thus \( |R| = |L| \) and, as \( R \leq L \), it follows that \( R = L \). Since \( Z(S) \leq C \cap L \leq R \), the desired conclusion \( R = L \) holds in this case.

Assume next that \( q = 7 \), but that \( R \subseteq L \), whence \( R \leq L \) and so \( R \) is isomorphic to \( \text{PGL}(2, 3) \) or \( \text{PGL}(2, 5) \). We have \( q + \delta = 6 \) or \( 8 \), as \( q = 7 \). Since \( q + \delta \) divides \( \frac{1}{2}|C_R(x_2)| \), \( R \) must be isomorphic to \( \text{PGL}(2, 5) \) and so \( 5 \) divides \( |R| \), contrary to the fact that \( 5 \) does not divide \( |L| = 336 \).

Suppose finally that \( q = 5 \), but that \( R \subseteq L \), whence \( R \leq L \) and \( R \) is isomorphic to \( \text{PGL}(2, 3) \). Since \( e = 1 \) in this case, our conditions force \( \delta = -1 \), \( |C \cap L| = 4 \), and \( |C_R(x_2)| = 8 \). Furthermore, since \( X \neq 1 \) and \( X \leq R \), \( X \) is not of odd order dividing \( q = 5 \) or \( q + \delta = 4 \). Thus \( X \) satisfies condition (a) or (d). Since \( q \) is a Fermat prime and \( x_2 = y \) in the present case, \( C_L(x_2) = S \), as we have seen above, and so \( |C_L(x_2)| = 8 \). Since \( |C_R(x_2)| = 8 \), it follows that \( C_R(x_2) = S \). But \( Z(S) \subseteq R \) and so \( S \subseteq R \). We conclude at once now from the structure of \( R \) that \( R \) is, in fact, isomorphic to \( SU_2(2, 3) \). Thus (ii) holds in this case as well and the lemma is proved.

**Lemma 7.** If \( O(H) = 1 \), then

(i) \( Z(S) = Z(H) \).

(ii) \( C_H(L_0) = C_H(L) = Z(H) \).

(iii) If \( K \) is a subgroup of \( H \) containing \( L_0 \), then \( O(K) = 1 \).

(iv) [\( L_0, X \)] has even order for any nonidentity subgroup \( X \) of \( H \) of odd order.

**Proof.** First, (i) has been noted already at the beginning of the section. In addition, we know that \( S \cap L_0 \) is the unique generalized quaternion subgroup of \( L_0 \) of maximal order and so \( C_S(S \cap L_0) = Z(S) \) by Lemmas 1.1 and 1.2. Since \( Z(S) = Z(H) \) and since \( C_S(L_0) \) is a Sylow 2-subgroup of \( C_H(L_0) \), it follows that \( Z(H) \) is a Sylow 2-subgroup of \( C_H(L_0) \). Hence \( C_H(L_0) \) has a normal 2-complement \( R \) by Burnside’s transfer theorem. But \( C_H(L_0) \) is normal in \( H \) as \( L_0 \) is normal in \( H \). Since \( R \) is characteristic in \( C_H(L_0) \), it follows that \( R \leq O(H) = 1 \). Thus \( C_H(L_0) = Z(H) \).

Since \( Z(H) \subseteq C_H(L) \subseteq C_H(L_0) \), we also have that \( C_H(L) = Z(H) \), so (ii) also holds.

Next if \( K \) is as in (iii), then \( L_0 \) is normal in \( K \) as \( L_0 \subseteq K \) and \( L_0 \) is normal in \( H \). But then \( [L_0, O(K)] \subseteq L_0 \cap O(K) = 1 \) and so \( L_0 \) centralizes \( O(K) \), whence \( O(K) = 1 \) by (i) and (ii), proving (iii).

Finally if \( X \) is as in (iv) and if we set \( F = \langle L_0, X \rangle \), then \( [L_0, X] \) is normal in \( F \). Hence if \( [L_0, X] \) were of odd order, it would lie in \( O(F) \). But \( O(F) = 1 \) by (iii) and so \( [L_0, X] = 1 \). Thus \( X \) centralizes \( L_0 \) and so \( X = 1 \), again by (i) and (ii), a contradiction. Thus (iv) also holds.

**Lemma 8.** If \( O(H) = 1 \) and \( K \) is a \( Q \)-subgroup of \( L \), then the following conditions hold:

(i) If \( K \) has no normal subgroups of index two, then \( K \) is isomorphic to \( \text{SL}(2, r) \), where \( r = 3, r = 5 \), or \( r \) divides \( q \).

(ii) If \( K \) contains \( C \cap L \) and \( q > 5 \), then \( K \) has characteristic power \( q \).
Proof. Without loss we may assume that $S \cap K$ is a Sylow 2-subgroup of $K$. Since $\tilde{S} = S/Z(S)$ is dihedral, $\tilde{S} \cap \tilde{K}$ is either dihedral or cyclic. However, $\tilde{K}$ does not have a normal 2-complement, as otherwise $K$ would have one, contrary to the fact that $K$ is a $Q$-group. Hence $\tilde{S} \cap \tilde{K}$ is not cyclic, otherwise $\tilde{K}$ would have a normal 2-complement by Burnside's transfer theorem. Thus $\tilde{S} \cap \tilde{K}$, which is a Sylow 2-subgroup of $\tilde{K}$, is dihedral and so $\tilde{K}$ is a $D$-group. Now Lemma 3.1 (viii) of [22] implies that $\tilde{K}$ is isomorphic to $PSL(2, r)$ or $PGL(2, r)$, where $r = 3$, $r = 5$, or $r$ divides $q$.

Assume now that $K$ has no normal subgroups of index two, in which case neither does $\tilde{K}$. Since $PGL(2, r)$ contains a normal subgroup of index two, $\tilde{K}$ must be isomorphic to $PSL(2, r)$. Moreover, $\tilde{K} \subseteq \tilde{L}_0$ as $\tilde{L}_0$ has index a power of 2 in $\tilde{L}$. But now it follows from the results of Schur [26] that $K$ is isomorphic to $SL(2, r)$, proving (i).

Suppose next that $K$ contains $C \cap L$ and $q > 5$. By Lemma 2, $C \cap L = UW$, where $U = C_2(T) = C_0(T)$ is abelian of type $(2^n, 2^n)$ and $W = O(C) \cap L$ is of order $(q + \delta e)/2^n$. Since $Z(S)$ is cyclic of order $2^n$, it follows that $|C \cap L| = q + \delta e$. But $C \cap L \subseteq K$, so $C \cap L \subseteq C_{\tilde{K}}(T)$. On the other hand, $\tilde{T} = \langle \tilde{x}_2 \rangle$ is central in $\tilde{D}$ as $T$ is normal in $D$ and $\tilde{U} \subseteq \tilde{D}$ as $Z(S) \subseteq U \subseteq D$. Since $\tilde{U}$ is a Sylow 2-subgroup of $C \cap L$, we conclude that $|C_{\tilde{K}}(\tilde{x}_2)| \geq 2(q + \delta e)$.

However, by Lemma 3.1 (iii) of [22], we have $|C_{\tilde{K}}(\tilde{x}_2)| \leq 2(r \pm \epsilon_0)$, where $\epsilon_0 = \pm 1$.

Suppose $r$ divides $q$. Since $\delta e = \pm 1$ and $q$ is an odd prime power, the above inequalities force $r = q$. In the remaining cases, $r = 3$ or 5. Since $q > 5$, there is only a single solution of these two inequalities: namely, $q = 7$, $\delta e = -1$, $r = 5$, and $\epsilon_0 = 1$. However, in this case $|\tilde{L}| = |PGL(2, 7)| = 336$ and so is prime to 5, contrary to the fact that 5 divides $|\tilde{K}|$ and $\tilde{K} \subseteq \tilde{L}$. We conclude that $\tilde{K}$, and hence also $K$, is of characteristic power $q$. Thus (ii) also holds.

The next three lemmas give information concerning various signalizers in $H$.

**Lemma 9.** If $O(H) = 1$, then

(i) If $p$ is the characteristic of $H$, then $N_t(D; p)$ is trivial and any element of $N_H(D; p)$ is contained in $C$.

(ii) Any element of $N_H(D)$ of odd order containing $O(C) \cap L$ lies in $O(C)$.

(iii) Any element of $N_H(O(C) \cap L)$ of odd order lies in $L$.

**Proof.** If $S$ is quasi-dihedral, $\tilde{D}$ is a four group, while if $S$ is wreathed, $\tilde{D} = \tilde{S}$ is dihedral of order $2^{n+1}$. In either case, $N_H(\tilde{D}; p)$ is trivial by Lemma 3.1 (vii) of [22] and this yields at once that $N_t(D; p)$ is trivial. Furthermore, if $X \in N_H(D; p)$, then so also does $[X, D]$. But $[X, D] \subseteq L$, as $D \subseteq L$, so $[X, D] \in N_t(D; p)$, which we have just shown is trivial. Hence $[X, D] = 1$ and so $D$ centralizes $X$. Thus $X \subseteq C$ and both parts of (i) are established.
Next set \( W = O(C) \cap L \) and let \( X \) be an element of \( \mathcal{U}_n(D) \) of odd order containing \( W \). Then by the same lemma of [22], \( \bar{X} \subseteq C_{\mathcal{F}}(\bar{T}) \) for some involution \( \bar{T} \) of \( Z(D) \). If \( S \) is quasi-dihedral, both \( d \) and \( dx_2 \) invert \( W \) and \( W \neq 1 \) by Lemma 2. Hence \( d \) and \( dx_2 \) do not centralize \( \bar{X} \), as \( \bar{X} \supseteq \bar{W} \), and so \( i = \bar{x}_2 \). Thus \( \bar{X} \subseteq O(\bar{C}) \) and hence \( X \subseteq O(C) \). On the other hand, if \( S \) is wreathed, \( T = \langle x_2 \rangle \) is in the center of \( D \) as \( T \) is normal in \( D \) and \( T \) has order two. However, \( \bar{D} \) is a nonabelian dihedral group, as \( n \geq 2 \), and so \( |Z(\bar{D})| = 2 \). But then \( Z(\bar{D}) = \bar{T} \) and hence \( i = \bar{x}_2 \), giving the same conclusion \( X \subseteq O(C) \) as in the preceding case. Thus (ii) also holds.

Finally let \( X \) be an element of \( \mathcal{V}_n(W) \) of odd order. Then \( WX \cap L = W(X \cap L) \) is normal in \( WX \). But \( W \) is a Hall subgroup of \( L \) by Lemma 2. Hence if we set \( Y = N_X(W) \), it follows from the Frattini argument that \( WX = W(X \cap L)N_{W_X}(W) = W(X \cap L)(WY) = W(X \cap L)Y \). Thus to prove (iii), it will suffice to show that \( Y \leq L \). To establish this, we need only prove that \( Y \leq O(C) \). Indeed, assume this is the case. We have \( [W, Y] \leq W \cap X \) as \( Y \) normalizes \( W \), and \( W \) normalizes \( X \), which contains \( Y \). But \( W \cap X = 1 \) as \( X \in \mathcal{V}_n(W) \). Thus \( Y \) centralizes \( W \). However, by Lemma 2 no element of \( O(C) - W \) centralizes \( W \). Hence \( Y \leq W \leq L \), as required.

We may also assume \( W \neq 1 \); otherwise as in Lemma 6, \( q \) is a Mersenne or Fermat prime or \( q = 9 \), whence \( H = L \) by Proposition 3.3, in which case clearly \( Y \leq L \).

Now \( C_{\mathcal{F}}(\bar{W}) \) is dihedral and \( \bar{W} = O(C_{\mathcal{F}}(\bar{W})) \) by Lemmas 3.1 (iii) and (v) of [22] as \( \bar{W} \neq 1 \). Hence \( C_{\mathcal{F}}(W) = WU \), where \( U = C_{\mathcal{F}}(T) \), by Lemma 2. But \( Y \) normalizes \( WU \) as it normalizes both \( L \) and \( W \). On the other hand, \( U \) is abelian of type \((2^n, 2^n)\), \( Z(S) \) is cyclic of order \( 2^n \) with \( Z(S) \subseteq U \), and \( Y \) centralizes \( Z(S) \) as \( \bar{Z}(S) = Z(H) \). It follows at once that \( Y \) centralizes \( UW/W \) and hence that \( UW/Y \) is the direct product of \( UW/W \) and \( WY/W \). Thus \( U \) stabilizes the chain \( WY \supseteq W \supseteq 1 \) and so \( U \) centralizes \( WY \). Since \( T \subseteq U \) and \( C = C_{\mathcal{F}}(T) \) has a normal 2-complement, we conclude that \( Y \subseteq O(C) \) and (iii) is proved.

**Lemma 10.** If \( O(H) = 1 \) and \( \mathcal{V}_n(C; p) \) is nontrivial, \( p \) an odd prime, then the following conditions hold:

(i) \( \delta e = -1 \) and \( p \) is the characteristic of \( L \).

(ii) There are exactly two maximal elements \( P \) and \( P^* \) in \( \mathcal{V}_n(C) \), each of which is a Sylow \( p \)-subgroup of \( L \).

(iii) \( C \cap L/Z(H) \) and \( C \cap L_0/Z(L_0) \) act faithfully and irreducibly on \( P \) and \( P^* \) regarded as vector spaces over \( GF(p) \).

(iv) \( P \) and \( P^* \) are permuted under conjugation by \( d \).

(v) \( L_0 = \langle P, P^* \rangle \).

**Proof.** As usual, set \( W = O(C) \cap L \) and \( U = C_{\mathcal{F}}(T) \). By Lemma 2, \( W \) centralizes \( U \), \( d \) inverts \( W \), \( C \cap L = WU \), and either \( W \neq 1 \) or \( n > 1 \). Applying Lemma 3.1 (iii) and (v) of [22], we conclude as usual that \( C_T(\bar{x}_2) = \bar{W}D = \bar{W}U/\langle d \rangle \) is dihedral and that for any \( \bar{z} \neq 1 \) in \( \bar{W}U \), we have \( C_T(\bar{z}) \subseteq C_T(\bar{x}_2) \). We use these facts in proving (i).
Let $P$ be a nontrivial element of $V_H(C; p)$. Since $p$ is odd by assumption, $P \leq L$ by the preceding lemma. Hence by the preceding paragraph, $C_P(\bar{z}) \leq \bar{W}D$ for any $\bar{z} \neq 1$ in $\bar{W}U$. Since $|C_P(\bar{z})|$ is odd and $\bar{W}$ is normal of index a power of two in $\bar{W}D$, we have, in fact, $C_P(\bar{z}) \leq \bar{W} \leq C \cap \bar{P}$. But $C \cap P = 1$, as $P \in V_H(C)$, and so $C \cap P = 1$. Thus $\bar{W}U$ acts regularly on $\bar{P}$ and so $WUP$ is a Frobenius group. If $W \neq 1$, then $\bar{W}P$ is a Frobenius group and it follows from Lemma 5 that $p$ is the characteristic of $L$ and that $|W|$ divides $q - 1$. Since $|W| = (q + \delta_e)/2^e$ by Lemma 2, this forces $\delta_e = -1$. Since $|U| = 2^e$, $|\bar{W}U| = q - 1$, whence $|\bar{P}| = p$, $\bar{P}$ is a Sylow $p$-subgroup of $L$, and $\bar{W}U$ acts faithfully and irreducibly on $\bar{P}$ regarded as a vector space over $GF(p)$. Since $C \cap L_0 = WU \cap L_0$ is cyclic of order $q - 1$ and $L_0 \cap Z(H)$ has order two, it follows directly from this that $(C \cap L_0)Z(H)/Z(H)$ also acts faithfully and irreducibly on $\bar{P}$. In particular, (i) and (iii) hold.

On the other hand, if $W = 1$, we have shown in the course of the proof of part (ii) of Lemma 6 (with $P$ in the role of $\bar{X}$), that $\delta = -1$, that $q = 2^e + \epsilon$ is either a Fermat of Mersenne prime or $q = 9$, that $|\bar{P}| = q$, that $\bar{P}U$ is a Frobenius group of order $q(q - 1)$, and that $\epsilon = 1$. Thus $\delta_e = -1$, $p$ is the characteristic of $L$, $\bar{P}$ is a Sylow $p$-subgroup of $L$, and $U = \bar{W}U$ acts faithfully and irreducibly on $\bar{P}$. In particular, (i) and (iii) hold in this case as well.

It remains to establish (ii), (iv), and (v). We know that $D$ normalizes $C$, $C$ normalizes $P$, and $C \cap P = 1$. Hence if we set $P* = P^d$, we have that $C = C^d$ normalizes $P*$ and $C \cap P* = 1$, so $P* \in V_H(C; p)$. Furthermore, $P* \neq P$, since otherwise $D = \langle U, d \rangle$ would normalize $P$, contrary to Lemma 9. Thus $\bar{P}$ and $\bar{P}*$ are distinct Sylow $p$-subgroups of $\bar{L}_0$ and consequently $\bar{L}_0 = \langle \bar{P}, \bar{P}* \rangle$ by Lemma 3.1 (vi) and (vii) of [22]. Thus $L_0 = \langle P, P* \rangle$. Since $d^2 \in U$ and $U$ normalizes $P$, $d$ permutes $P$ and $P*$ under conjugation and we conclude that (iv) and (v) hold.

Finally let $X$ be an arbitrary element of $V_H(C; p)$. We know already that $X$ is a Sylow $p$-subgroup of $L$. To prove (ii), we must show that either $X = P$ or $X = P*$. In any event, we have $X^b = P$ for some $b$ in $L$ and so $U^b$ normalizes $P$. But as $N_L(\bar{P}) = \bar{P}WU$ by Lemma 3.1 (vi) of [22], we have $N_L(P) = PWU$, whence $U^b \subseteq PWU$. It follows that $X^b \subseteq WU$ for some $c$ in $P$. Since $X^bc = U$, we can assume without loss to begin with that $U^b \subseteq WU$. Since $WU = W \times U$ and $U$ is a Sylow 2-subgroup of $WU$, we conclude that $U^b = U$. But $T = \Omega_1(U)$ and so $b \in N_H(T)$. But as $H$ is a $Q$-group, $N_H(T) = C_H(T)N_H(T) = CD = C\langle d \rangle$. Since $d^2 \in U \subseteq C$, $b$ lies in one of the two cosets $C$ or $dC$ of $C$ in $CD$. Since $P$ is $C$-invariant, it follows correspondingly that $X = P$ or $X = P*$, thus proving (ii).

**Lemma 11.** If $O(H) = 1$, then any subgroup of $H$ of odd order permutable with $C$ is contained in $CP$ for some element $P$ of $V_H(C; p)$, $p$ an odd prime.

**Proof.** Let $X$ be a subgroup of $H$ of odd order permutable with $C$. Again let $U = C_H(T)$. Then $U$ is a Sylow 2-subgroup of $XC$ and so $\bar{U}$ is a Sylow 2-subgroup of $\bar{XC}$. Since $\bar{U}$ is cyclic, $\bar{XC}$ has a normal 2-complement by Burnside’s transfer theorem and so $XC$ has one as well. Since $C$ has a normal 2-complement of the
form $WE$, where $W = O(C) \cap L$, we see that $O(XC) = XWE$. Since $H = LE$, it follows that $O(XC) = (XW \cap L)E$. Setting $Y = XW \cap L$, we see that $Y$ is normal $XC$, $W \subseteq Y$, and $XC = YE = YC$. Furthermore, $Y \cap C = C_T(T) \subseteq O(C) \cap L = W$.

Consider first the case $W = 1$, in which case $Y \cap C = 1$ and so $x_2$ inverts $Y$. But then $Y$ is abelian and hence any Sylow $p$-subgroup $P$ of $Y$ is normal in $XC$. Since $p \cap C = 1$, this implies that $P \in \mathcal{U}_n(C; p)$, whence $p$ is the characteristic of $L$ by the preceding lemma. Thus the prime $p$ is uniquely determined and consequently $P = Y$. We conclude that $X \leq PC$, as required.

Suppose next that $W \neq 1$ and $Y$ is abelian. By Lemma 3.1 (v) of [22], $C_T(W) \subseteq WD$ and hence $Y \preceq WD$. But then $Y \subseteq W$ and we conclude that $Y = W$. Thus $XC = YC = C$ and so $X \subseteq C$, in which case the lemma clearly holds.

Assume finally that $Y$ is nonabelian. By Lemma 5, $Y$ is a Frobenius group with kernel $P$ of order dividing $q$ and complement of order dividing $q - 1$. Since $|W| = (q + \delta e)/2^n$, and $W \subseteq Y$, it follows that $\delta e = -1$ and that $W$ is a Frobenius complement in $Y$. Hence $Y = WP$ and $P$ is normal in $XC$ as $P$ is characteristic in $Y$. Thus $P$ is $C$-invariant and $X \subseteq YC = WPC = PC$. Since $Y \cap C \subseteq W$, we also have that $P \cap C = 1$, so $P \in \mathcal{U}_n(C; p)$ and the lemma holds in this case as well.

We turn now to some results which do not involve the assumption $O(H) = 1$.

**Lemma 12.** If $H = SU_2(2,9)$, then

(i) $|O(H)| = 3$ and $O(H)$ is inverted by $x_2$.

(ii) $|O(C)| = 5 = \frac{1}{4}(q + \delta e)$.

**Proof.** Since $SL^\mathbb{R}(2,9)$ has index 2 in $SU_2(2,9)$, $O(H)$ has order three. Moreover, $x_2$ inverts $O(H)$ by Lemma 2.2 and so (i) holds.

Setting $\bar{H} = H/O(H)$, we have that $\bar{H}$ is isomorphic to $SU_1(2,9)$ and so $S$ has quasi-dihedral Sylow 2-subgroups. Hence $\delta = 1$, $n = 1$, $e = 1$, and $(q + \delta e)/2^n = 5$. Thus by Lemma 2, $O(C_H(\bar{T}))$ has order five. But $C \cap O(H) = 1$ by (i) and so $O(C)$ maps isomorphically onto $O(C_H(\bar{T}))$, whence $|O(C)| = 5$ and (ii) is proved.

Our next set of lemmas give some general properties of $Q$-groups that will be used considerably in the paper. We make a few preliminary comments. By Proposition 3.1, $H = O(H)C_H(Z(S))$ and so $O(H)Z(S)$ is normal in $H$. Since $H/O(H)$ is a $Q$-group of the same characteristic power as $H$ and with isomorphic Sylow 2-subgroups, but with no nontrivial normal subgroups of odd order, the proof of Proposition 3.3, applied to $H/O(H)$, shows that $\bar{H} = H/O(H)Z(S)$ has dihedral Sylow 2-subgroups, that $\bar{L}$ and $\bar{L}_0$ are isomorphic to $PGL(2,q)$ and $PSL(2,q)$ respectively and, as $q > 3$, that $\bar{L}_0$ is simple and is the unique minimal normal subgroup of $\bar{H}$. In particular, $S(\bar{H}) = 1$. Since $O(H)Z(S)$ is solvable, it follows also that $S(H) = O(H)Z(S)$.

**Lemma 13.** If $K$ is a subgroup of $H$, then the following results hold:

(i) If $K$ covers $H/O(H)$ and $K$ contains $x$, then $K$ covers $N/O(N)$.

(ii) If $K$ covers $L_0S(H)/S(H)$, then $K$ covers $L_0O(H)/O(H)$.
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Theorem 14. The following conditions hold:

(i) \( H = O(H)N \) and \( O(N) \subseteq O(H) \).

(ii) \( S(H) = O(H)Z(S) \).

(iii) \([H, x] \subseteq O(H)\).

Proof. We have remarked at the beginning of the section that \( H = O(H)N \). But then \( O(H)O(N) \) is normal in \( H \) and of odd order, so \( O(H)O(N) \subseteq O(H) \), hence \( O(N) \subseteq O(H) \), proving (i). Furthermore, (ii) has just been noted above. Finally, as \( N \) centralizes \( x \), we have

\[
[H, x] = [O(H)N, x] = [O(H), x] \subseteq O(H),
\]

so (iii) also holds.

Collecting the various observations preceding Lemma 13, we also have:

Lemma 15. The following results hold:

(i) \( H/S(H) \) is a D-group of linear type of characteristic power \( q \) with dihedral Sylow 2-subgroups.

(ii) \( L_0S(H)/S(H) \) is isomorphic to \( PSL(2, q) \) and is the unique minimal normal subgroup of \( H/S(H) \).

(iii) \( LS(H)/S(H) \) is isomorphic to \( PGL(2, q) \).

Lemma 16. If \( CH(0(H)) \) is not contained in \( S(H) \), then \( L_0 = JO(H) \), where

(i) Either \( J \) is isomorphic to \( SL(2, q) \) or \( q = 9 \) and \( J \) is isomorphic to \( SL^\ast(2, 9) \).

(ii) \( J \) is normal in \( L_0 \).

(iii) \( J \cap O(H) = O(J) \). In particular, \( L_0 = J \times O(H) \) if \( q \neq 9 \).

(iv) \( J \) centralizes \( O(H) \).

Proof. We know that \( L_0 \) is the unique minimal normal subgroup of \( H/S(H) \). Hence if \( K = CH(0(H)) \) and \( K \notin S(H) \), then \( K \) is a nontrivial normal subgroup of \( H \) as \( K \) is normal in \( H \) and consequently \( K \supseteq L_0 \). Thus \( K \) covers \( L_0S(H)/S(H) \) and so \( K \) covers \( L_0O(H)/O(H) \) by Lemma 13. Therefore \( O(H)K \) contains \( L_0 \). However,
in the present case \( O(H) \subseteq L_0 \). Indeed, \( S \cap K \neq 1 \) as \( S \cap K \) is a Sylow 2-subgroup of \( K \) and \( K \) is a normal subgroup of \( H \) not contained in \( S(H) \). Since \( S \cap K \) is normal in \( S \), it follows that \( Z(S) \cap K \neq 1 \). But \( Z(S) \) is cyclic and \( x \) is the unique involution of \( Z(S) \), so \( x \in K \) and hence \( O(H) \) centralizes \( x \). Thus \( O(H) \subseteq N \). Since \( L_0 \) contains \( O(H) \cap N \) by its definition, the desired assertion \( O(H) \subseteq L_0 \) is verified. Since \( L_0 \subseteq O(H)K \), we conclude therefore that \( L_0 = O(H)(K \cap L_0) \).

Set \( R = K \cap L_0 \). Then \( L_0 = O(H)R \) and so \( O(R) \subseteq O(L_0) = O(H) \). Since \( R \subseteq K = C_H(O(H)) \), it follows that \( O(R) \subseteq Z(R) \). Thus \( R \) is a central extension of \( O(R) \) by \( R/O(R) \), the latter group being isomorphic to \( L_0/O(H) \) and hence to \( SL(2, q) \). The results of [26] now yield that \( R = JO(H) \), where \( J \) is isomorphic to \( SL(2, q) \) or to \( SL^*(2, 9) \) with \( q = 9 \). Since \( J \) is perfect and \( O(R) \subseteq Z(R) \), \( J = R' \). Thus \( J \) is characteristic in \( R \). But \( R = K \cap L_0 \) is normal in \( L_0 \), so \( J \) is normal in \( L_0 \). Furthermore, \( L_0 = RO(H) = JO(R)O(H) = JO(H) \) as \( O(R) \subseteq O(H) \). In addition, \( J \cap O(H) \subseteq O(J) \). Since \( O(J) = 1 \) if \( q \neq 9 \), we have \( L_0 = J \times O(H) \) in this case. Finally \( J \) centralizes \( O(H) \) as \( J \subseteq R = C_H(O(H)) \) and all parts of the lemma are proved.

For our final general property of \( Q \)-groups, we drop the requirement that \( S \) be quasi-dihedral or wreathed.

**Lemma 17.** If \( H \) is an arbitrary \( Q \)-group, then no subgroup of \( H \) is a \( D \)-group or a \( QD \)-group.

**Proof.** Proposition 3.1 still yields that \( H = O(H)C_H(Z(S)) \). Moreover, \( S \) is not abelian, since otherwise \( S = Z(S) \) and \( C_H(S) \) would have a normal 2-complement by Burnside's transfer theorem and it would follow that \( H \) had a normal 2-complement, contrary to the definition of a \( Q \)-group. Thus \( S \) is nonabelian and now Lemmas 1.1 and 1.2 yield that \( Z(S) \) is cyclic.

Suppose now that \( H \) contains a subgroup \( K \) which is either a \( D \)-group or a \( QD \)-group. By Propositions 1.1 and 1.2 and Definition 2.1, \( K \) contains a four subgroup \( T \) such that \( |A_k(T)| \) is divisible by three. Replacing \( K \) by a conjugate, if necessary, we can assume without loss that \( T \subseteq S \). But \( S \) is a subgroup of a quasi-dihedral or wreathed 2-group \( S^* \) and Lemmas 1.1 and 1.2 imply that \( \Omega_t(Z(S^*)) = \Omega_t(Z(S)) \subseteq T \).

Finally since \( |A_k(T)| \) is divisible by three, \( K \) contains a 3-element \( a \) which cyclically permutes the involutions of \( T \). But then if \( \bar{H} = H/O(H) \), \( a \) cyclically permutes the involutions of \( T \). However, \( Z(\bar{S}) \) is central in \( H \) as \( H = O(H)C_H(Z(S)) \). Since \( Z(\bar{S}) \) is cyclic, \( a \) thus fixes the unique involution \( x \) of \( Z(\bar{S}) \). But \( \langle \bar{x} \rangle = \Omega(Z(\bar{S})) \subseteq \bar{T} \) and so \( \bar{x} \in \bar{T} \), contrary to the fact that \( a \) fixes none of the involutions of \( \bar{T} \).

The final lemma of the section gives some properties of the representations of \( SL(2, q) \).

**Lemma 18.** If \( H = SL(2, p^m), p \) an odd prime, is faithfully represented on a vector space \( V \) over \( GF(p) \), then

(i) \( \dim V \geq 2m \).

(ii) If \( \dim V = 2m \), then \( \dim C_V(P) = m \) for any Sylow \( p \)-subgroup \( P \) of \( H \).
Proof. The irreducible representations of $H$ on a vector space $V$ over $GF(p)$ of dimension at most $2m$ are described by Fong and Wong in (1E) of [16]. Their results prove, in particular, that $\dim V = 2m$, so (i) holds. Moreover, if $\dim V = 2m$, they show that $V$ acts faithfully and irreducibly on $V$ and that if $U = V \otimes F$, where $F$ is an algebraic closure of $GF(p)$, then as an $H$-module, $U$ is the direct sum of $m$ two-dimensional submodules $U_i$, $1 \leq i \leq m$, one of which is the natural module for $H$, and the remaining are the distinct algebraic conjugate modules. But then if $P$ is a Sylow $p$-subgroup of $H$, we have $\dim C_V(P) = 1$, $1 \leq i \leq m$, whence $\dim C_V(P) = m$. This implies that $\dim C_V(P) = m$ and so (ii) also holds.

5. D-groups. We now establish those properties of D-groups which we shall need for the paper. Throughout the section $H$ will denote an arbitrary D-group and $T$ a four subgroup of $H$.

It will be convenient to say that $H$ is a D-group with respect to $T$ whenever $|A_H(T)|$ is divisible by three. If $H$ contains no normal subgroups of index two, then $H$ has dihedral Sylow 2-subgroups by definition of a D-group. In this case Theorem 7.7.3 of [19] implies that $H$ is a D-group with respect to any four subgroup $T$ of $H$.

Lemma 1. The following results hold:

(i) $H$ is a D-group with respect to $T$ if and only if $T \subseteq H'$.

(ii) If $H$ is not a D-group with respect to $T$, then $H/O(H)$ contains a normal subgroup of odd index isomorphic to either $PGL(2, q)$ for some odd $q$ or to $PGL_n(2, 3)$ for some $n$.

Proof. If $\overline{H} = H/O(H)$, then $N_H(T)$ and $C_H(T)$ are the images of $N_H(T)$ and $C_H(T)$ respectively. Moreover, $T \subseteq H'$ if and only if $\overline{T} \subseteq \overline{H'}$. Thus it will suffice to prove the lemma for $\overline{H}$. Since $\overline{H}$ is clearly also a D-group and $O(\overline{H}) = 1$, we can therefore assume without loss that $O(H) = 1$.

If $H$ is isomorphic to $A_4$, then $T \subseteq H'$ and $H$ is a D-group with respect to $T$, so the lemma holds in this case. On the other hand, if $H$ is isomorphic to $PGL_n(2, 3)$, (ii) certainly holds and (i) is immediate from the structure of $H$. Hence we can assume that $H$ is of neither of these forms. But now Proposition 3.4 yields that $H = LE$, where $L$ is isomorphic to $PSL(2, q)$, $PGL(2, q)$, or $PGL^*(2, q)$ for some odd $q$, $E$ is cyclic of odd order, $L \cap E = 1$, and $E$ centralizes a Sylow 2-subgroup of $L$. Thus $T \subseteq L$ and $L$ contains a normal subgroup $L_0$ of index at most two isomorphic to $PSL(2, q)$. If $T \subseteq L_0$, then $L_0$, and hence also $H$, is a D-group with respect to $T$. Furthermore, $T \subseteq L_0$, as $L_0$ has no normal subgroups of index two. Thus the lemma holds in this case.

Suppose, on the other hand, that $T \not\subseteq L_0$, in which case $L$ is isomorphic to $PGL(2, q)$ or $PGL^*(2, q)$. However, in the latter case $L$ has quasi-dihedral Sylow 2-subgroups and so by Lemma 1.1 has only one conjugacy class of four groups. Since $L_0$ is normal in $H$ and contains a four group, we have $T \subseteq L_0$, contrary to assumption. Thus $L$ is isomorphic to $PGL(2, q)$. Furthermore, $L_0$ is normal in $H$ and $H = LE = L_0TE$, so $\overline{T}$ is normal in $\overline{H} = H/L_0 = TE$. Since $\overline{T}$ is of order two, we
have $H = T \times E$, so $T \neq H'$ and hence $T \neq H'$. Clearly this implies that $|A_H(T)|$ is not divisible by three and so the lemma holds in this case as well.

**Lemma 2.** If $H$ is a $D$-group with respect to $T$ and $p$ is an odd prime, then $T \leq O_p(H)$ if and only if $O_p(H) \neq O(H)$.

**Proof.** If $T \leq O_p(H)$, then obviously $O_p(H) \neq O(H)$. Suppose, on the other hand, that $O_p(H) \neq O(H)$, in which case $O_p(H)$ has even order as $O_p(H)$ is normal in $H$. But then if $S$ is a Sylow 2-subgroup of $H$ containing $T$, $S \cap O_p(H) \neq 1$. Since $S \cap O_p(H)$ is normal in $S$, it follows that $Z(S) \cap O_p(H) \neq 1$. Thus $T \cap O_p(H) \neq 1$. But $|A_H(T)|$ is divisible by three as $H$ is a $D$-group with respect to $T$ and so $H$ contains a 3-element which cyclically permutes the involutions of $T$. We conclude therefore that $T \leq O_p(H)$, as required.

A similar result is the following:

**Lemma 3.** Let $K$ be a normal subgroup of $H$. Then

(i) If $C_H(K) \neq O(H)$, then $C_H(K)$ contains a four group.

(ii) If $K$ is inverted by an involution of $H$, then $C_H(K) \neq O(H)$.

**Proof.** Set $R = C_H(K)$ and $H = H/O(H)$. Then $R$ is normal in $H$ as $K$ is normal in $H$, so $R$ is normal in $H$. If $R \neq O(H)$, then $R$ and hence also $R$, has even order. Since $H$ is a $D$-group in which $O(H) = 1$, we can apply Proposition 3.4 to $H$ and it is immediate from that result that any nonidentity normal subgroups of $H$ contains a four group. Thus, $R$ and hence also $R$, contains a four group, proving (i).

Suppose next that $K$ is inverted by an involution of $H$, in which case the extended centralizer $R^* = C_H^*(K)$ of $K$ in $H$ is not contained in $O(H)$. But $R^*$ is normal in $H$ and so $R^*$ contains a four group as in the preceding paragraph. Hence also $R^*$ contains a four group. However $|R^* : R| = 2$ and so $R$ must have even order. Thus $R \neq O(H)$ and (ii) also holds.

**Lemma 4.** If $K \in \mathcal{U}_H(T)$ with $K$ of odd order and $[T, K] = K$, then $K/K \cap O(H)$ is cyclic.

**Proof.** Setting $H = H/O(H)$, we have $K \in \mathcal{U}_H(T)$, $K$ is of odd order, and $[T, K] = K$ and we need only prove that $K$ is cyclic. It will suffice to prove the lemma for $H$ and so without loss we can assume that $O(H) = 1$ and establish that $K$ is cyclic.

If $H$ is isomorphic to $A_n$, the maximal elements of $\mathcal{U}_H(T)$ are of order three, while if $H$ is isomorphic to $\text{PGL}_n(2, q)$, $\mathcal{U}_H(T)$ is trivial, as is easily verified. In either case it follows that $K$ must be cyclic. Hence we can suppose that $H$ is not of this form, whence $H = LE$, where $L$ and $E$ are as in Proposition 3.4. Since $L$ is normal in $H$ and $E$ has odd order, $T \leq L$ and so $K = [T, K] \leq L$. Let $L_0$ be the subgroup of index at most two in $L$ isomorphic to $\text{PSL}(2, q)$. Then $K \leq L_0$. If $L$ is isomorphic to $\text{PGL}^*(2, q)$, it follows as in the proof of Lemma 1 that $T \leq L_0$. Since $L$ is isomorphic
to $\text{PSL}(2, q)$, $\text{PGL}(2, q)$, or $\text{PGL}^*(2, q)$, we conclude at once that $L_0 T$ is isomorphic to $\text{PSL}(2, q)$ or $\text{PGL}(2, q)$. But now Lemmas 3.1 (iii) and (vii) of [22] imply that every element of $\mathcal{V}_{L_0}(T)$ is cyclic. Thus $K$ is cyclic, as required.

**Lemma 5.** $H$ does not involve a $Q$-group.

**Proof.** Suppose $H$ involves a $Q$-group $K$. Then by Propositions 1.1 and 1.2 and the definition of a $Q$-group, $K$ contains a quaternion subgroup $Q$ such that $|A_K(Q)|$ is divisible by three. This implies that $Q \subseteq K'$ and hence that $H'$ involves a quaternion group. But then so does $\overline{H}'$, where $\overline{H} = H/\text{O}(H)$. On the other hand, Proposition 3.4, applied to $\overline{H}$, yields that a Sylow 2-subgroup of $\overline{H}'$ is either dihedral or is abelian of type $(2^n, 2^n)$ for some $n$. In either case it follows that $\overline{H}'$ does not involve a quaternion group. This contradiction establishes the lemma.

By analogy with Lemma 3.13 we have

**Lemma 6.** If $H/\text{O}(H)$ is isomorphic to $\text{PSL}(2, q)$ with $q > 3$ and $q \not\equiv 9$ and if $C_H(\text{O}(H)) \neq 0(H)$, then $H = J \times 0(H)$, where $J$ is isomorphic to $\text{PSL}(2, q)$.

**Proof.** Set $K = C_H(\text{O}(H))$, so that $K$ is normal in $H$ and $\text{O}(H)K \supseteq \text{O}(H)$. Since $q > 3$, $H/\text{O}(H)$ is simple and hence $\text{O}(H)$ is a maximal normal subgroup of $H$, thus forcing $\text{O}(H)K = H$. This implies that $\text{O}(K) \subseteq \text{O}(H)$. Since $K$ centralizes $\text{O}(H)$, it follows that $\text{O}(K) \subseteq Z(K)$. Since $q \not\equiv 9$ and $q > 3$, the results of [26] now yield that $K = J \times \text{O}(K)$, where $J$ is isomorphic to $\text{PSL}(2, q)$. Since $J$ is simple and $\text{O}(K)$ is solvable, $J$ is characteristic in $K$ and so $J$ is normal in $H$. Moreover, $[J, \text{O}(H)] \subseteq \text{O}(J) = 1$. We conclude that $H = \text{K}O(H) = J'O(H) = J'O(H) = J \times \text{O}(H)$ and the lemma is proved.

The next two lemmas list some properties of $D$-groups $H$ of linear type with dihedral or quasi-dihedral Sylow 2-subgroups in which $\text{O}(H) = 1$. The structure of such a group is given in Proposition 3.4 and we have $H = LE$, where $L$ and $E$ are as in that proposition. In particular, $E$ centralizes a Sylow 2-subgroup $S$ of $H$, which without loss we may assume contains $T$. We also set $D = N_S(T)$, so that $S = T$ and $D$ is dihedral of order eight if $S \supset T$. In addition, we let $x_i$, $1 \leq i \leq 3$, be the involutions of $T$ with $x_i \in Z(D)$, we let $L_0$ be the normal subgroup of $H$ of index at most two in $L$ isomorphic to $\text{PSL}(2, q)$, and we set $e = \pm 1$, where $q \equiv e \pmod{4}$.

**Lemma 7.** If $H$ is of linear type with dihedral or quasi-dihedral Sylow 2-subgroup $S$ and with $\text{O}(H) = 1$, then

(i) If $x_1 \in L_0$, then $C_{L_0}(x_i)$ is a dihedral group of order $q - e$.

(ii) If $x_1 \notin L_0$, then $C_{L_0}(x_i)$ is a dihedral group of order $q + e$.

(iii) $C_H(T) = T \times E$ and $C_E(T) = T$.

(iv) Every element of $\mathcal{V}_{H}(T)$ is contained in $C_{H}(x_i)$ for some $i$, $1 \leq i \leq 3$.

(v) If $D \supset T$, then every element of $\mathcal{V}_{H}(D)$ is contained in $C_{H}(x_i)$.

(vi) If $L$ is isomorphic to $\text{PGL}^*(2, q)$, then all involutions of $H$ are contained in $L_0$.

**Proof.** First, if $L$ is isomorphic to $\text{PGL}^*(2, q)$, we have argued already in Lemma 1 that $L_0$ contains every four subgroup of $L$. Since any involution of $H$ lies in $L$ and
is clearly contained in a four subgroup of $L$, we see that (vi) holds. Furthermore, this argument shows that $L_0T$ is isomorphic to either $PSL(2, q)$ or $PGL(2, q)$. But now (i) and (ii) are a consequence of Lemma 3.1 (iii) of [22], while (iii) follows from Lemmas 3.1 (iii) and 3.3 (i) of [22] and (iv) follows from Lemma 3.1 (vii) of [22].

Finally if $D \supset T$, then $D = \langle T, T^* \rangle$ for some four subgroup $T^*$ of $D$. But then, as with $T$, we have that $L_0D$ is isomorphic to $PSL(2, q)$ or $PGL(2, q)$. Hence if $K \subseteq \mathcal{N}_H(D)$, then $K \subseteq C_H(x_1) \cap C_H(x^*)$ by (iv), where $x^*$ is an involution of $T^*$, so (v) holds if $x_1$ or $x^*$ is $x_1$. Since $T \cap T^* = \langle x_1 \rangle$, it follows in the contrary case that $\langle x_1, x^* \rangle = D$, whence $K \subseteq C_H(D) = E$ by (iii) as $K$ is necessarily of odd order. Thus $K \subseteq C_H(x_1)$ in this case as well, so (v) holds.

**Lemma 8.** If $H$ is a D-group with respect to $T$ of linear type with dihedral or quasi-dihedral Sylow 2-subgroup $S$ in which $O(H) = 1$ and $E_0$ is a subgroup of $E$ of order $e_0$, then

(i) $C_{L_0}(E_0)$ is isomorphic to $PSL(2, q_0)$, where $q = q_0^e$.

(ii) $C_{L_0}(E_0)$ is a D-group with respect to $T$.

**Proof.** First, (i) is a consequence of Lemma 3.3 (i) of [22]. Furthermore, $T \subseteq H'$ by Lemma 1 and it is immediate from the structure of $H$ that $L_0 = H'$. Hence $T \subseteq C_{L_0}(E_0)$. Since $C_{L_0}(E_0)$ is isomorphic to $PSL(2, q_0)$ with $q_0$ odd, it has no normal subgroups of index two and so is a D-group with respect to any of its four subgroups. Thus (ii) also holds.

The following properties of the groups $A_7$ and $PGL_n(2, 3)$ are easy to check:

**Lemma 9.** The following conditions hold:

(i) If $H$ is isomorphic to $A_7$, then a maximal element of $\mathcal{N}_H(S)$ has order 3 and centralizes a four subgroup of $S$.

(ii) If $H$ is isomorphic to $PGL_n(2, 3)$ for some $n$, then $\mathcal{N}_H(T)$ is trivial.

We conclude this section with a specialized result concerning the representations of D-groups.

**Lemma 10.** Assume $H$ is a D-group satisfying the following conditions:

(a) $H$ is of linear type with dihedral or quasi-dihedral Sylow 2-subgroups and characteristic power $q > 5$.

(b) There is an involution $x$ of $H$ with $x \notin H'$.

(c) $H$ is faithfully represented on a vector space $V$ over $GF(p)$, $p$ an odd prime.

(d) $\dim V = 1 + \dim C_T(x)$.

Under these conditions, $x$ inverts an element $u$ of $H$ of odd prime order $r$ with $r \neq p$ and such that $C_T(x) \cap C_T(u)$ is nontrivial.

**Proof.** It will suffice to prove that $x$ inverts an $r$-element $u \neq 1$ for some odd prime $r \neq p$. Indeed, if this is the case, we can take $u$ to be of order $r$. Setting $x' = u^{-1}xu$, we then have that $u \in \langle x, x' \rangle$ as $x$ inverts $u$ and $u$ has odd order. But $x'$, being a conjugate of $x$, also centralizes a subspace of $V$ of codimension one.
Hence $V_0 = C_V(\langle x, x' \rangle)$ has codimension at most two in $V$ and both $x$ and $u$ centralize $V_0$. Thus the lemma holds if $V_0$ is nontrivial. However, in the contrary case, dim $V \leq 2$. But $H$, being a $D$-group, contains a four subgroup $T_0$ such that $|A_H(T_0)|$ is divisible by three. Clearly then $N_H(T_0)$ cannot be faithfully represented on a two-dimensional vector space over $GF(p)$, $p$ odd. Thus we need only prove the existence of the required $r$-element $u$.

Setting $\bar{H} = H/O(H)$, we have that $\bar{H}$ is a $D$-group of linear type with dihedral or quasi-dihedral Sylow 2-subgroups of characteristic power $q > 5$ and $\bar{x} \notin \bar{H}'$. Proposition 3.4 together with Lemma 7 imply that $\bar{H} = \bar{L}\bar{E}$, where $\bar{L}$ is isomorphic to $PGL(2, q)$, $\bar{L}$ is normal in $\bar{H}$, and $\bar{E}$ is cyclic of odd order. It will clearly suffice to show that $\bar{x}$ normalizes, but does not centralize, an $r$-subgroup $\bar{R}$ of $\bar{L}$ for some odd prime $r \neq p$. Indeed, then the inverse image $R$ of $\bar{R}$ in $H$ has odd order and is $x$-invariant, so $x$ normalizes some Sylow $r$-subgroup $R_0$ of $R$. Since $\bar{R}_0 = \bar{R}$, $x$ does not centralize $R_0$ and consequently $x$ will invert some element $u \neq 1$ of $R_0$ by Lemma 10.4.1 of [19]. We argue by contradiction and so assume that no such subgroup $\bar{R}$ exists.

Let $L_0$ be the subgroup of index two in $L$ isomorphic to $PSL(2, q)$ and let $\tilde{x}_0$ be an involution of $L_0$ centralizing $\bar{x}$. As usual, Lemma 3.1 (iii) of [22] implies that $C_L(\tilde{x}_0)$ and $C_L(\tilde{x}\tilde{x}_0)$ are dihedral groups of orders $2(q - \epsilon)$ and $2(q + \epsilon)$ respectively, where $\epsilon \equiv e \pmod{4}$ and $e = \pm 1$. Now a dihedral group (of order greater than four) possesses a unique central involution, which in the present cases will be $\tilde{x}_0$ and $\tilde{x}\tilde{x}_0$ respectively. It follows at once from this that $\bar{x}$ inverts both $O(C_L(\tilde{x}_0))$ and $O(C_L(\tilde{x}\tilde{x}_0))$. Since no odd prime divides both $q - \epsilon$ and $q + \epsilon$, our conditions force one of these numbers to be a power of 2 and the other to be divisible only by the primes 2 and $p$; otherwise $\bar{x}$ would invert a Sylow $r$-subgroup $\bar{R} \neq 1$ of $O(C_L(\tilde{x}_0))$ or $O(C_L(\tilde{x}\tilde{x}_0))$ for some odd prime $r \neq p$, contrary to our assumption. We conclude therefore that $q$ is either a Mersenne or Fermat prime or $q = 9$ and that either $q + 1$ or $q - 1$ is of the form $2p^a$ for some $a$. Moreover, $a \geq 1$ as $q > 5$ by assumption and consequently the characteristic $t$ of $L_0$ is distinct from $p$. But then we must also have $e = 1$, since otherwise Lemma 3.1 (vi) of [22] would imply that $\bar{x}$ inverts a Sylow $t$-subgroup $\bar{P}$ of $L_0$ and we could take $t = r$ and $\bar{P} = \bar{R}$. Thus $q$ is, in fact, a Fermat prime or 9 and $q + 1 = 2p^a$.

To treat this case, it will suffice to prove the existence of conjugates $z_1, z_2$ of $x$ in $H$ such that $\langle x, z_1, z_2 \rangle$ maps onto $L$. Indeed, assume this is the case and set $K = \langle x, z_1, z_2 \rangle$. By assumption (d), $C_V(z_i)$ has codimension one in $V$, $1 \leq i \leq 3$, and hence $V_0 = C_V(x) \cap C_V(z_1) \cap C_V(z_2)$ has codimension at most three in $V$. Thus $\bar{V} = V/V_0$ has dimension at most three. Furthermore, $K_0 = K/C_V(z)$ stabilizes the chain $V \supseteq V_0 = 0$. Since $K$ is faithfully represented on $V$ and $V$ is a vector space over $GF(p)$, it follows that $K_0$ is a $p$-group. But $K/O(K)$ is isomorphic to $\bar{K} = \bar{L}$ which has no nontrivial normal $p$-subgroups and so $K_0 \subseteq O(K)$. Hence if $\bar{K} = K/K_0$, we conclude that $\bar{K}$ is faithfully represented on $\bar{V}$ and that $\bar{K}/O(\bar{K})$ is isomorphic to $PGL(2, q)$.

But now as $\bar{K}$ is a $D$-group and $V$ is of dimension at most three over $GF(p)$, Lemma 3.5 (iii) of [22] implies that $q = 5, 7, 9, \text{ or } p$. However, in our case $q \neq p$, License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use
q \neq 5$, and $q$ is not a Mersenne prime, so we must have $q = 9$. But also $q + 1 = 2p^a$ and so $p = 5$. Thus $K$ is isomorphic to a subgroup of $GL(3, 5)$. However, this is impossible as $K$ involves $PGL(2, 9)$ and so has order divisible by nine, while $|GL(3, 5)|$ is not divisible by nine.

Thus it remains to prove the existence of the required conjugates $z_1, z_2$ of $x$. Clearly we need only prove the existence of conjugates $\bar{z}_1, \bar{z}_2$ of $\bar{x}$ such that $\langle \bar{x}, \bar{z}_1, \bar{z}_2 \rangle = \bar{L}$. Now $C_{\bar{L}}(\bar{x}_0)$ and $C_{\bar{L}}(\bar{x}\bar{x}_0)$ are dihedral groups of order $2(q-1) = 2^m$ for some integer $m$ and $2(q+1) = 4p^a$ respectively and $\bar{x}$ is not in the center of either group. We can therefore determine conjugates $\bar{z}_1$ and $\bar{z}_2$ or $\bar{x}$ by an element of $C_{\bar{L}}(\bar{x}_0)$ and $C_{\bar{L}}(\bar{x}\bar{x}_0)$ respectively such that $\langle \bar{x}, \bar{z}_1 \rangle$ and $\langle \bar{x}, \bar{z}_2 \rangle$ are dihedral groups of order $2^{m-1}$ and $2p^a$ respectively. Setting $\bar{K} = \langle \bar{x}, \bar{z}_1, \bar{z}_2 \rangle$, we shall argue now that $\bar{K} = \bar{L}$ and this will suffice to complete the proof.

We note first that $m \geq 4$ as $q \geq 9$. In particular, this implies that eight divides $|\bar{K}|$ and that $\bar{x}_0 \in \langle \bar{x}, \bar{z}_1 \rangle$, whence also $\bar{x}_0 \in \bar{K}$. Furthermore, if $\bar{P}$ is the Sylow $p$-subgroup of $\langle \bar{x}, \bar{z}_2 \rangle$, then $|\bar{P}| = p^a$. $\bar{P}$ is inverted by $\bar{x}$, and $\bar{P}$ is centralized by $\bar{x}\bar{x}_0$. Consider first the case that $\bar{K}$ has a normal 2-complement. Then $\bar{P} \subseteq O(\bar{K})$ and $\bar{x}\bar{x}_0$ is the only involution of the four group $\langle \bar{x}, \bar{x}_0 \rangle$ which centralizes $\bar{P}$. However, $O(\bar{K}) \leq \mathcal{N}_{\bar{L}}(\langle \bar{x}, \bar{x}_0 \rangle)$ and hence Lemma 3.1 (iii), (v), and (vii) of [22] yields that $O(\bar{K}) \subseteq C_{\bar{L}}(\bar{x}\bar{x}_0)$ and that $N_{\bar{L}}(O(\bar{K})) = C_{\bar{L}}(\bar{x}\bar{x}_0)$. Since $\bar{K} \leq \bar{L}$, it follows that $\bar{K} \subseteq C_{\bar{L}}(\bar{x}_0)$. But eight divides $|\bar{K}|$ and does not divide $|C_{\bar{L}}(\bar{x}_0)|$. This contradiction shows that $\bar{K}$ does not have a normal 2-complement. Thus $\bar{K}$ is necessarily a $D$-group.

Finally $\bar{K}$ has a normal subgroup of index two as $\bar{x} \in \bar{K}$. Moreover, $|C_{\bar{K}}(\bar{x}_0)| \geq 2^m - 1 = 2^{n-1} \geq 8$ as $\langle \bar{x}, \bar{z}_2 \rangle \subseteq \bar{K}$. In particular, $\bar{K}$ is not isomorphic to $PGL(2, 3)$ or $PGL(2, 5)$. Since $q$ is either 9 or a prime, we conclude therefore from Lemma 3.1 (viii) of [22] that $\bar{K}$ is isomorphic to $PGL(2, q)$. Since $\bar{K} \subseteq \bar{L}$, this forces $\bar{K} = \bar{L}$ and the lemma is proved.

6. $p$-constraint and $p$-stability. The concepts of $p$-constraint and $p$-stability will play an important role in the paper. However, we shall require certain variations of the standard notions. We begin with constraint.

Recall that by definition a group $H$ is $p$-constrained, $p$ a prime, provided $C_H(P) \subseteq O_{p'}(H)$, where $P$ is a Sylow $p$-subgroup of $O_{p'}(H)$ ($\S 8.1$ of [19]). However, it may or may not be the case that $O_{p'}(H) \subseteq O(H)$ or that $O_{p'}(H) \subseteq S(H)$. Thus $H$ may very well be $p$-constrained without $C_H(P)$ being contained in $O(H)$ or $S(H)$. We make the following definition:

**Definition 1.** A group $H$ will be said to be $p$-constrained **within** $O(H)$ or **within** $S(H)$, $p$ a prime, provided $H$ is $p$-constrained and $O_{p'}(H)$ is contained, respectively, in $O(H)$ or $S(H)$.

Our discussion of $p$-constraint depends upon the following general lemma:

**Lemma 1.** If the 2-group $S$ acts on the group $K$ of odd order and if $P$ is an $S$-invariant Sylow $p$-subgroup of $K$, then $S$ centralizes $P$ if and only if it centralizes $P \cap O_{p'}(K)$.
Proof. Set \( Q = P \cap O_{p'}(K) \), so that \( K \) is an \( S \)-invariant Sylow \( p \)-subgroup of \( O_{p'}(K) \). If \( S \) centralizes \( P \), then obviously \( S \) centralizes \( Q \). Suppose conversely that \( S \) centralizes \( Q \). Setting \( H = KS \) and \( \overline{H} = H/O_{p}(K) \), we have that \( \overline{S} \) centralizes \( \overline{Q} = O_{p}(K) \) and it will suffice to show that \( \overline{S} \) centralizes \( \overline{P} \). Hence without loss we can assume to begin with that \( O_{p}(K) = 1 \).

But then if \( C = C_{H}(Q) \), we have \( S \subseteq C \). On the other hand, \( K \) is \( p \)-constrained as \( K \), being of odd order, is solvable. Since \( O_{p}(K) = 1 \), it follows that \( C \cap K = C_{K}(Q) \subseteq Q \). Since \( [S, P] \subseteq C \cap K \subseteq Q \) and since \( S \) centralizes \( Q \), \( S \) stabilizes the chain \( P \leq g \leq 1 \) and so \( S \) centralizes \( P \), as required.

Lemma 2. If \( H \) is a \( Q \)-group with quasi-dihedral or wreathed Sylow \( 2 \)-subgroup \( S \) of characteristic power \( q \equiv 5 \) and \( P \) is an \( S \)-invariant Sylow \( p \)-subgroup of \( O(H) \) for some prime \( p \), then

(i) \( H \) is \( p \)-constrained within \( S(H) \) if and only if \( C_{Z(S)}(P) \) is a Sylow \( 2 \)-subgroup of \( C_{H}(P) \).

(ii) \( H \) is \( p \)-constrained within \( O(H) \) if and only if \( C_{H}(P) \) is of odd order.

Proof. We shall first reduce to the case that \( O_{p}(O(H)) = 1 \). Indeed, setting \( \overline{H} = H/O_{p}(O(H)) \), we have that \( O(\overline{H}) = O(\overline{H}) \), \( S(\overline{H}) = S(\overline{H}) \), \( \overline{P} \) is an \( \overline{S} \)-invariant Sylow \( p \)-subgroup of \( O(\overline{H}) \), \( \overline{S} \) is a Sylow \( 2 \)-subgroup of \( \overline{H} \) and is isomorphic to \( S \), and \( \overline{H} \) is a \( Q \)-group of the same characteristic power as \( H \). Moreover, since \( O_{p}(O(H)) \) has order relatively prime to 2 and \( p \), \( C_{Z(S)}(P) \) maps onto \( C_{Z(S)}(\overline{P}) \) and a Sylow \( 2 \)-subgroup of \( C_{H}(P) \) maps onto a Sylow \( 2 \)-subgroup of \( C_{H}(\overline{P}) \). Thus \( C_{Z(S)}(P) \) is a Sylow \( 2 \)-subgroup of \( C_{H}(P) \) if and only if \( C_{Z(S)}(\overline{P}) \) is a Sylow \( 2 \)-subgroup of \( C_{H}(\overline{P}) \) and \( C_{H}(P) \) is of odd order if and only if \( C_{H}(\overline{P}) \) is. In addition, it follows at once from the definitions and the fact that \( S(\overline{H}) = S(\overline{H}) \) and \( O(\overline{H}) = O(\overline{H}) \) that \( H \) is \( p \)-constrained within \( S(H) \) or \( O(H) \) if and only if \( \overline{H} \) is \( p \)-constrained within \( S(\overline{H}) \) or \( O(\overline{H}) \) respectively. We conclude that the lemma holds for \( H \) provided it holds for \( \overline{H} \). Since \( O_{p}(O(\overline{H})) = 1 \), we can therefore assume without loss to begin with that \( O_{p}(O(H)) = 1 \).

Set \( Q = O_{p}(O(H)) \), \( S_{0} = C_{S}(Q) \), and \( S_{1} = C_{P}(Q) \). Then \( S \) normalizes \( Q \) as \( Q \) is normal in \( H \) and \( S \) normalizes \( P \) by hypothesis, so \( S \) normalizes both \( C_{H}(Q) \) and \( C_{P}(P) \) and consequently \( S_{0} \) and \( S_{1} \) are Sylow \( 2 \)-subgroups of \( C_{H}(Q) \) and \( C_{P}(P) \) respectively. Moreover, \( S_{1} \subseteq S_{0} \). We now apply the preceding lemma with \( O(H) \) in the role of \( K \) and \( S_{0} \) in the role of \( S \). Since \( Q = O_{p}(O(H)) \cap P \) in the present case, we conclude from the lemma that \( S_{0} \) centralizes \( P \), whence \( S_{0} = S_{1} \). Thus \( C_{Z(S)}(P) \) will be a Sylow \( 2 \)-subgroup of \( C_{H}(P) \) if and only if \( C_{Z(S)}(Q) \) is a Sylow \( 2 \)-subgroup of \( C_{H}(Q) \); \( C_{H}(P) \) has odd order if and only if \( C_{H}(Q) \) does. Therefore it will suffice to prove that \( H \) is \( p \)-constrained within \( S(H) \) or \( O(H) \) if and only if \( C_{Z(S)}(Q) \) is a Sylow \( 2 \)-subgroup of \( C_{H}(Q) \) or \( C_{H}(Q) \) has odd order respectively.

Now by Lemma 4.14, we have \( S(H) = O(H)Z(S) \) as \( q \equiv 5 \). Consider first the case that \( O_{p}(H) \subseteq S(H) \). Set \( X = O_{p}(H) \). Since \( O_{p}(O(H)) = 1 \), it follows that
Let $Q_1$ be a Sylow $p$-subgroup of $O_{p',p}(H)$ and let $S_1$ be a Sylow 2-subgroup of $X$. Since $X$ is normal in $XQ_1$ and $X$ is a $p'$-group, it follows by the Frattini argument that $N_{XQ_1}(S_1)$ contains a Sylow $p'$-subgroup of $XQ_1$. But $Q_1$ is a Sylow $p$-subgroup of $XQ_1$, so by Sylow's theorem a conjugate of $Q_1$ by an element of $X$ normalizes $S_1$. Hence, replacing $S_1$ by a suitable conjugate, we can assume without loss that $Q_1$ normalizes $S_1$.

It will suffice to prove that $p > 3$. Indeed, assume this is the case. Since $Q_1$ is a subgroup of a quasi-dihedral or wreathed 2-group, no section of $S_1$ is elementary abelian of order exceeding four, as is easily checked. Since $p > 3$, this implies that $Q_1$ centralizes every section of $S_1$ that it normalizes and so $Q_1$ normalizes $S_1$. But as we have shown above, $S_1$ is not cyclic. Since $S(H) = O(H)Z(S)$ and $Z(S)$ is cyclic, we conclude that $C_H(Q_1) \subseteq S(H)$ as $S_1 \subseteq C_H(Q_1)$. However, if $H$ were $p$-constrained within $S(H)$, then by definition $C_H(Q_1) \subseteq O_{p',p}(H)$ and $O_{p',p}(H) \subseteq S(H)$, whence $C_H(Q_1) \subseteq S(H)$, which is not the case. Thus $H$ is not $p$-constrained within $S(H)$ and so certainly is not $p$-constrained within $O(H)$.

However, as $X \notin S(H)$, the image $\bar{X}$ of $X$ in $\bar{H} = H/S(H)$ is a nontrivial normal subgroup of $\bar{H}$, so $\bar{X}$ contains the normal subgroup of $\bar{H}$ isomorphic to $PSL(2, q)$ by Lemma 4.15. But $PSL(2, q)$ has order divisible by three for all odd $q$ and hence $X$ also has order divisible by three. Since $X$ is a $p'$-group, we conclude that $p > 3$, as required, and the lemma is proved.
LEMMA 3. Let $H$ be a $D$-group with respect to the four group $T$ and let $P$ be a $T$-invariant Sylow $p$-subgroup of $O_{p',p}(O(H))$ and assume that $O_p(H) \subseteq O(H)$. Then we have

(i) If $H$ is $p$-constrained within $O(H)$, then $C_T(P) = 1$.
(ii) If $H$ is not $p$-constrained within $O(H)$, then $C_T(P) = P$.

Proof. Arguing as in the preceding lemma, we conclude easily that it suffices to consider the case that $O_{p'}(O(H)) = 1$. Since $O_{p'}(H) \subseteq O(H)$ by hypothesis, it follows that $O_{p'}(H) = 1$ and that $O_{p',p}(H) = O_{p',p}(O(H))$, whence $P = O_{p',p}(H)$. Since $O(H)$ is solvable, it is $p$-constrained and so $C_{O(H)}(P) = Z(P) \subseteq O_{p',p}(H)$. It follows therefore from the definition that $H$ is $p$-constrained if and only if $C_H(P) \subseteq O(H)$. Since $O_{p',p}(H) \subseteq O(H)$, we see that, in fact, $H$ will be $p$-constrained within $O(H)$ if and only if $C_H(P) \subseteq O(H)$.

If $C_H(P) \subseteq O(H)$, then obviously $C_T(P) = 1$, so (i) holds. Suppose, on the other hand, that $C_H(P) \not\subseteq O(H)$. If $S$ is a Sylow 2-subgroup of $H$ containing $T$, then $S_0 = C_S(P)$ is a Sylow 2-subgroup of $C_H(P)$ as $C_H(P)$ is normal in $H$ and so $S_0 \neq 1$. Since $S_0$ is normal in $S$, it follows that $S_0 \cap Z(S) \neq 1$. However, by definition of a $D$-group, $S$ is either dihedral, quasi-dihedral, or wreathed. One checks in each case that any four subgroup of $S$ necessarily contains $\Omega_2(Z(S))$. But $S_0 \cap \Omega_2(Z(S)) \neq 1$ as $S_0 \cap Z(S) \neq 1$ and so $S_0 \cap T \neq 1$. Thus $C_T(P) \neq 1$. On the other hand, the involutions of $T$ are cyclically permuted by a 3-element of $H$ as $H$ is a $D$-group with respect to $T$. Furthermore, this 3-element leaves $P$ invariant as $P$ is normal in $H$. Since some involution of $T$ centralizes $P$, we conclude that $T$ itself centralizes $P$ and (ii) is proved.

Recall next that a group $H$ in which $O_p(H) \neq 1$, $p$ an odd prime, is said to be $p$-stable provided for any nontrivial $p$-subgroup $P$ of $H$ such that $O_{p'}(H)P$ is normal in $H$, we have

$$AC_H(P)/C_H(P) \subseteq O_p(N_H(P)/C_H(P))$$

for every $p$-subgroup $A$ of $N_H(P)$ for which $[P, A, A] = 1$. (Actually this definition differs slightly in form, but not in basic content from that given in §8.1 of [19] and removes an error in the former definition. However, it is the present definition which is, in fact, used in the proof of Glauberman's $ZJ$-theorem (Theorems 8.2.10 and 8.2.11 of [19]).)

We now introduce a slight extension of this concept:

DEFINITION 2. Let $H$ be a group in which $O_p(H) \neq 1$, $p$ an odd prime, and let $R$ be a $p$-subgroup of $H$ such that

(a) $R \cap O_{p',p}(H)$ is a Sylow $p$-subgroup of $O_{p',p}(H)$.
(b) Either $R$ is normal in a Sylow $p$-subgroup of $H$ or $RK/K$ contains $O_p(H/K)$ for every normal subgroup $K$ of $H$.

Under these conditions, we say that $H$ is $p$-stable with respect to $R$ provided for any nontrivial subgroup $P$ of $R$ such that $O_{p'}(H)P$ is normal in $H$, we have

$$AC_H(P)/P \subseteq O_p(N_H(P)/C_H(P))$$
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Note that if $R$ is a Sylow $p$-subgroup of $H$, then automatically $R \cap O_{p'}(H)$ is a Sylow $p$-subgroup of $O_{p'}(H)$ and $RK/K$ is a Sylow $p$-subgroup of $O_p(H/K)$ for any normal subgroup $K$ of $H$. Moreover, if $A$ is a $p$-subgroup of $N_H(P)$, then $A^x \subseteq R$ for some $x$ in $N_H(P)$, as $R$ is a Sylow $p$-subgroup of $N_H(P)$; and $[P, A, A] = 1$ if and only if $[P, A^x, A^x] = 1$. In addition, $AC_{p}(P)/C_{p}(P)$ lies in $O_{p}(N_{H}(P)/C_{p}(P))$ if and only if $A^x C_{p}(H)/C_{p}(H)$ does. Hence in this case we see that $H$ is $p$-stable with respect to $R$ if and only if it is $p$-stable in the usual sense.

We shall be interested, for certain $Q$-groups and $D$-groups $H$, in the $p$-stability of $H$ with respect to $R$, where $R$ is a maximal element of $V_H(D; p)$ and $D$ is an appropriate 2-subgroup of $H$. More precisely, we assume for the balance of the section that one of the following conditions holds for some odd prime $p$:

(a) $H$ is a $Q$-group with quasi-dihedral Sylow 2-groups of characteristic power $q > 5$, $O_{p'}(H) \subseteq S(H)$, and $D$ is a dihedral subgroup of $H$ of order 8;

(b) $H$ is a $Q$-group with wreathed Sylow 2-subgroups of characteristic power $q > 5$, $O_{p'}(H) \subseteq S(H)$, and $D$ is a Sylow 2-subgroup of $H$;

(c) $H$ is a $D$-group with dihedral Sylow 2-subgroups of order at least 8 or quasi-dihedral Sylow 2-subgroups, $O_{p'}(H) \subseteq O(H)$, and $D$ is a dihedral subgroup of $H$ of order 8;

(d) $H$ is a $D$-group with wreathed Sylow 2-subgroups, $O_{p'}(H) \subseteq O(H)$, and $D$ is a Sylow 2-subgroup of $H$.

We also let $S$ be a Sylow 2-subgroup of $H$ containing $D$ and fix this notation.

To analyze $p$-stability in $H$ with respect to a maximal element of $V_H(D; p)$ in each of these cases, we need the following lemma:

**Lemma 4.** If $R$ is a maximal element of $V_H(D; p)$, then

(i) $R \cap O(H)$ is a Sylow $p$-subgroup of $O(H)$.

(ii) $R \cap O_{p'}(H)$ is a Sylow $p$-subgroup of $O_{p'}(H)$.

(iii) Either $R$ is normal in a Sylow $p$-subgroup of $H$ or $RK/K \cong O_p(H/K)$ for every normal subgroup $K$ of $H$.

**Proof.** If $H$ is a $Q$-group, $O_{p'}(H) \subseteq S(H)$ by assumption and so $O_{p'}(H) \subseteq S(H)$.

But $S(H) = O(H)Z(S)$ by Lemma 4.14 as $q > 5$. Hence, if (i) holds, $R \cap S(H)$ will be a Sylow $p$-subgroup of $S(H)$ and hence $R \cap O_{p'}(H) = R \cap O_{p'}(S(H))$ will be a Sylow $p$-subgroup of $R \cap O_{p'}(H)$. Similarly if $H$ is a $D$-group, $O_{p'}(H) \subseteq O(H)$ by assumption and so $O_{p'}(H) \subseteq O(H)$. Hence, if (i) holds, $R \cap O_{p'}(H) = R \cap O_{p'}(O(H))$ will be a Sylow $p$-subgroup of $R \cap O_{p'}(H)$. Thus (ii) will follow from (i), which we proceed now to verify.

Set $\overline{H} = H/S(H)$ or $\overline{H} = H/O(H)$ according to whether $H$ is a $Q$-group or a $D$-group. If $H$ is a $Q$-group, then $S(H) = O(H)Z(S)$ by Lemma 4.14, and $\overline{H}$ is a $D$-group of characteristic power $q$ with dihedral Sylow 2-subgroups by Lemma 4.15. Furthermore, $\overline{D}$ is a four group if $S$ is quasi-dihedral and $\overline{D} = \overline{S}$ is a Sylow 2-subgroup of $\overline{H}$ if $S$ is wreathed. On the other hand, if $H$ is a $D$-group, then so is $\overline{H}$ and $\overline{D}$ is either dihedral of order eight or $S$ is wreathed and $\overline{D} = \overline{S}$. Let $\overline{X}$ be a
maximal element of $\mathcal{V}(\bar{D} ; p)$ containing $\bar{R}$ and let $X$ be the inverse image of $\bar{X}$ in $H$. Since $Z(S)$ is a Sylow 2-subgroup of $X$ and $Z(S)$ is cyclic, $X$ has a normal 2-complement. Hence $R \subseteq O(X)$ and, as $O(X)$ is $D$-invariant, $X$ possesses a $D$-invariant Sylow $p$ subgroup $Q$ with $Q \supseteq R$. But then $Q \in \mathcal{V}(D ; p)$ and so $Q = R$ by the maximality of $R$. Since $O(H)$ is normal in $O(X)$, it follows that $R \cap O(H)$ is a Sylow $p$-subgroup of $O(H)$, proving (i). We note also that $\bar{R} = \bar{X}$ as $\bar{X}$ is a $p$-group and so $\bar{R}$ is, in fact, a maximal element of $\mathcal{V}(\bar{D} ; p)$.

It remains to prove (iii). Let $K$ be a normal subgroup of $H$ and suppose first that $K \subseteq S(H)$ if $H$ is a $Q$-group and $K \subseteq O(H)$ if $H$ is a $D$-group. If $Y$ denotes the inverse image of $O_p(H/K)$ in $H$, then correspondingly $Y \subseteq S(H)$ or $Y \subseteq O(H)$. Since $Y$ is normal in $H$, it follows in either case from the above argument that $R \cap Y$ is a Sylow $p$-subgroup of $Y$, whence $RK/K \supseteq O_p(H/K)$. Thus (iii) holds in this case and so we can assume correspondingly that $K \notin S(H)$ or $K \notin O(H)$.

Suppose next that $H$ is isomorphic to $A_7$, in which case $H$ is a $D$-group. Since $\bar{K}$ is a nontrivial normal subgroup of $\bar{H}$, we have $\bar{K} = \bar{H}$ and so $H = KO(H)$, whence $O_p(H/K)$ is the image of a $p$-subgroup of $O(H)$. Again (iii) follows from (i). Now assume that $H$ is isomorphic to $PSL(2, 3)$ or $PGL_2(3)$ for some $n \geq 1$. Since $q > 5$ if $H$ is a $Q$-group, $H$ must be a $D$-group in any of these cases and so $\bar{H} = H/O(H)$. Since $R \cap O(H)$ is a Sylow $p$-subgroup of $O(H)$, we see that $R$ is a Sylow $p$-subgroup of $H$ if $p \neq 3$, while $R$ is of index $p$ in a Sylow $p$-subgroup of $H$ if $p = 3$. In either case, $R$ is normal in a Sylow $p$-subgroup of $H$ and so (iii) holds in this case as well. We can therefore assume that $H$ is of none of these forms.

Hence by Proposition 3.4, $\bar{H}$ is isomorphic to a subgroup of $PGL(2, q)$ containing $PSL(2, q)$ for suitable odd $q \geq 5$ and $\bar{H} = LE$, where $L$, $E$ are as in that proposition. Since $q \geq 5$ and $\bar{K}$ is nontrivial, $\bar{K}$ contains the unique minimal normal subgroup $L_0$ of $\bar{H}$ isomorphic to $PSL(2, q)$. Since $|L:L_0| \leq 2$, it follows that $|H:KE| \leq 2$ and hence that $KE$ contains a Sylow $p$-subgroup of $H$. It will suffice to prove that $K\bar{R}/K$ contains a Sylow $p$-subgroup of $KE/K$, for then $K\bar{R}/K$ will contain a Sylow $p$-subgroup of $H/K$ and consequently will necessarily contain $O_p(H/K)$, which will establish (iii) in this final case.

As we have noted above, $\bar{R}$ is a maximal element of $\mathcal{V}(\bar{D} ; p)$. By Lemma 3.3 (i) of [22], $E$ centralizes some Sylow 2-subgroup of $L$, which without loss we may assume to be $S$. Since $\bar{D} \subseteq S$ and $\bar{D}$ is dihedral, Lemmas 3.1 (iii) and 3.3 (i) of [22] imply that $\bar{R} \subseteq C_H(\bar{x})$ for some central involution $\bar{x}$ of $\bar{D}$ and that $C_H(\bar{x}) = C_2(\bar{x})E$ with $C_2(\bar{x})$ being dihedral. This in turn implies that $C_H(\bar{x})$ has a normal 2-complement $\bar{V} = O(C_2(\bar{x}))/E$. Thus $\bar{R} \subseteq \bar{V}$ and $\bar{V}$ is $\bar{D}$-invariant as $\bar{D} \subseteq C_H(\bar{x})$. Hence $\bar{D}$ normalizes some Sylow $p$-subgroup of $\bar{V}$ containing $\bar{R}$. Since $\bar{R}$ is a maximal element of $\mathcal{V}(\bar{D} ; p)$, we conclude that $\bar{R}$ itself is a Sylow $p$-subgroup of $\bar{V}$. On the other hand, clearly $\bar{V} \subseteq L_0E \subseteq KE$. Since $E \subseteq \bar{V}$ and $\bar{R}$ contains a Sylow $p$-subgroup of $\bar{V}$, it follows therefore that $K\bar{R}/K$ contains a Sylow $p$-subgroup of $KE/K$, as required.

We now prove
Proposition 1. The following results hold:

(i) If $H$ is a $Q$-group and $p$ is not the characteristic of $H$ or if $H$ is a $D$-group, then $H$ is $p$-stable.

(ii) If $H$ is a $Q$-group of characteristic $p$ or if $H$ is a $D$-group and if $R$ is a maximal element of $\mathcal{W}_H(D; p)$, then $H$ is $p$-stable with respect to $R$.

Proof. Clearly $H$ is $p$-stable or $p$-stable with respect to $R$ if and only if $\overline{H} = H/O_p(O(H))$ is $p$-stable or $p$-stable with respect to $\overline{R}$, as follows directly from the definition of $p$-stability and $p$-stability with respect to $R$. Hence without loss we can assume that $O_p(O(H)) = 1$. Since $O_p(H) \subseteq S(H)$ by assumption if $H$ is a $Q$-group and since $S(H)$ has a normal 2-complement by Lemma 4.14, it follows that $O_p(H) = O_p(O(H))$ and hence that $O_p(H) = 1$. The same result holds if $H$ is a $D$-group since $O_p(H) = O_p(O(H))$ in this case as $O_p(H) \subseteq O(H)$ by assumption. Thus we are reduced to verifying the proposition in the case that the subgroup $P$, appearing in the definition of $p$-stability and $p$-stability with respect to $R$, is normal in $H$.

By the preceding lemma, $R$ satisfies conditions (a) and (b) in the definition of $p$-stability with respect to $R$. For uniformity, in proving (i), we let $A$ be a Sylow $p$-subgroup of $H$ and again the same conditions (a) and (b) hold, as we have noted above. Thus under any of the various hypotheses on $H$, we must show that if $A$ is any $p$-subgroup of $R$ such that $[P, A, A] = 1$, then

$$AC/C \subseteq O_p(H/C),$$

where $C = C_H(P)$.

Let $P = P_1 \supset P_2 \supset \cdots \supset P_{n+1} = 1$ be an $H$-invariant normal series of $P$ such that each $\overline{P}_i = P_i/P_{i+1}$ is elementary abelian and such that $H$ acts irreducibly on $\overline{P}_i$, $1 \leq i \leq n$. Let $K_i$ be the kernel of the representation of $H$ on $\overline{P}_i$, so that $H_i = H/K_i$ acts faithfully and irreducibly on $\overline{P}_i$, whence also $O_p(\overline{H}_i) = 1$, $1 \leq i \leq n$. It will suffice to prove that $A \subseteq K_i$ for all $i$, for then $A \subseteq K = \bigcap_{i=1}^n K_i$. But $K$ stabilizes the chain $P = P_1 \supset P_2 \supset \cdots \supset P_{n+1} = 1$ and also $K$ contains $C$. Since $K/C$ is a subgroup of $\text{Aut}(P)$, P. Hall’s theorem (Corollary 5.3.3. of [19]) implies that $K/C$ is a $p$-group. Since $K$ is normal in $H$ and $A \subseteq K$, we obtain the desired conclusion $AC/C \subseteq O_p(H/C)$.

We can suppose that the image $\overline{A}_i$ of $A$ in $\overline{H}_i$ is nontrivial for some $i$. Clearly $[\overline{P}_i, \overline{A}_i, \overline{A}_i] = 1$. Since $O_p(H_i) = 1$, the representation of $\overline{H}_i$ on $\overline{P}_i$ is therefore not $p$-stable. Hence by Theorem 3.8.3 of [19], $\overline{H}_i$ involves $SL(2, p)$. But $\overline{H}_i$, being a homomorphic of $H_i$, is itself either a $Q$-group or a $D$-group or else has a normal 2-complement. Since $SL(2, p)$ is a $Q$-group, Lemma 5.5 implies that $\overline{H}_i$ is not a $D$-group and since $SL(2, p)$ does not have a normal 2-complement, neither does $\overline{H}_i$. Hence $\overline{H}_i$ must be a $Q$-group, which is possible only if $H$ itself is a $Q$-group and $K_i \subseteq O(H)$. In particular, the proposition holds if $H$ is a $D$-group.

Since $K_i \subseteq O(H)$, $\overline{H}_i$ has the same characteristic power $q$ as $H$ and the image $\overline{D}_i$ of $D$ is isomorphic to $D$. The image $\overline{R}_i$ of $R$ in $\overline{H}_i$ is obviously a Sylow $p$-subgroup of $\overline{H}_i$ if $R$ is a Sylow $p$-subgroup of $H$. Moreover, we claim it is a maximal element of $\mathcal{W}_{\overline{H}_i}(\overline{D}_i; p)$ if $R$ is a maximal element of $\mathcal{W}_H(D; p)$. Indeed, if $\overline{X}_i$ is a maximal
element of $\mathcal{U}_H(\bar{D}_i; p)$ containing $\bar{R}_i$ and $X$ denotes the inverse image of $\bar{X}_i$ in $H$, then $R \leq X$ and $X$ has odd order as $X/R_i = \bar{X}_i$ and both $R_i$ and $\bar{X}_i$ have odd order. Hence $X$ contains a $D$-invariant Sylow $p$-subgroup $R^*$ with $R \leq R^*$. But then $R^* \in \mathcal{U}_H(D; p)$ and so $R = R^*$ by the maximality of $R$. Thus $R$ is a Sylow $p$-subgroup of $X$ and therefore $X = K_iR$ as $\bar{X}_i$ is a $p$-group. We conclude that $\bar{R}_i = \bar{X}_i$ and hence that $\bar{R}_i$ is a maximal element of $\mathcal{U}_H(\bar{D}_i; p)$, as asserted.

Since we shall be concerned in the balance of the proof solely with the action of $\bar{H}_i$ on $\bar{P}_i$, no confusion will arise if for simplicity we drop the subscript $i$ and the "bars." Thus we assume that our $Q$-group $H$ is faithfully and irreducibly represented on the vector space $P$ over $GF(p)$, so that, in particular, $O_p(H) = 1$. Moreover, we must derive a contradiction under the appropriate hypotheses on $H$ from the assumption that $[P, A, A] = 1$.

Set $X = \text{Op}(S(H))$ and suppose first that $A_0 = C_A(X) \subseteq A$. Then $A_0$ is normal in $AX$ and $O_p(AX/A_0) = 1$. Since $XA_0 = X \times A_0$, Theorem 5.3.4 of [19] implies that $X$ is faithfully represented in $P_0 = C_A(A_0)$. But $A$ leaves $P_0$ invariant and, as $O_p(AX/A_0) = 1$, it follows that $AX/A_0$ is faithfully represented on $P_0$. However, $[P_0, A, A] = 1$ and a Sylow 2-subgroup $X$ is cyclic as $X \leq S(H) = O(H)Z(D)$ and $Z(D)$ is cyclic. Thus the Hall-Higman theorem (Theorem 11.1.1 of [19]) is contradicted. Hence $A_0 = A$ and so $A$ centralizes $X$. On the other hand, since $O_p(S(H)) = 1$ and $S(H)$ is solvable, Theorem 6.3.2 of [19] implies that $C_{\text{aut}}(X) \subseteq X$. We therefore also conclude that $Y = C_H(X) \subseteq S(H)$. Since $Y$ is normal in $H$ and $O(Y)$ is characteristic in $Y$, $O(Y)$ is normal in $H$, whence $O(Y) \subseteq O(H)$. But now $O(Y) \leq X$ as $C_{\text{aut}}(X) \subseteq X$. Thus we also have that $O(Y) \subseteq Z(Y)$.

Since $Y \notin S(H)$, the image of $Y$ in $H/S(H)$ contains the unique minimal normal subgroup of $H/S(H)$ isomorphic to $PSL(2, q)$ and this implies that $Y$ contains a normal subgroup $Y_0$ with $O(Y) \subseteq Y_0$ such that $Y_0/O(Y)$ is isomorphic to $SL(2, q)$. Application of Lemma 4.16 now yields that $Y_0 = \text{J}O(Y)$, where $J$ is normal in $Y$ and either $J$ is isomorphic to $SL(2, q)$ or to $SL(2, 9)$ with $q = 9$.

To treat this case we shall apply the results of §3.8 of [19] in a more precise form than above. The proofs of Theorems 3.8.1, 3.8.2, and 3.8.3 of [19] together with Dickson’s theorem (Theorem 2.8.4 of [19]), in fact, establish the following result: For any $a$ in $A^*$, there exists a conjugate $b$ of $a$ in $Y$ such that $F = \langle a, b \rangle$ is not a $p$-group and, furthermore, for any such choice of $b$, $F$ contains a normal subgroup $F_0$ such that $F/F_0$ is either isomorphic to $SL(2, p^m)$ for some $m$ or to $SL(2, 5)$ with $p = 3$. In particular, if $F/F_0$ is not isomorphic to $SL(2, 3)$, we have that $a \in F'$. However, $F \subseteq Y$ and, as $Y$ is a $Q$-group, $Y/Y_0$ is abelian by Lemma 4.1. Thus $a \in Y_0$ in this case. Furthermore, $O(Y)$ is abelian as $O(Y) \subseteq Z(Y)$ and $O(Y)$ is normal in $H$ as we have noted above. Since $O_p(H) = 1$, this implies that $O(Y)$ is a $p'$-group. But $Y_0 = \text{J}O(Y)$ with $J$ normal in $Y_0$. Since $a$ is a $p$-element, we conclude therefore that $a \in J$ whenever $F/F_0$ is not isomorphic to $SL(2, 3)$.

We argue next that the same conclusion holds if $F/F_0$ is isomorphic to $SL(2, 3)$. In this case, we necessarily have $p = 3$. Since $O(Y) \subseteq O(Y)$ and $O(Y)$ is a $p'$-group,
we see that $J$ cannot be isomorphic to $SL^\sim(2, 9)$ and so $J$ is isomorphic to $SL(2, q)$. Suppose, by way of contradiction that $a \notin J$, in which case $a \notin JO(Y)$. Setting $\tilde{Y} = Y/Z(J)O(Y)$, we have that $\tilde{a} \notin \tilde{J}$, that $\tilde{J}$ is isomorphic to $PSL(2, q)$, and that $\tilde{Y}$ is isomorphic to a subgroup $P\Gamma L(2, q)$. Now $\tilde{a}$ normalizes some Sylow 3-subgroup $\tilde{Q}$ of $\tilde{J}$ and $\tilde{Q} \neq 1$ as $|\tilde{J}|$ is divisible by three. Thus $\tilde{a}$ normalizes $\tilde{V} = \tilde{\eta}(\tilde{Q})$. If 3 divides $q - 1$ or $q + 1$, Lemmas 3.1 (v) and 3.3 (ii) of [22] imply that $\tilde{V}$ is dihedral of order $q - 1$ or $q + 1$ respectively and that $\tilde{a}$ does not centralize $O_3(\tilde{O}(\tilde{V}))$. But then $a$ does not centralize $O_3(O(V))$, where $V$ is the inverse image of $\tilde{V}$ in $Y$, whence $[P, a, a] \neq 1$, again by the Hall-Higman theorem. Since $|\tilde{J}| = \frac{1}{4}q(q-1)(q+1)$, this forces 3 to divide $q$. In this case, $\tilde{V} = \tilde{Q}\tilde{U}$ is a Frobenius group of order $\frac{1}{4}q(q-1)$ with complement $\tilde{U}$ of order $\frac{1}{4}(q - 1)$ by Lemma 3.1 (vi) of [22]. Since $\tilde{U}$ is a Hall subgroup of $\tilde{V}$ and $\tilde{V}$ is normal in $\langle \tilde{V}, \tilde{a} \rangle$, it follows by the Frattini argument that we can write $\tilde{a} = \tilde{a}_1\tilde{a}_0$, where $\tilde{a}_1$ normalizes $\tilde{U}$ and $\tilde{a}_0 \in \tilde{Q}$. Since $\tilde{a} \notin \tilde{J}$, we have $\tilde{a}_1 \neq 1$ and again by Lemmas 3.1 (v) and 3.3 (ii) of [22], $\tilde{a}_1$ does not centralize $O_3(\tilde{O}(\tilde{U}))$. Choose $\tilde{u}$ in $O_3(\tilde{O}(\tilde{U}))$ not centralized by $\tilde{a}_1$. Then $\langle \tilde{a}, \tilde{a}_1 \tilde{u} \rangle$ is not a 3-group and is of odd order. Hence for an appropriate representative $u$ of $\tilde{u}$ in $Y$, we have found $F^* = \langle a, a^u \rangle$ is not a 3-group and that a Sylow 2-subgroup of $F^*$ is contained in $Z(J)$. However, this is impossible as the preceding argument shows that $SL(2, r)$ is a homomorphic image of $F^*$ for some odd $r$. We conclude that $A \subseteq J$ in all cases.

Now let $a, b, F, F_0$ be as above. Since $J$ and $F/F_0$ have generalized quaternion Sylow 2-subgroups, $F_0$ must have odd order and so $F$ is a $Q$-group. Since $F$ is generated by its $p$-elements, $F$ has no normal subgroups of index two. Hence by Lemma 4.8, applied to $J/O(J)$, we conclude that $F_0 \leq O(J)$ and that $F/F_0$ is isomorphic to $SL(2, 3)$, $SL(2, 5)$ or $SL(2, q_0)$ for some divisor $q_0$ of $q$. But we know that $F/F_0$ is isomorphic to either $SL(2, p^n)$ for some $m$ or to $SL(2, 5)$ with $p = 3$. Thus in the first case, if $p^n > 5$, we must have $p^n = q_0$ and so $p$ is the characteristic of $H$. Under the hypotheses of the proposition, this implies that $R$ is necessarily a maximal element of $\mathcal{U}_H(D; p)$. Since $A \subseteq R$ and $A \subseteq J$, we see that $\mathcal{U}_H(D; p)$ is nontrivial. Moreover, in the present case $J$ is not isomorphic to $SL^\sim(2, 9)$, for then it would follow that $p = 3$ and that $O(Y)$ would not be a $p'$-group, a contradiction. Thus $J$ is isomorphic to $SL(2, q)$. But by assumption $D$ is dihedral of order eight if $S$ is quasi-dihedral and $D = S$ if $S$ is wreathed. In either case Lemma 4.9, applied to the $Q$-group $JD$, yields that $\mathcal{U}_H(D; p)$ is trivial. This contradiction shows that both parts of the proposition hold when $p^n > 5$.

It remains therefore to treat the cases in which $F/F_0$ is isomorphic to $SL(2, 3)$ or $SL(2, 5)$. In the first case $p = 3$ and in the second case $p = 3$ or $p = 5$. Furthermore, we reach the same contradiction as in the preceding paragraph if $p$ is the characteristic of $H$. Hence we can also assume that the characteristic $t$ of $H$ is distinct from $p$. Since $p$ divides $|J|$, it follows that $p$ divides $q - 1$ or $q + 1$. We claim that, in fact, $p$ divides $q + 1$. Indeed, assume the contrary. Then by Lemma 3.1 (i) and (vi) of [22], $\tilde{A}$ normalizes some Sylow $t$-subgroup $\tilde{Q}$ of $\tilde{J}$ and $\tilde{Q}\tilde{A}$ is a Frobenius group. But
then $A$ acts regularly on some Sylow $t$-subgroup $Q$ of $J$. Since $t \neq p$, the Hall-Higman theorem implies that $[P, A, A] \neq 1$, a contradiction. Thus $p$ divides $q + 1$, as asserted.

We first consider the subcase $q > 11$. In particular, $J$ is isomorphic to $SL(2, q)$. We identify $J$ with its natural representation by $2 \times 2$ matrices over $GF(q)$. Now $A \subset J$ and hence if $a$ is an element of order $p$ in $A$, then $a$ can be represented by the companion matrix

$$
\begin{pmatrix}
0 & 1 \\
-1 & a
\end{pmatrix}
$$

for suitable $a \in GF(q)$. If $u$ is the element of $J$ represented by

$$
\begin{pmatrix}
\lambda^{-1} & 0 \\
0 & \lambda
\end{pmatrix},
$$

where $\lambda$ is a primitive element of $GF(q)$, and if we set $b = a^u$, then the element $u^{-1}au = ba^{-1}$ lies in $F = \langle a, b \rangle$ and a direct computation shows that it is represented by the matrix

$$
\begin{pmatrix}
\lambda^2 & 0 \\
0 & \lambda^{-2}
\end{pmatrix}.
$$

Since $\lambda$ has order $q - 1$, it follows that $ba^{-1}$ has order $\frac{1}{2}(q - 1)$. Moreover, $q \neq 13$ as $p$ divides $q + 1$ and $p = 3$ or $5$, and so $q \geq 17$. If $q = 17$, then $|ba^{-1}| = 8$; if $q = 19$, then $|ba^{-1}| = 9$; and if $q > 19$, then $|ba^{-1}| > 10$. But $SL(2, 3)$ and $SL(2, 5)$ contain no elements of order 8, 9, or exceeding 10. Since $ba^{-1} \in F$, we see that $F$ is not isomorphic to $SL(2, 3)$ or $SL(2, 5)$. On the other hand, we know that $F/F_0$ is isomorphic to $SL(2, 3)$ or $SL(2, 5)$ and that $F_0 \subseteq O(J)$. But $O(J) = 1$ as $q > 11$, so $F_0 = 1$ and $F$ is isomorphic to $SL(2, 3)$ or $SL(2, 5)$, a contradiction. Thus $q \leq 11$.

If $q = 11$, then $p = 3$, as $p$ divides $q + 1$, so $a$ can be represented by the matrix

$$
\begin{pmatrix}
0 & 1 \\
-1 & -1
\end{pmatrix}.
$$

Taking $b = a^u$ with $u$ represented by

$$
\begin{pmatrix}
1 & 0 \\
-1 & 1
\end{pmatrix},
$$

we compute that $ba$ is represented by

$$
\begin{pmatrix}
-1 & -2 \\
0 & -1
\end{pmatrix},
$$

which shows that $ba$ has order 22 and yields the same contradiction as in the preceding paragraph.

By assumption, $q > 5$. Furthermore, $q \neq 7$ as $p$ divides $q + 1$ and $p = 3$ or $5$. Thus we are left with the single case $q = 9$. In this case, $p = 5$ and $F/F_0$ must be isomorphic to $SL(2, 5)$. Setting $J = J/Z(J)$, we have that $J$ is isomorphic to $PSL(2, 9)$ and $F$ to...
PSL(2, 5). In particular, $\bar{F}$ contains no elements of order four. We shall argue, to the contrary, that for a suitable choice of $b$, $\bar{F}$ contains an element of order four, which will dispose of the case $q = 9$ and complete the proof of the proposition.

As is well known, $PSL(2, 9)$ is isomorphic to $A_6$. We shall use the latter representation for the elements of $J$. Since $\bar{a}$ is of order five, we can assume without loss that $\bar{a}$ is represented by the cycle $(12345)$. Now $A_6$ has only one conjugacy class of cyclic subgroups of order five. Moreover, for a suitable choice of $b = a^u$ with $u \in J$, we can make $\langle \bar{b} \rangle$ any preassigned conjugate of the group $\langle \bar{a} \rangle$. Hence we can choose $u$ so that $\langle \bar{b} \rangle$ contains an element represented by the cycle $(23465)$. For such a choice of $u$, $\bar{F} = \langle \bar{a}, \bar{b} \rangle$ contains an element represented by $(12345)(23465) = (1365)(24)$ and so $\bar{F}$ contains an element of order four, giving the desired contradiction.

Remark. We note that the groups $SL_2(2, 5)$ and $SU_3(2, 5)$ are not 3-stable, for they are isomorphic to subgroups of $GL(2, 9)$ and $GL(2, 81)$ respectively. However, in the natural representation of these latter groups, every nontrivial 3-element has a quadratic minimal polynomial. Thus the assumption $q > 5$ in Proposition 1 is essential in the case $p = 3$.

7. An extension of Glauberman's $ZJ$-theorem. An important tool in the paper will be Glauberman's so-called $ZJ$-theorem (Theorem 8.2.11 of [19]) which for the sake of clarity we restate now.

**Theorem 1.** If $G$ is a group with $O_p(G) \neq 1$, $p$ an odd prime, which is $p$-constrained and $p$-stable and if $P$ is a Sylow $p$-subgroup of $G$, then

$$G = O_{p'}(G)N(Z(J(P))).$$

In some situations we shall need a slight extension of this theorem, which is implicitly contained in its proof, namely:

**Theorem 2.** If $G$ is a group with $O_p(G) \neq 1$, $p$ an odd prime, which is $p$-constrained and is $p$-stable with respect to the $p$-subgroup $P$ of $G$, then

$$G = O_p(G)N(Z(J(P))).$$

**Proof.** To establish this result, one has only to examine the proofs of Theorems 8.2.10 and 8.2.11 of [19] to see that they carry through under these slightly more general circumstances. Indeed, following the notation of those theorems, but with $P$ as in the present theorem, we outline the argument. First of all, $B \leq P$ as $P$ contains a Sylow $p$-subgroup of $O_{p'}(G)$ by definition of $p$-stability with respect to $P$. Now one reduces by induction in the same way as in [19] to the case that $O_{p'}(G) = 1$ and that $B$ has the structure required for application of Glauberman's replacement theorem (Theorem 8.2.7 of [19]), which we note does not involve conditions on $p$-stability. Furthermore, because $G$ is $p$-stable with respect to $P$, we again obtain the conclusion $AC/C \subseteq O_p(G/C)$, where $C = C_G(B)$, which in turn implies that $AL/L \subseteq O_p(G/L)$, where $L$ is the largest normal subgroup of $G$ leaving $Z(J(P)) \cap B$ invariant. Let $K$ be the inverse image of $O_p(G/L)$ in $G$. Again by the
$p$-stability of $G$ with respect to $P$, either $PL/L \supseteq O_p(G/L)$ or $P$ is normal in a Sylow $p$-subgroup of $G$. Since $K/L$ is a $p$-group and $K$ is normal in $G$, it follows in the first case that $K=L(P \cap K)$ and in the second case that $K \subseteq LN(P)$. Since both $P \cap K$ and $N(P)$ normalize $Z(J(P)) \cap B$ as $Z(J(P))$ is characteristic in $P$ and $B$ is normal in $G$, we conclude in either case that $K$ normalizes $Z(J(P)) \cap B$, whence $K=L$ by our choice of $L$. Thus $O_p(G/L)=1$ and so $A \leq L$. But now the balance of the proof of Theorem 8.2.10 of [19] applies without change.

Since $P$ contains a Sylow $p$-subgroup of $O_{p',p}(G)$, the proof of Theorem 8.1.3 of [19] shows that $Z(J(P)) \subseteq O_{p',p}(G)$. But now the proof of Theorem 8.2.11 of [19] carries over without change and so Theorem 2 is valid.

Combining Theorems 1 and 2 with the results of the preceding section, we have the following two basic propositions which we shall prove simultaneously:

**Proposition 1.** Let $H$ be a $Q$-group of characteristic power $q>5$ with quasi-dihedral or wreathed Sylow 2-subgroup $S$ such that $O_p(H) \neq 1$ and $H$ is $p$-constrained within $S(H)$ for some odd prime $p$. If $p$ is not the characteristic of $H$, let $R$ be a Sylow $p$-subgroup of $H$ and if $p$ is the characteristic of $H$, let $R$ be a maximal element of $V_H(D; p)$, where $D$ is a dihedral subgroup of $S$ of order 8 if $S$ is quasi-dihedral and $D=S$ if $S$ is wreathed. Under these conditions, we have

$$H = O_p(H)N_H(Z(J(R))).$$

**Proposition 2.** Let $H$ be a $D$-group with Sylow 2-subgroup $S$ which is either dihedral of order at least 8, quasi-dihedral, or wreathed such that $O_p(H) \neq 1$ and $H$ is $p$-constrained within $O(H)$ for some odd prime $p$; and let $R$ be either a Sylow $p$-subgroup of $H$ or a maximal element of $V_H(D; p)$, where $D$ is a dihedral subgroup of $S$ of order 8 if $S$ is dihedral or quasi-dihedral and $D=S$ if $S$ is wreathed. Under these conditions, we have

$$H = O_p(H)N_H(Z(J(R))).$$

**Proof.** If $H$ is a $Q$-group, then $H$ is $p$-constrained and $O_p(H) \subseteq S(H)$ by definition of $p$-constraint within $S(H)$, while if $H$ is a $D$-group, then $H$ is $p$-constrained and $O_p(H) \subseteq O(H)$ by definition of $p$-constraint within $O(H)$. Thus we see that $H$ satisfies one of conditions (a), (b), (c), or (d) of the preceding section and so Propositions 6.1 and 6.2 can be applied to $H$ to yield that $H$ is $p$-stable when $R$ is defined to be a Sylow $p$-subgroup of $H$ and that $H$ is $p$-stable with respect to $R$ when $R$ is defined to be a maximal element of $V_H(D; p)$. Correspondingly we see that the hypotheses of Theorem 1 or Theorem 2 are satisfied and now both propositions follow from these two theorems.

**8. Miscellaneous results.** Our arguments will frequently involve the action of an involution or of a four group on a group of odd order. We collect here some basic well-known properties concerning this situation.
Lemma 1. If $K$ is a group of odd order acted on by an involution $a$, then

(i) $K = FI = IF$, where $F = C_K(a)$ and $I$ is the subset of $K$ whose elements are inverted by $a$.

(ii) If $K$ is of prime power order and $K \triangleright F$, then $C_I(F) \neq 1$.

Proof. First, (i) is proved in Lemma 10.4.1 (i) of [19]. As for (ii), we have $F \times \langle a \rangle$ acting on $K$, which is a $p$-group for some odd prime $p$. Since $K \triangleright F$, $a$ acts nontrivially on $K$. Hence by Theorem 5.3.4 of [19], $a$ acts nontrivially on $C = C_K(F)$, whence $C \supseteq F \cap C$. But $C$ is $a$-invariant as $F$ is, and consequently $C = (F \cap C)(I \cap C)$ by (i), applied to $C$. Thus $C \cap I \neq 1$ and so $C_I(F) \neq 1$, proving (ii).

The following basic result is proved in Lemma 4 of [21] (cf. also Lemma 10.5.1 of [19]).

Lemma 2. If $K$ is a group of odd order acted on by a four group $T$ with involutions $\alpha_1$, $\alpha_2$, $\alpha_3$, then

$$K = C_K(\alpha_1)C_K(\alpha_2)C_K(\alpha_3).$$

If $K$ is a group of odd order acted on by a four group $T$ with involutions $\alpha_1$, $\alpha_2$, $\alpha_3$, set $K_i = C_K(\alpha_i)$, $1 \leq i \leq 3$, and $K_0 = C_K(T)$. Clearly $K_0 \subseteq K_i$ for each $i$, $1 \leq i \leq 3$. Furthermore, since $\alpha_i$ centralizes $K_i$, both involutions of $T - \langle \alpha_i \rangle$ induce the same automorphism of $K_i$. Moreover, if $j \neq i$, then $C_{K_i}(\alpha_j) = C_{K_i}(\langle \alpha_i, \alpha_j \rangle) = C_{K_i}(T)$, as $\alpha_i$ centralizes $K_i$. Since $K_0 \subseteq K_i$, it follows that $C_{K_i}(\alpha_j) = K_0$ for all $i, j$, $1 \leq i, j \leq 3$, $i \neq j$. Hence if $K_i'$ denotes the subset of $K_i$ inverted by $\alpha_j$ for $j \neq i$, we conclude from Lemma 1 that

$$K_i = K_0 K_i' = K_i K_0, \quad 1 \leq i \leq 3.$$ 

But now combining these relations with the conclusion of Lemma 2, we obtain the basic equalities:

(8.1) $K = K_1K_2K_3 = K_0K_1'K_2'K_3'$.

We shall refer to (8.1) as the $T$-decompositions of $K$. Throughout the paper we shall use this notation for $T$-decompositions whenever we have a group of odd order acted on by a four group $T$.

We also need the following elementary result of a different nature.

Lemma 3. Let $X$ and $Y$ be permutable subgroups of relatively prime orders of a group $G$. If $N$ is a normal subgroup of $G$, then

(i) $X$ and $Y \cap N$ are permutable;

(ii) $X$ normalizes $Y \cap N$ if $X \cap N = 1$.

Proof. Suppose that $x \in X$ and $y \in Y \cap N$, so that there is $x' \in X$ and $y' \in Y$ with $xy = y'x'$. Thus, $y' = yx^{-1} \in XN X = XN$, so $y' \in N$ as $XN / N$ has order prime to the order of $Y$. Hence, $y' \in Y \cap N$ and (i) is proved. Moreover, $x \equiv x'$ (mod $N$), so that $x = x'$ if $X \cap N = 1$. This in turn yields that $yx^{-1} = y'$ and so $Y \cap N$ is normalized by $X$ if $X \cap N = 1$, as required. This proves the lemma.
Our next result is a slight extension of Theorem 3.4.3 of [19].

**Lemma 4.** Let $H$ be a Frobenius group with abelian kernel $K$ and cyclic complement $A$. If $H$ is faithfully and irreducibly represented on a vector space $V$ over a field $F$, then $V$ is free as an $A$-module.

**Proof.** If $F$ is an algebraic closure of $F$ and we set $V = F \otimes V$, then as an $F(H)$-module, $V$ is the direct sum of algebraically conjugate irreducible submodules. Since $V$ is a faithful $H$-module, so also is each of these submodules. Furthermore, it will clearly suffice to prove that each of these submodules is free as an $A$-module. Hence without loss we can assume to begin with that $F$ is algebraically closed.

Let $V_i$, $1 \leq i \leq n$, be the Wedderburn components of $V$ with respect to the normal subgroup $K$ of $H$. Since $H = KA$ and $K$ leaves each $V_i$ invariant, it follows from Clifford’s theorem (Theorem 3.4.1 of [19]) that $A$ induces a transitive permutation of the $V_i$. In order to show that $V$ is free as an $A$-module, we need only prove that this transitive permutation representation of $A$ is, in fact, the regular representation of $A$. Clearly the latter result holds if and only if the number of Wedderburn components is exactly the order of $A$.

However, this last conclusion is proved in Theorem 3.4.3 of [19] under the stronger hypothesis that $K$ is an elementary abelian $q$-group for some prime $q$. But an examination of the argument shows that it holds without change, as do Theorems 3.2.3 and 3.2.4 of [19] which are used in its proof, if $K$ is an arbitrary abelian group, inasmuch as $F$ contains a primitive $|K|$th root unity under our present assumptions.

We shall next prove a pair of lemmas concerning incidence and covering properties of sections:

**Lemma 5.** Suppose that $H$, $H_1$, $H_2$ are subgroups of a group $G$, $K_i$ is a normal subgroup of $H_i$, $i = 1, 2$, and the following conditions are satisfied:

(a) $H_1/K_1$ and $H_2/K_2$ are incident sections;
(b) $H$ covers $H_1/K_1$;
(c) $H_1 \subseteq H_2$.

Under these conditions, $H$ covers $H_2/K_2$.

**Proof.** Since $H_1/K_1$ and $H_2/K_2$ are incident sections, we have $H_2 = (H_2 \cap H_1)K_2$ by definition of this concept, so $H_2 = H_1K_2$ as $H_1 \subseteq H_2$. But $H$ covers $H_1/K_1$, so $H_1 \subseteq HK_1$. Thus

$$H_2 = H_1K_2 \subseteq HK_1K_2.$$ 

However, again because of our incidence assumption, we also have that $K_1 \cap H_2 \subseteq K_2$, so $K_1 \subseteq K_2$ as $K_1 \subseteq H_1 \subseteq H_2$. Thus,

$$H_2 \subseteq HK_1K_2 = HK_2,$$

and so $H$ covers $H_2/K_2$, as asserted.
Lemma 6. If $H_i$ is a subgroup of the group $H_2$, $K_i$ is a normal subgroup of $H_i$, $i=1, 2$, $H_i/K_i$ and $H_2/K_2$ are isomorphic and $K_2 \cap H_1 \leq K_1$, then $H_1/K_1$ and $H_2/K_2$ are incident sections.

Proof. The projection of $K_2$ into $H_1/K_1$ is just $K_1$ as $K_2 \cap H_1 \leq K_1$ and the projection of $H_2$ is $H_1$ as $H_1 \leq H_2$. Hence, by the Zassenhaus lemma (p. 58 of [30]), the projection of $H_1/K_1$ into $H_2/K_2$ is a section isomorphic with $H_1/K_1$. But $|H_1/K_1| = |H_2/K_2|$ as $H_1/K_1$ and $H_2/K_2$ are isomorphic by assumption. Hence $H_2/K_2$ itself is the projection of $H_1/K_1$ into $H_2/K_2$ and so the sections $H_1/K_1$ and $H_2/K_2$ are, in fact, incident.

Lemma 7. Let $H$ be a group of odd order acted on by a 2-group $T$ and let $P$ be a $T$-invariant Sylow $p$-subgroup of $H$ for some prime $p$. Suppose that for every odd prime $q \neq p$, $[P, A] \leq O_p(P^g)$ for some $T$-invariant Sylow $q$-subgroup $Q$ of $H$ permutable with $P$. Under these conditions, $[P, A] \leq O_p(H)$.

Proof. Since $H$ is of odd order, $HT$ is a solvable group and so a $T$-invariant Sylow $q$-subgroup $Q$ of $H$ permutable with $P$ does, in fact, exist for each odd prime $q \neq p$.

To prove the lemma, set $\bar{H} = H/O_p(H)$ and observe that $O_q(\bar{H}) \subseteq Q$ for each prime $q$ as $Q$ is a Sylow $q$-subgroup of $H$. Hence,

$$[[\bar{P}, T], O_q(\bar{H})] \subseteq O_q(\bar{H}) \cap O_q(H) = 1,$$

and so $[\bar{P}, T]$ centralizes $O_q(\bar{H})$. Moreover, this holds for each odd prime $q \neq p$ dividing $|H|$. Since $O_q(\bar{H}) = 1$, we conclude that $[\bar{P}, T]$ centralizes the Fitting subgroup $F(\bar{H})$ of $\bar{H}$. However, $\bar{H}$ is solvable and therefore $[\bar{P}, T] \subseteq F(\bar{H})$ by Theorem 6.1.3 of [19]. Since $F(\bar{H})$ is a $p'$-group, this yields $[\bar{P}, T] = 1$ and consequently $[P, T] \subseteq O_p(H)$, as asserted.

Lemma 8. Let $K$ be a group of odd order acted on by a 2-group $S$ and assume that $K=XY$, where $X$ and $Y$ are $S$-invariant subgroups of $K$ and $X$ is a Hall subgroup of $K$. Then $C_X(S) = C_Y(S)C_Z(S)$.

Proof. Let $\pi$ be the set of primes dividing $|X|$, so that $X$ is a Hall $\pi$-subgroup of $K$. Since $K$ is of odd order, $K$ and hence also $Y$ is solvable, and so $Y$ contains a $S$-invariant Hall $\pi'$-subgroup $Z$. But $|Y|$ is divisible by $|K'|/|X|$ as $K = XY$. Since $|K'|/|X|$ is relatively prime to $|X|$, it follows that $|Z| = |K'|/|X|$. Since $X$ and $Z$ are of coprime orders, we conclude that $K = XZ$ and $X \cap Z = 1$. Since $Z \subseteq Y$, it will therefore suffice to prove that $C_X(S) = C_Y(S)C_Z(S)$. Since obviously $C_X(S)C_Z(S) \subseteq C_X(S)$, we need only demonstrate the reverse inclusion.

Let $c \in C_X(S)$ and let $a \in S$. Since $K = XZ$, we have $c = xz$, where $x \in X$ and $z \in Z$, whence also $c^a = x^a z^a$. But $c^a = c$ and so $x = x^a z^a$. Thus $(x^a)^{-1} x = z^a z^{-1} \in X \cap Z = 1$, so $x = x$ and $z = z$. Since $\alpha$ is arbitrary in $S$, it follows that $x \in C_X(S)$ and $z \in C_Z(S)$. Since $c$ is arbitrary in $C_X(S)$, we conclude that $C_X(S) \subseteq C_X(S)C_Z(S)$, and the lemma is proved.
Chapter III. Character theory of groups with quasi-dihedral Sylow 2-subgroups

1. Introduction. In Chapter III, we consider finite groups $G$ with quasi-dihedral Sylow 2-subgroups $S = \langle s, z \rangle$,

$$s^{2n} = 1, \quad z^2 = 1, \quad s^2 = s^{-1} + 2n^{-1}$$

of order $2n+1$, $n \geq 3$. In particular, we are interested in the groups $G$ which do not have a normal subgroup of index 2. In the terminology introduced in Definition 2.2.1, these are the QD-groups. Since we wish to include the groups which are centralizers of involutions along with QD-groups, we also consider Q-groups $G$. We recall that among the groups $G$ with Sylow 2-subgroup $S$, the QD-groups and Q-groups together can be characterized by the fact that the elements of order 4 lie in a single conjugate class. In a QD-group, there is only one class of involutions while in a Q-group, there are two such classes \(^{(5)}\). Similar ideas can be used for the study of the two other types of groups $G$ with Sylow 2-subgroup $S$, but this will not become necessary for us.

The structure of the principal 2-block $B_0(2, G)$ of QD-groups and Q-groups has already been discussed in [6, III, §8]. Since these results are basic for us, we summarize them in §2 without proofs. Actually, it will become necessary for us later to generalize these results for the case of certain other 2-blocks of full defect. However, the proofs there are more difficult. We have postponed this discussion and give it in §§5, 6, and 7. Since these later results include those stated in §2, our present paper is, in fact, independent of [6, III, §8]. §2 also contains a few supplementary results.

In §3, the notion of a regular QD-group is introduced. We then proceed in §4 to prove Theorem A as stated in Chapter I. We have already mentioned the contents of §§5, 6, and 7. In §8, we discuss QD-groups of small characteristic power $q$. We determine explicitly all simple QD-groups with $q = 3$ and $q = 5$. This allows us to assume $q \geq 7$ in all the following chapters. This is a necessary assumption since a number of the local group-theoretic arguments in Chapters IV and V break down for these low values of $q$. We remark that Theorem A together with the classification of simple QD-groups of characteristic power $q = 3$ and $q = 5$ are the only results of Chapter III which are needed in Chapters IV and V.

In §8, we also prove some partial results for the cases $q = 7$ and $q = 9$. These are needed in Chapter VI.

One of the major aims of the whole paper is to show that a QD-group of characteristic power $q \neq 3$ is necessarily regular. With this in mind, we give in §9 sufficient

\(^{(5)}\) Some of the elementary remarks are also given in [6, III, §8]. With the notation used there, we could define the characteristic power $q$ of $G$ as the absolute value of $m$, cf. Proposition 2.7 below. However, it would then not be clear that $q$ is a prime power.

Of course, only results of Chapter II concerned with groups with quasi-dihedral Sylow 2-subgroups are needed in the present chapter.
conditions for the regularity of QD-groups. We also derive some other results concerning the structure of QD-groups which are needed in Chapter VI.

In general, we follow the notation introduced in §§1 and 4 of Chapter II. Thus \( x = s^{a-1} \), so that \( x \) is the central involution of the Sylow 2-subgroup \( S \) of our group \( G \). We have \( T = \langle x, z \rangle \), \( N = C(x) \), \( C = C(T) \), \( E = O(C(S)) \), and \( y = s^{a-2} \). We know that \( C = T \times O(C) \) and we set \( C_0 = O(C) \). We also set \( S_0 = \langle s \rangle \). If \( G \) is a QD-group, Proposition 2.1.1 implies that there exists a 3-element \( t \) in \( N(T) \) which cyclically permutes the three involutions of \( T \). Replacing \( t \) by its inverse, if necessary, we may assume that \( t \) maps

\[
(1) \quad t: x \mapsto xz \mapsto z \mapsto x
\]

under conjugation. We note also that \( N(T) = \langle C, y, t \rangle \) and that \( N(T)/C(T) \) is isomorphic with a symmetric group on three letters. Thus

\[
(2) \quad ty \equiv y t^{-1} \pmod{C}.
\]

In addition, \( L_0 \), \( L \) denote respectively the normal subgroups of \( N \) containing \( O(N) \) such that \( L_0/O(N) \) is isomorphic to \( SL(2, q) \) and \( L/O(N) \) is isomorphic to \( SL^+(2, q) \) or \( SU^+(2, q) \) according as the characteristic power \( q \) of \( G \) and of \( N \) is congruent to \(-1\) or \(+1\) modulo 4. In particular, \( N = L E \) and \( N/L \) is cyclic.

2. The principal 2-block. As stated in §1, \( G \) will always be a finite group with quasi-dihedral Sylow 2-subgroup \( S \). We state without proof some of the results of [6, III, §8](6), adapting the notation to that used in the preceding chapters.

**Proposition 1.** If \( G \) is a QD-group or a Q-group and if the Sylow 2-subgroup \( S \) of \( G \) has order \( 2^n+1 \), the principal 2-block \( B_0 = B_0(2, G) \) consists of \( 4 + 2n-1 \) irreducible characters. Exactly four of these characters have odd degrees.

A great deal of information is available concerning the values of these characters. One of the characters of odd degree is the principal character \( \chi_0 = 1 \). The remaining three characters of odd degrees will be denoted by \( \chi_1, \chi_2, \chi_3 \) and the \( 2^n - 1 \) characters of even degrees by \( \chi_4, \chi_5, \ldots, \chi_{2^n-1} \) with

\[
(1) \quad j = \pm 1, \pm 3, \ldots, \pm (2^n-2-1); \quad 2, 4, \ldots, 2^n-1-2.
\]

Let \( s \) be a fixed element of order \( 2^n \) in \( S \) and let \( \zeta \) be a fixed primitive \( 2^n \)th root of unity. If this notation is chosen in a suitable manner, we have the following results.

**Proposition 2.** Let \( w \) be an element of \( G \) whose order is divisible by 4. If the 2-factor of \( w \) is conjugate to \( s^a \), then

\[
\frac{\chi_1(w)}{\chi_2(w)} = \delta_1, \quad \frac{\chi_3(w)}{\chi_4(w)} = \delta_2(-1)^{b+1}, \quad \chi_9(w) = \delta_3(-1)^{b+1},
\]

\[
\chi_4(w) = 0, \quad \chi^{(j)}(w) = \delta_4(\xi^j + (-\xi)^{-j}).
\]

Here, \( \delta_1, \delta_2, \delta_3 \) are signs, exactly two of which are \(-1\).

---

(6) We have corrected some misprints in [6, III(8A)] where the range of \( j \) was given erroneously and where the formula for \( \chi_4(j) \) and the congruence for \( \phi(1) \) have to be changed. In (8D), the second congruence should read \( x_2 \equiv -\delta_2 m \).
The group $N = C(x)$ is a $Q$-group and the preceding results apply to $N$ instead of $G$. We shall denote by $\psi$ the character of $N$ in the principal block $B_0(2, N)$ which plays the role $\chi_1$ here\(^{(7)}\).

**Proposition 3.** Let $w$ be an element of $G$ which is conjugate to $xr$, where $r$ is a 2-regular element of $N$. Then

$$
\begin{align*}
\chi_1(w) &= \delta_1 e\psi(r), \\
\chi_2(w) &= -\delta_2 e\psi(r), \\
\chi_3(w) &= -\delta_3, \\
\chi_4(w) &= \delta_2(e\psi(r) - 1), \\
\chi^{\psi}(w) &= (-1)^{\delta_1 e\psi(r) + 1}.
\end{align*}
$$

Here, $e$ is a sign such that

$$
\psi(1) = \psi(x) \equiv e + 2^{n-1} \pmod{2^n}.
$$

We shall see below (Proposition 7) that $\psi(1) = q$ is the characteristic power of $G$ (Definition 2.3.2). It will then be clear that $e$ has the same significance as in Chapter II.

In the case of a $QD$-group, every element $u$ of even order is either of the type treated in Proposition 2 or Proposition 3. In the case of $Q$-groups, one can give analogous formulas for the remaining elements of even order, but these will not be needed.

**Proposition 4.** For elements $r \in G$ of odd order,

$$
1 + \delta_1 \chi_1(r) = \delta_1 \chi^{\psi}(r) = -\delta_2 \chi_2(r) - \delta_3 \chi_3(r),
$$

all $\chi^{\psi}(r)$ being equal, and

$$
1 + \delta_2 \chi_3(r) = \delta_2 \chi_4(r).
$$

In particular, this holds for $r = 1$ and if we set

$$
f_i = \chi_i(1), \\
f = \chi^{\psi}(1),
$$

then (as $\delta_1 \delta_2 \delta_3 = 1$),

$$
1 + \delta_1 f_1 + \delta_2 f_2 + \delta_3 f_3 = 0, \\
\delta_1 + f_1 = f, \\
\delta_2 + f_2 = f_4.
$$

**Proposition 5.** If $G$ is a $Q$-group, then $\delta_3 = -1$, $\delta_1 = -\delta_2$. For $r \in G$ of odd order, $\chi_1(r) = \chi_2(r)$, $\chi_3(r) = 1$ and, in particular, $f_1 = f_2, f_3 = 1$.

The next proposition will be formulated only for the case of $QD$-groups. We anticipate here the result already mentioned that $\psi(1)$ coincides with the characteristic power $q$ of $G$ (cf. Proposition 7).

**Proposition 6.** Let $G$ be a $QD$-group of characteristic power $q$. Then

$$
g = |G| = \frac{|N|^3}{|C|^2} \frac{f_1(f_1 + \delta_1) q + e}{(f_1 - e\delta_1 q)^2} q = \frac{|N|^3}{|C|^2} \frac{f_2(f_2 + \delta_2) q - e}{(f_2 + e\delta_2 q)^2} q,
$$

\(^{(7)}\) In the notation of [6, III], this character was $\bar{\lambda}_1$. For 2-regular $\rho \in N$, we have $\psi(\rho) = \delta^*_e \psi(\rho) - \delta^*_e$, $\delta^*_e = e$ in the notation of [6, III].
where the \( f_i, \delta_i \) are as in Proposition 4. Also,

\[
(5) \quad f_1 f_2 = q^2 f_3.
\]

Finally,

\[
(6) \quad f_1 \equiv \delta_1 (2 - eq), \quad f_2 \equiv -\delta_2 eq, \quad f_3 \equiv -\delta_3 + 2^n \pmod{2^{n+1}}.
\]

**Corollary 1.** In the case of a Q\( D \)-group, the odd degrees \( f_1, f_2, f_3 \) are distinct. The degree \( f_4 \) is divisible by \( 2^{n-1} \geq 4 \) while \( f = 2 \pmod{4} \).

The first statement is immediate from (6) since \( q \equiv e + 2^{n-1} \pmod{2^n} \). The other statements also follow from (6).

**Corollary 2.** The characters \( \chi_0, \chi_1, \chi_2, \chi_3, \chi_4 \) and \( \chi^{(2^n - 5)} \) take only rational values.

**Proof.** An algebraic conjugate of a character in the principal block \( B_0 \) always lies in \( B_0 \) again, cf. [6, I, §111, Lemma 2]. In the case of \( QD \)-groups, it is now evident that each of \( \chi_1, \chi_2, \chi_3, \chi_4 \) is algebraically conjugate only to itself. In the case of \( \chi^{(2^n - 5)} \), this is still true as can be seen from Proposition 2. If we also use Proposition 3, we see that Corollary 2 holds for \( Q \)-groups, too.

We add some supplements. As already mentioned, we wish to show

**Proposition 7.** If \( G \) is a Q\( D \)-group or a \( Q \)-group and if \( q \) is its characteristic power, then in the notation of Proposition 3, \( \psi(1) = q \).

**Proof.** We determine the four odd degrees in the principal 2-block \( B_0(2, N) \) of \( N = C(x) \). These remain the same if \( N \) is replaced by \( \overline{N} = N/O(N) \), cf. [6, I, Theorem 1]. According to Proposition 2.3.3, \( \overline{N} \) has a normal subgroup \( \overline{L} \) such that \( L/\langle \overline{x} \rangle \cong PGL(2, q) \) and such that \( \overline{N}/\overline{L} \) is cyclic of odd order \( e \).

The principal 2-block \( B_0(2, \overline{L}) \) of \( \overline{L} \) contains that of \( L/\langle \overline{x} \rangle \cong PGL(2, q) \) (if, of course, characters of \( L/\langle \overline{x} \rangle \) are interpreted as characters of \( \overline{L} \)). As is well known, the group \( PGL(2, q) \) has exactly four irreducible characters of odd degree and these degrees are 1, 1, \( q, q \), cf. [27]. These degrees then occur in \( B_0(2, \overline{L}) \). If for a moment the notation of Proposition 2 is used for the \( Q \)-group \( L \), then by Proposition 5, \( f_3 = 1, f_1 = f_2 = q \) and \( \delta_1 = -\delta_2 \). By Proposition 2, \( \chi_1 \) and \( \chi_3 \) have opposite values for elements of order \( 2^n \) and consequently, they are not associated in \( \overline{N} \). Each of them then has \( e \) extensions to irreducible characters of \( \overline{N} \). In the terminology introduced in [7, I, §4], the principal 2-block \( B_0(2, \overline{N}) \) covers the principal 2-block \( B_0(2, \overline{L}) \). It follows that \( B_0(2, \overline{N}) \) contains two irreducible characters of degree \( q \) in addition to two characters of degree 1 and this implies the statement.

We use a similar argument to prove a lemma that will be needed in §4.

**Lemma 1.** Let \( G \) be a Q\( D \)-group with the characteristic power \( q \). The principal 2-block \( B_0(2, N) \) (with \( N = C(x) \)) contains exactly one modular irreducible character \( \phi \) different from the principal modular character. If \( \psi \) is as in Proposition 3, then for \( r \in N \) of odd order, we have formulas

\[
(7) \quad \psi(r) = d_0 + d_1 \phi(r),
\]
where \( d_0 \geq 0 \) and \( d_1 > 0 \) are integers (decomposition numbers) which do not depend on \( r \). Here, \( \phi(1) \), \( d_0 \) and \( d_1 \) are determined by \( q \) alone and do not depend otherwise on \( G \).

**Proof.** If \( H \) is a \( Q \)-group and if we restrict the characters of \( B_0(2, H) \) to the set of 2-regular elements, Propositions 4 and 5 show that at most two of these restrictions are linearly independent. Hence the number \( l \) of modular irreducible characters in \( B_0(2, H) \) is at most equal to 2. If we had \( l=1 \), then \( H \) would have a normal 2-complement [9, §29]. This is not true, since in a \( Q \)-group all elements of order 4 are conjugate while the Sylow 2-subgroup has two conjugate classes of elements of order 4. Thus \( l=2 \). Of course, one of the two modular irreducible characters is the principal modular character of \( H \) which we shall denote by \( 1_H \).

In particular, this applies for the \( Q \)-group \( H=N \) in Lemma 1 and this yields the first part of the lemma including the existence of the equation (7). We have \( d_1 > 0 \), since otherwise \( \phi \) would be constant on the set of 2-regular elements of \( N \). By Propositions 4 and 5, the same would be true for all other irreducible characters in \( B_0(2, N) \). This is impossible as we have \( l=2 \).

By Theorem 1 of [6, I], \( \psi \) can be considered as an irreducible character of \( \bar{N} = N/O(N) \) and then \( \psi \in B_0(2, \bar{N}) \). Likewise, \( \phi \) can be identified with the modular irreducible character different from \( 1_H \) in \( B_0(2, \bar{N}) \). The proof of Proposition 7 shows that \( \psi|\bar{L} \) is irreducible and, in fact, \( \psi|\bar{L} \) is one of the two irreducible characters of degree \( q \) in \( B_0(2, \bar{L}) \). Let \( 1_\bar{L} \) and \( \phi* \) denote the two modular irreducible characters in the principal 2-block of the \( Q \)-group \( H=\bar{L} \). Clearly, they are not associated in \( \bar{N} \) and each of them is only associated to itself in \( \bar{N} \). Since \( \bar{N}/\bar{L} \) is cyclic of odd order \( e \), both \( 1_\bar{L} \) and \( \phi* \) have \( e \) extensions each to modular irreducible characters of \( \bar{N} \). Since \( B_0(\bar{N}) \) covers \( B_0(\bar{L}) \), it follows easily from [7, I, (4A)] that \( \phi \) is one of the extensions of \( \phi* \). In particular, \( \phi(1) = \phi*(1) \). By (7), \( d_0 \) and \( d_1 \) are the decomposition numbers of the character \( \psi|\bar{L} \in B_0(2, \bar{L}) \) of degree \( q \). Note that by Proposition 5, both characters of degree \( q \) coincide for 2-regular elements and hence both have the same pair \( (d_0, d_1) \) of decomposition numbers.

Since \( \bar{L} \sim SL^{\pm 1}(2, q) \) for \( q \equiv -1 \) (mod 4) and \( \bar{L} \sim SU^{\pm 1}(2, q) \) for \( q \equiv 1 \) (mod 4), the group \( \bar{L} \) is uniquely determined by \( q \) and so are then \( \phi^*(1) = \phi(1) \) and \( (d_0, d_1) \). This completes the proof of Lemma 1.

We conclude this section with the proof of some inequalities for the degrees in \( B_0(2, G) \).

**Proposition 8.** Let \( G \) be a \( QD \)-group with the characteristic power \( q \). Let \( f_i \), \( \delta_i \) have the same significance as above.

(i) If \( \delta_i = 1 \), then \( f_2 < q^2 \) and if we set

\[
(8) \quad f_2 = q^2 - h, \quad 0 < h < q^2,
\]

we have

\[
(9) \quad f_1 = \frac{q^2(q^2 - h - 1)}{h}, \quad f_3 = \frac{(q^2 - h)(q^2 - h - 1)}{h}.
\]
If $\delta_2 = 1$, then $f_1 < q^2$ and if we set

$$f_1 = q^2 - h, \quad 0 < h < q^2,$$

we have

$$f_2 = \frac{q^2(q^2 - h - 1)}{h}, \quad f_3 = \frac{(q^2 - h)(q^2 - h - 1)}{h}.$$  

(iii) If $\delta_3 = 1$ and if

$$f_\lambda = \text{Min} (f_1, f_2), \quad f_\mu = \text{Max} (f_1, f_2)$$

then $q^2 < f_\lambda < 2q^2$ and if we set

$$f_\lambda = q^2 + h, \quad 0 < h < q^2,$$

we have

$$f_\mu = \frac{q^2(q^2 + h - 1)}{h}, \quad f_3 = \frac{(q^2 + h)(q^2 + h - 1)}{h}.$$  

In each case, $h$ divides $q^2(q^2 - 1)$.

**Proof.** (i) If $\delta_1 = 1$, then $\delta_2 = \delta_3 = -1$ and, by (3) $1 + f_1 = f_2 + f_3$. On account of (5),

$$q^2 + q^2f_1 = q^2f_2 + q^2f_3 = q^2f_2 + f_1f_2 \geq q^2 + f_1f_2.$$  

Hence $f_1f_2 < q^2f_1$, i.e. $f_2 < q^2$. If we set $f_2 = q^2 - h$, we have

$$q^2 + q^2f_1 = q^2(q^2 - h) + f_1(q^2 - h)$$

which yields the first formula (9). The second formula then is obtained from (5).

(ii) The case $\delta_2 = 1$ is treated in an analogous manner with $f_1$ and $f_2$ interchanged.

(iii) If $\delta_3 = 1$, then $\delta_1 = \delta_2 = -1$. Here,

$$1 + f_3 = f_1 + f_2 = f_\lambda + f_\mu,$$

$$q^2 + f_\lambda f_\mu = q^2q^2f_3 = q^2(f_\lambda + f_\mu) \leq 2q^2f_\mu.$$  

This implies $f_\lambda < 2q^2$ and we set $f_\lambda = q^2 + h$ with $-q^2 < h < q^2$. Now

$$q^2 + (q^2 + h)f_\mu = q^2(q^2 + h) + q^2f_\mu,$$

whence $hf_\mu = q^2(q^2 + h - 1)$. Since $q^2 + h - 1 \geq 0$, we have $h \geq 0$. Actually, $h = 0$ would lead to $q^2(q^2 - 1) = 0$ which is absurd. Thus, $h > 0$ and $0 < h < q^2$. We also obtain the first equation (9). The second equation then follows from (5).

In the case (i), the numerator of $f_1$ must be divisible by $h$ and this shows that $h$ divides $q^2(q^2 - 1)$. A similar argument applies in the cases (ii) and (iii).

We prove one more corollary of a different nature.

**Corollary 3.** If $G$ is a QD-group and if $\chi$ is a character in the principal block $B_0(2, G)$, then for $\chi \neq \chi_0$, the kernel $K$ of $\chi$ is $O(G)$. 
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Proof. By [6, I, Theorem 1], we have $K \geq O(G)$. If we have inequality, then $|K:O(G)|$ is even and hence $K$ contains all involutions of $G$. Thus $x \in K$, $s^2 x \in K$ and hence $s^2 \in K$. Since $\chi(1) \neq 1$ by Corollary 1, it follows from Proposition 2 that $\chi \neq \chi^s, \chi^x, \chi^s x$. If $\chi = \chi^{(j)}$ for some $j$, necessarily $f = 2$. Proposition 3 shows that $eq + 1 = \pm 2$ and hence $q = 3$. It follows from Proposition 4 that $f_1 = 3, \delta_1 = -1$. Now, (6) leads to a contradiction. Thus, $K = O(G)$.

3. Regular QD-groups. Let $G$ be a QD-group of characteristic power $q$. Then $q$ is a power of a prime $p$, the characteristic of $G$.

Definition 1. The QD-group is regular, if $p$ occurs in $|G|$ with at least the same exponent with which it divides $|N|/|C|^3$.

Here, $N$ and $C$ have the same significance as before.

Proposition 1. If $G$ is a regular QD-group, then with the notation introduced in §1, we have one of the following two cases:

Case I. $e = 1, \delta_1 = 1, \delta_2 = \delta_3 = -1, f_1 = q^3, f_2 = q^2 - q + 1, f_3 = (q^2 - q + 1)q, f_4 = q^2 - q, f = q^3 + 1$.

Case II. $e = -1, \delta_3 = 1, \delta_1 = \delta_2 = -1, f_1 = q^3, f_2 = q^2 + q + 1, f_3 = (q^2 + q + 1)q, f_4 = q^2 + q, f = q^3 - 1$.

Proof. Let $v(h)$ denote the exact exponent with which the prime $p$ divides an integer $h$. Set $v(f_i) = \alpha_i, v(f_i + q) = \beta_i (i = 1, 2), v(f_1 + e \delta_i q) = \gamma_1, v(f_2 + e \delta_2 q) = \gamma_2$. Then by (2.4), for $i = 1, 2$,

$$v(g) = 3v(|N|) - 2v(|C|) + \alpha_i + \beta_i - 2\gamma_i - v(q).$$

If $G$ is regular, by definition $v(g) \geq 3v(|N|) - 2v(|C|)$ and hence

$$\alpha_i + \beta_i \geq 2\gamma_i + v(q).$$

By (2.5), we have $\alpha_1 + \alpha_2 \geq 2v(q)$. We can therefore choose $i = 1$ or 2 such that $\alpha_i \geq v(q)$. This implies $\beta_i = 0$ and $\gamma_i \geq v(q)$. Hence by (1) $\alpha_i \geq 3v(q)$ and $q^5$ divides $f_i$. If $i'$ is the index 1 or 2 different from $i$, by (2.5) $q | f_{i'}$ and by (2.3) $a_i = 0$.

We now distinguish the three cases in Proposition 2.8.

(i) If $\delta_1 = 1$, we have $f_2 < q^2$ and hence $i = 1, i' = 2$. If we set $f_1 = q^3 + f^*, by (2.9),$

$$q^2 - h - 1 =qh^*_f.$$ 

Then $h \equiv -1 \pmod q$, say $h = h_0 q - 1$ with integral $h_0 > 0$. Thus,

$$q - h_0 = (h_0 q - 1) f^*.$$ 

If $f^* \geq 2$, we find

$$q - h_0 \geq 2(h_0 q - 1) \geq 2(q - 1) > q,$$

which is impossible. Thus $f^* = 1$ and then $q - h_0 = h_0 q - 1$, which implies $h_0 = 1, h = q - 1$. Now, the Proposition 2.8(i) yields

$$f_1 = q^3, f_2 = q^2 - q + 1, f_3 = (q^2 - q + 1)q.$$
In particular, $f_1^\equiv e^\equiv e \pmod{4}$. Since by (2.6) $f_1^\equiv \delta_1 \pmod{4}$ in the present case, $e=1$. The values of $f_4$ and $f$ can be obtained from (2.3) and this establishes the statements for Case I.

(ii) If $\delta_2=1$, an analogous argument yields

$$f_1 = q^2 - q + 1, \quad f_2 = q^3, \quad f_3 = (q^2 - q + 1)q.$$  

By (2.6), (as $\delta_1=-1$)

$$q^2 - q + 1 \equiv eq - 2 \pmod{2^{n+1}}.$$  

In particular, $2-e \equiv -1 \pmod{4}$, whence $e=-1$. But then $q^2 \equiv -3 \pmod{2^{n+1}}$, which is impossible as $q^2 \equiv 1 \pmod{8}$. Thus, the case (ii) does not arise.

(iii) If $S_3=1$, then in (2.8(iii)), $f_\lambda$ is not divisible by $q^3$, we have $i=\mu$ and $i''=\lambda$. Set here $f_\mu = q^3 f^*$. By (2.9(iii))

$$q hf^* = q^2 + h - 1$$

and $h \equiv 1 \pmod{q}$, say, $h=1+qh_0$ with integral $h_0 \geq 0$. Actually, as $q$ and $f_\lambda$ are odd $h$ in (2.8(iii)) is even and $h_0 \geq 1$. Now,

$$(1+qh_0)f^* = q + h_0.$$  

Clearly, $f^* < 2$, i.e. $f^* = 1$. This yields $h_0 = 1$, $h = q + 1$. Now, Proposition 2.8(iii) gives $f_\lambda = q^2 + q + 1$, $f_\mu = q^3$, $f_0 = (q^2 + q + 1)q$. Since then

$$f_0 = q^3 + q^2 + q = 1 + 2q \equiv 1 + 2e \pmod{8},$$

the congruence (2.6) with $\delta_3 = 1$ shows that $e = -1$. If we had $\lambda = 1$, by (2.6)

$$q^2 + q + 1 \equiv -(2 + q) \pmod{2^{n+1}},$$

i.e. $(q + 1)^2 \equiv -2 \pmod{2^{n+1}}$, which is absurd. Thus, $\lambda = 2$, $\mu = 1$. This shows that the values of $f_1, f_2, f_3, e, \delta_1, \delta_2, \delta_3$ are as given in the Case II of the proposition. The values of $f_4$ and $f$ are again obtained from (2.3).

**Proposition 2.** If $G$ is a regular QD-group of characteristic power $q$, then

$$|G| = \frac{|N|^3 q^2 - eq + 1}{|C|^2 (q - e)^2}.$$  

In particular, $p$ divides $|G|$ with exactly the same exponent with which it divides $|N|^3/|C|^2$.

This is immediate from Proposition 1 and (2.4).

By Lemmas 2.4.1(i) and 2.4.2(i), we have

$$(2) \quad |N/O(N)| = 2q(q-1)(q+1)e,$$

where $e = |N/L| = |E/E \cap O(N)|$ and

$$(3) \quad |C/C \cap O(N)| = 2e(q+e).$$
We now set \( a = |C \cap O(N)|\) and \( b = |O(N) : C \cap O(N)|\). Then by equations (2) and (3), we have

\[
\frac{N}{N} = 2\alpha \beta q(q-1)(q+1) \quad \text{and} \quad |C| = 2\alpha \beta (q+\epsilon).
\]

Hence in this notation, Proposition 2 can be expressed as follows:

**Proposition 2*. For a regular QD-group of characteristic power \( q \), we have

\[
|G| = 2\alpha \beta^3 \epsilon q^3 (q+1)(q-1)(q^2-\epsilon q+1).
\]

**Proposition 3.** Let \( G \) be a QD-group of characteristic power \( q \). Each of the following three conditions is necessary and sufficient for the regularity of \( G \).

(i) \( q^3 | f_1 \).

(ii) \( f_2 = q^2 - \epsilon q + 1 \).

(iii) \( q | f_3, (q, f_1) \neq 1 \).

**Proof.** The necessity of each of these conditions is clear from Proposition 1.

If \( q^3 | f_1 \), the factor

\[
\frac{f_1(f_1+\delta)}{(f_1-\epsilon \delta q)^2} \quad \frac{q+\epsilon}{q}
\]

in (2.4) contains \( p \) with a nonnegative exponent and then \( G \) is regular by definition.

The conditions (iii) imply (i) by (2.3) and (2.5).

Finally, if \( f_2 = q^2 - \epsilon q + 1 \), by (2.6)

\[
2 - \epsilon q \equiv -\epsilon \delta q \pmod{8},
\]

whence \( \delta_2 = -1 \). If \( \delta_2 = -1 \), the second form of \( |G| \) in (2.4) shows that \( G \) is regular.

This completes the proof.

We add a corollary.

**Corollary 1.** The QD-groups \( G \) and \( G/0(G) \) are regular at the same time.

This is a consequence of the fact that the principal 2-blocks of \( G \) and of \( G/0(G) \) can be identified, cf. [6, I, Theorem 1].

4. **Proof of Theorem A.** The theorem has already been stated in Chapter I.

**Theorem A.** Let \( G \) be a QD-group and assume that \( G \) contains a regular QD-subgroup \( H \) of the same characteristic power \( q \) as \( G \). Then \( G \) is regular and \( O(H) = O(G) \cap H \).

**Proof.** We use the same notation for \( G \) as before while in the case of \( H \), asterisks will be added. Thus, \( B_0(2, H) \) consists of the characters \( \chi_0^* = 1, \chi_1^*, \chi_2^*, \ldots \). Since \( H \) is regular, the degrees are

\[
\begin{align*}
f_1^* &= q^3, \\
f_2^* &= q^2 - \epsilon q + 1, \\
f_3^* &= q(q^2 - \epsilon q + 1), \\
f_4^* &= q^2 - \epsilon q, \\
f^* &= q^3 + \epsilon.
\end{align*}
\]
and the corresponding signs are

\[
\begin{align*}
\delta_1^* = 1, & \quad \delta_2^* = \delta_3^* = -1 \quad \text{for } e = 1, \\
\delta_1^* = \delta_2^* = -1, & \quad \delta_3^* = 1 \quad \text{for } e = -1.
\end{align*}
\]

Since \( q = e + 2^n - 1 \pmod{2^n} \), the value of \( n \) is determined by \( q \) and it is the same for \( G \) and \( H \). In this section, \( j \) will always range over the values in (2.1).

Since \( \chi_i|_H \) is a character of \( H \), (\( i = 1, 2, 3 \)), we may set

\[
\chi_i|_H = \sum_{\lambda=0}^{3} a_{i\lambda} \chi_{\lambda}^* + \sum_{j} b_{il}\zeta^{j\lambda} + \Xi_i.
\]

Here, the \( a_{i\lambda} \) and \( b_{il} \) are nonnegative integers and \( \Xi_i \) is a character of \( H \) whose irreducible constituents do not belong to the principal 2-block \( B_0(2, H) \).

We first note that it will suffice to prove that

(*) \( \chi_2|_H = \chi_3^* \).

Indeed, then \( f_2 = f_2^* = q^2 - eq + 1 \) and Proposition 3.3 shows that \( G \) is regular. By [6, I, Theorem 1] \( \chi_2^* \) is trivial on \( O(H) \) and so is then \( \chi_2 \). Now Corollary 2.3 implies that \( O(H) \subseteq O(G) \cap H \). Since the reverse inclusion is obvious, Theorem A will then be established.

We now come to the proof of (*). Let \( r \) range over the 2-regular elements of \( C_H(s) \). Substituting \( u = sr \) in (3) and applying Proposition 2.2 both to \( G \) and to \( H \), we obtain

\[
\delta_i = \sum_{\lambda=0}^{3} a_{i\lambda} \delta_{\lambda}^* + \delta_i^* \sum_{j} b_{ij}(\zeta^i + (\zeta)^{-j}) + \Xi_i(sr)
\]

(\( i = 1, 2, 3 \)). Here, we set \( \delta_0^* = 1 \). As always in this section, \( j \) ranges over the values (2.1).

It follows from the main result of [5, II] that we may set \( \Xi_i(sr) = \theta_i(r) \), where \( \theta_i \) is a linear combination of 2-modular irreducible characters of \( C_H(s) \), none of which lies in \( B_0(2, C_H(s)) \). Since then 1 and \( \theta_i \) are linearly independent, (4) implies \( \theta_i = 0 \). Thus

(4*) \( \delta_i = \sum_{\lambda=0}^{3} a_{i\lambda} \delta_{\lambda}^* + \delta_i^* \sum_{j} b_{ij}(\zeta^i + (\zeta)^{-j}). \)

Here, \( j \) ranges over the values (2.1). Since \( \zeta \) is a primitive \( 2^s \)th root of unity, we have \( \zeta^{2^n - 1} = -1, \zeta^{2^n - 3} + (\zeta)^{-2^n - 3} = 0 \) and

\[
\begin{align*}
\zeta^i + (\zeta)^{-j} & = -(\zeta^{i-j} + (\zeta)^{-(i-j)}) \quad (j \text{ odd}), \\
\zeta^i + (\zeta)^{-j} & = -(\zeta^{2^n-1-i} + (\zeta)^{-(2^n-1-i)}) \quad (j \text{ even}).
\end{align*}
\]

Now (4*) can be written in the form

\[
\delta_i = \left\{ \begin{array}{ll}
\sum_{\lambda=0}^{3} a_{i\lambda} \delta_{\lambda}^* + \delta_i^* \sum_{j} (b_{il} - b_{i,-j})(\zeta^i + (\zeta)^{-j}) \\
+ \delta_i^* \sum_{j} (b_{il} - b_{i,2^n-1-j})(\zeta^{i-j} + (\zeta)^{-i-j}).
\end{array} \right.
\]
where \( j' \) ranges over the values 1, 3, 5, \ldots, \( 2^{n-2} - 1 \) and where \( j'' \) ranges over the values 2, 4, \ldots, \( 2^{n-2} - 2 \).

Since \( 1, \zeta, \ldots, \zeta^{2^{n-1} - 1} \) are linearly independent over the field \( \mathbb{Q} \) of rational numbers, so are

\[
\zeta^{-2^{n-2} + 1}, \zeta^{-2^{n-2} + 2}, \ldots, \zeta^{2^{n-2}}.
\]

On comparing coefficients of powers of \( \zeta \) in our equation, we have

\[
\delta_i = \sum_{v=0}^{3} a_{iv} \delta_v^r,
\]

\[
b_{i,j'} = b_{i,-j'} \quad \text{for} \quad j' = 1, 3, \ldots, 2^{n-2} - 1,
\]

\[
b_{i,j''} = b_{i,2^{n-1} - j''} \quad \text{for} \quad j'' = 2, 4, \ldots, 2^{n-2} - 2.
\]

We next substitute \( u = s^2r \) in (3), where \( r \) now ranges over the 2-regular elements of \( C_H(s^2) \). An analogous argument yields

\[
\pm \delta_i = \left\{ \begin{array}{ll}
\frac{a_{10} + a_{11} \delta_1^* - a_{12} \delta_2^* - a_{13} \delta_3^*}{\delta_1}, & (i = 1) \\
\delta_2, & (i = 2) \\
\delta_3, & (i = 3)
\end{array} \right.
\]

where we have the + sign on the left for \( i = 1 \) and the − sign for \( i = 2 \) and 3. The term with \( j = 2^{n-2} \) in the sum is \( -2b_{i,2^{n-2}} \). For all other \( j \), we have formulas \( \zeta^{2j} = \pm \zeta^k \), \( \zeta^{-2j} = \pm \zeta^l \) with \( \zeta^k \) and \( \zeta^l \) occurring in (5) and being different from 1. On using this in (8) and comparing the coefficient of 1, we find

\[
a_{10} + a_{11} \delta_1^* - a_{12} \delta_2^* - a_{13} \delta_3^* - 2b_{1,2^{n-2}} \delta_i^* = \left\{ \begin{array}{ll}
\delta_1, & (i = 1) \\
-\delta_2, & (i = 2) \\
-\delta_3, & (i = 3)
\end{array} \right.
\]

We shall later apply the same method once more using elements \( u = xr \) with 2-regular \( r \in C_H(x) \), but it is better to postpone this.

We now separate the cases \( \epsilon = -1 \) and \( \epsilon = 1 \).

Case \( \epsilon = -1 \). If \( \delta_1 = 1 \), by Proposition 2.8(i), \( f_2 < q^2 \). Since here \( \delta_2 = -1 \), (6) for \( i = 2 \) reads

\[-1 = a_{20} - a_{21} - a_{22} + a_{23},\]

cf. (2). Hence \( a_{21} + a_{22} > 0 \). By (1), \( f_1^* > q^2, f_2^* > q^2 \). Neither \( \chi_1^* \) nor \( \chi_2^* \) can occur as a constituent of \( \chi_2|H \) of degree less than \( q^2 \), so we have a contradiction with (3).

Likewise, if \( \delta_2 = 1 \), we have \( f_1 < q^2 \). Here, \( \delta_1 = -1 \) and (6) for \( i = 1 \) shows that \( a_{11} + a_{12} > 0 \). Again, (3) leads to a contradiction since \( f_1^* > q^2, f_2^* > q^2 \).

Thus, \( \delta_3 = 1 \) and then \( \delta_1 = \delta_2 = -1 \). Here, (9) for \( i = 1 \) reads

\[a_{10} - a_{11} - a_{12} - a_{13} + 2b_{1,2^{n-2}} = -1,\]

cf. (2). Then \( a_{11} + a_{13} > 0 \), i.e. \( \chi_1|H \) contains \( \chi_1^* \) or \( \chi_3^* \) as constituent. By (1) \( f_3^* > f_1^* = q^3 \). Since then \( f_1 \geq q^3 \), in Proposition 2.8(iii), we must have \( \mu = 1, \lambda = 2 \) and

\[f_2 = q^2 + h, \quad q^2(q^2 + h - 1) = h f_1 \geq h q^3.\]
It follows that $hq \leq q^2 + h - 1$. Thus, $h \leq q + 1$ and so

$$f_2 \leq q^2 + q + 1.$$  

Again, by (6) with $i=2$, $a_{21}+a_{22} > 0$, i.e. $\chi^*_1$ or $\chi^*_2$ occurs as constituent of $\chi_2^*|H$. However, by (1) $f_1^*$ is larger than $f_2$ and $\chi_3^*|H$ cannot contain $\chi^*_1$. Since $f_2^* = q^2 + q + 1$, (10) shows that necessarily $\chi_2^*|H = \chi^*_2$, i.e. that (*) holds. As remarked, this establishes Theorem A in the Case $e = -1$.

Case $e = 1$. For $i=1$, the equation (9) reads here

$$a_{10} + a_{11} + a_{12} + a_{13} - 2b_{1,2} - 2 = \delta_1,$$

cf. (2). By (6) for $i=1, 2, 3$,

$$a_{i0} + a_{i1} - a_{i2} - a_{i3} = \delta_i.$$  

It follows from (11) that if $\delta_1 = -1$, necessarily $b_{1,2} > 0$. Since $f_1^* = q^2 + 1$ by (1), it follows from (3) with $i=1$ that

$$f_1 \geq q^2 + 1 \quad \text{(for } \delta_1 = -1).$$

In particular, this is true in the case $\delta_2 = 1$. However then Proposition 2.8(ii) yields $f_1 < q^2$, a contradiction. Thus $\delta_2 = -1$ and hence $\delta_1 = 1$ or $\delta_3 = 1$.

If $\delta_1 = 1$, (13) applies. Now Proposition 2.8(iii) shows that $\lambda = 2$, $\mu = 1$ and that

$$f_2 = q^2 + h, \quad hf_1 = q^2(q^2 + h - 1), \quad 0 < h < q^2.$$  

It follows from (13) that $hq < q^2 + h - 1$. Then $h < q + 1$ and

$$f_2 < q^2 + q + 1 \quad \text{(for } \delta_3 = 1).$$

If $\delta_1 = 1$, we can apply Proposition 2.8(i) and find

$$f_2 < q^2 \quad \text{(for } \delta_1 = 1).$$

Since $\delta_2 = -1$, the equation (12) shows that $a_{22} + a_{23} = 0$. On account of (14), $\chi^*_2$ of degree $q(q^2 - q + 1)$ is not a constituent of $\chi_3^*|H$. Hence $a_{23} = 0$ and $a_{22} > 0$. This means that $\xi = \chi_3^*|H - \chi^*_2$ is a character of $H$. By (14),

$$\xi(1) = f_2 - f_2^* < q^2 + q + 1 - (q^2 - q + 1) = 2q.$$  

It follows that $\xi$ cannot contain any irreducible constituent in $B_0(2, H)$ except possibly $\chi^*_0$, cf. (1). In particular, $a_{20} = 1$ and then (12) shows that $a_{20} = 0$. Thus, $\chi^*_0$ is not an irreducible constituent of $\xi$ either. In other words, in (3) for $i=2$, $\Xi_2$ coincides with $\xi$, we have

$$\chi_2^*|H = \chi^*_2 + \Xi_2.$$  

We shall need some more relations between the coefficients of (3). Substitute $u = xr$ in (15) where $r$ is a 2-regular element of $C_H(x) = N \cap H$. As we have $e = 1$, $\delta_2 = \delta^*_2 = -1$, Proposition 2.3 yields $\chi_2(xr) = \psi(r)$, $\chi^*_2(xr) = \psi^*(r)$, where $\psi^*$ plays the
same role for $H$ as $\psi$ does for $G$, i.e. where $\psi^*$ is an irreducible character of degree $q$

in $B_0(2, C_H(x)) = B_0(2, N \cap H)$.

On the other hand, the main result of [5, II] shows that $\Xi_2(xr) = \theta_2'(r)$, where $\theta_2'$ is

a linear combination of 2-modular irreducible characters of $N \cap H$ which do not

lie in $B_0(2, N \cap H)$. We then have $\psi(r) = \psi^*(r) + \theta_2'(r)$ for all 2-regular $r$ in $N \cap H$.

Apply now Lemma 2.1 to both $G$ and $H$. As before, let $\phi$ be the nonprincipal

2-modular irreducible character in $B_0(2, N)$. Let $\phi^*$ be the nonprincipal modular

irreducible character in $B_0(2, N \cap H)$. Since $G$ and $H$ have the same characteristic

power $q$, the lemma shows that

\[ \phi(1) = \phi^*(1) \]

and that we have formulas $\psi(r) = d_0 + d_1\psi(r), \quad \psi^*(r) = d_0 + d_1\phi^*(r)$ with the same integers $d_0 \geq 0$ and $d_1 > 0$ in both. These integers do not depend on $r$. Then $\phi(r) = \phi^*(r) + (1/d_1)\theta_2'(r)$ for all 2-regular $r \in H \cap N$. Since $\phi|N \cap H$ is a modular character of $N \cap H$, it follows now that $(1/d_1)\theta_2'$ is the sum of the constituents of $\phi|N \cap H$ which do not belong to $B_0(2, N \cap H)$. Hence $(1/d_1)\theta_2'$ is a modular character of $N \cap H$ and since (16) implies that $(1/d_1)\theta_2'(1)$ vanishes, we conclude that $(1/d_1)\theta_2'$ vanishes. Hence

\[ \psi(r) = \psi^*(r) \]

for all 2-regular $r$ in $N \cap H$.

Apply again Proposition 2.3 to $G$ and $H$. Firstly, we have

\[ \chi_1(xr) = \delta_1\psi(r) = \delta_1\psi^*(r). \]

Then, if we substitute $u=xr$ in (3) for $i=1$, we find

\[ \delta_1\psi^*(r) = a_0 + a_1\psi^*(r) + a_2\phi^*(r) + a_3 - a_4(\psi^*(r) - 1) \]

\[ + \sum_j (-1)^jb_{1j}(\psi^*(r) + 1) + \Xi_1(xr). \]

Again $\Xi_1(xr) = \theta_1'(r)$, where $\theta_1'$ is a linear combination of modular irreducible characters of $N \cap H$ which do not lie in $B_0(2, N \cap H)$. Then 1, $\psi^*$, $\theta_1'$ are linearly independent and since $\psi^*(r) = d_0 + d_1\phi^*(r)$ with $d_1 \neq 0$, we can compare the coefficients of 1 and of $\psi^*$ in the equation. This yields

\[ a_0 + a_1 + a_3 + \sum_j (-1)^jb_{1j} = 0, \]

\[ a_1 + a_2 + a_4 + \sum_j (-1)^jb_{1j} = \delta_1. \]

We next wish to improve (14a). Assume then that $\delta_1 = -1$. Suppose first that $f_1 < 4q^3$. Since $f^* = q^3 + 1$, it follows from (3) that

\[ \sum_j b_{1j} < 4. \]
By (11), $b_{1,2^n-2}>0$ and (18) shows that the sum of the $b_{ij}$ with odd $j$ is at least 1. By (7), this sum is even. On account of (20), it has the value 2. Moreover $b_{1,2^n-2}=1$, while all other $b_{ij}$ with even $j$ vanish. Now, (11), (12), (18) and (19) read

$$a_{10}+a_{11}+a_{12}+a_{13} = 1, \quad a_{10}+a_{11}-a_{12}-a_{13} = -1,$$

$$a_{10}+a_{13}+a_{14} = 1, \quad a_{11}+a_{12}-a_{14} = 0.$$  

Hence $a_{10}=a_{11}=0$ and either

$$a_{12} = 0, \quad a_{13} = 1, \quad a_{14} = 0 \quad \text{or} \quad a_{12} = 1, \quad a_{13} = 0, \quad a_{14} = 1.$$  

In the former case, (3) yields

$$f_1 \geq q(q^2-q+1)+3(q^3+1) = 4q^3-q^2+q+3$$

and, in the latter case,

$$f_1 \geq (q^2-q+1)+(q^2-q)+3(q^3+1) > 3q^3+2q^2-2q.$$  

Since $q^3 \geq 3q^2$, it is now clear that in all cases

$$f_1 > 3q^3+2q^2-2q.$$  

This is also true in the case $f_1 \geq 4q^3$, which was at first excluded.

Apply now Proposition 2.8(iii). We must have $\lambda=1$, $\mu=2$ since $f_1 > 2q^2$. Then $f_2=q^2+h$, $hf_1=q^2(q^2+h-1)$ and we find $q^2(q^2+h-1) > h(3q^3+2q^2-2q)$, whence

$$q^4-q^2 > h(3q^3+q^2-2q) = hq(3q-2)(q+1).$$  

Thus, $h < q(q-1)/(3q-2) < \frac{4}{3}q$, and this implies that, for $s_1=-1$,

$$f_2 < q^2+\frac{4}{3}q.$$  

On account of (142), this is also true for $s_1=1$.

Now, (15) and (21) imply that

$$\Xi_2(1) = f_2-f_2^* < q^2+\frac{4}{3}q-(q^2-q+1) < 4q/3.$$  

If $\Xi_2=0$, then (15) shows that (*) holds and we are finished.

The proof of Theorem 1 will be complete if we can show that the assumption $\Xi_2 \neq 0$ leads to a contradiction. Suppose then that $\Xi_2 \neq 0$. Set

$$\Xi_2 = c_1\eta_1+c_2\eta_2+\cdots+c_m\eta_m,$$

where $\eta_1, \eta_2, \ldots, \eta_m$ are distinct irreducible characters of $H$, where the $c_i$ are positive integers and where $m \geq 1$.

Since we have $\varepsilon=1$ and $\delta_2=\delta_2^*=-1$, it follows from Propositions 2.2 and 2.3 applied to $G$ and $H$, and from (17) that $\chi_2(w)=\chi_2^*(w)$ for all 2-singular elements $w$ of $H$. Thus,

$$\Xi_2(w) = 0$$

for these $w.$
Assume first that some $\eta_v$ in (23) has 2-defect 0. Then $\eta_v$ can be interpreted as a chief indecomposable character of $H$ (for the prime $p=2$). It follows that $\eta_v\overline{\eta_v}$ is a sum of principal indecomposable characters of $H$ amongst which the principal indecomposable character $\Phi^*_0$ belonging to the modular irreducible character 1 of $H$ occurs (cf. [9, §§23 and 24]). Hence, by (22),

$$\Phi^*_0(1) \leq \eta_v(1)^2 \leq 16q^2/9.$$ 

Here, $\Phi^*_0$ may be considered as an ordinary character of $H$. One of its irreducible constituents is $\chi^*_0$, which occurs with the multiplicity 1. All irreducible constituents of $\Phi^*_0$ belong to $B_0(2, H)$. Since

$$16q^2/9 < q^3 - q^2 + q < q^3,$$

it follows from (1) that $\chi^*_0$, $\chi^*_4$ and the $\chi^{0*}$ cannot occur as constituents of $\Phi^*_0$. For $q \geq 9$, at most one of $\chi^*_0$, $\chi^*_4$ can occur since

$$2(q^2 - q) \leq 16q^2/9.$$ 

Moreover, the multiplicity of the constituent $\chi^*_2$ or $\chi^*_4$ must be 1. Hence $\Phi^*_0 = \chi^*_0 + \chi^*_2$ or $\Phi^*_0 = \chi^*_0 + \chi^*_4$. Accordingly, $\Phi^*_0(1) = q^2 - q + 2$ or $\Phi^*_0(1) = q^2 - q + 1$. However, this is impossible since $\Phi^*_0(1)$ is divisible by the order $2^{n+1}$ of a Sylow 2-group of $H$, while $q^2 - q + 2 \equiv 2 \pmod{4}$ and $q^2 - q + 1$ is odd.

If $q < 9$, then as $e = 1$ we have $q = 5$. Here $f^*_2 = 21$, $f^*_4 = 20$, and $\Phi^*_0(1) \leq 44$. It is seen easily that this also leads to a contradiction.

Hence none of the $\eta_v$ in (23) has 2-defect 0. This implies that none of the $\eta_v$ vanishes for all elements of $S - \{1\}$. Now (23) and (24) show that $m \geq 2$. Moreover, if $u$ ranges over all 2-singular elements of $H$, we have

$$-cm\eta_m(u) = \sum_{k=1}^{m-1} c_k \eta_e(u),$$

and hence

$$-cm\eta_m(u)\eta_m(u) = \sum_{k=1}^{m-1} c_k \eta_m(u)\eta_e(u).$$

If we add over all 2-singular $u \in H$, the left hand side is negative. By the orthogonality relations for group characters, the right hand side can be written in the form

$$-\sum_{k=1}^{m-1} c_k \sum_r \eta_m(r)\overline{\eta_e(r)},$$

where $r$ ranges over all 2-regular elements of $H$. It follows that for some $k \leq m-1$, we have $\sum_r \eta_m(r)\overline{\eta_e(r)} \neq 0$. Then, for some irreducible constituent $\chi^*_k$ of $\eta_m\overline{\eta_e}$, the sum $\sum_r \chi^*_k(r)$ does not vanish. If we express $\chi^*_k(r)$ by the modular irreducible characters, it follows from the orthogonality relations for modular characters [9,
§8] that \( \chi^* \in B_0(2, H) \). Here \( \chi^* \neq \chi_0^* \) since \( \kappa \neq m \). Now (1) shows that \( \chi^*(1) \geq q^2 - q \) and hence \( q^2 - q \leq \eta_m(1) \eta_m(1) \). By (22) and (23), \( \eta_m(1) < 4q/3 - \eta_m(1) \). Thus,

\[
q^2 - q < \eta_m(1)(4q/3 - \eta_m(1)) \leq (2q/3)^2.
\]

Since this implies \( q < 9/5 \), we have a contradiction. Thus, the case \( \Xi_2 \neq 0 \) cannot arise and the proof of Theorem A is complete.

5. Subsections associated with a 2-block of full defect. As before, let \( G \) be a QD-group or a Q-group. We shall discuss the 2-blocks of full defect \( n + 1 \) applying the general results of [7]. The fixed prime \( p \) will always be taken as 2. The 2-section of a 2-element \( u \) of \( G \) will be denoted by \( S(u) \). This is the set of all elements \( w \) of \( G \) whose 2-factor \( w_2 \) is conjugate to \( u \).

We first note that

\[
(1) \quad N(S) = SC(S) = S \times E; \quad E = O(C(S)).
\]

Here, \( E \) is a subgroup of odd order. The 2-blocks of \( G \) of full defect are in one-to-one correspondence with the irreducible characters \( \theta \) of \( E \). We may consider \( \theta \) as an irreducible character of \( N(S) \), which is trivial on \( S \), i.e. for which \( \theta(u) = \theta(1) \) for \( u \in S \). If \( b_\theta \) is the block of \( N(S) \) containing \( \theta \), the corresponding block of \( G \) is \( b_\theta ^G \). This block will be denoted by \( B_\theta \). Thus, our correspondence is given by

\[
(2) \quad \theta \rightarrow B_\theta = b_\theta ^G.
\]

If \( \theta = 1 \) is the principal character of \( E \), then \( B_\theta \) is the principal block \( B_0(2, G) \) of \( G \).

By a subsection \( (u, b) \) of a section \( S(u) \), we mean a pair consisting of a 2-element \( u \) of \( G \) and a 2-block \( b \) of \( C(u) \). The subsection is associated with the 2-block \( B \) of \( G \), if \( b_\theta ^G = B \). It suffices to take \( u \) in a fixed set of representatives for the conjugate classes of 2-elements of \( G \). In particular, we shall always take \( u \in S \).

Our first aim is to determine the subsections \( (u, b) \) associated with a fixed 2-block \( B_\theta \) of full defect. In other words, we wish to characterize the 2-blocks \( b \) of \( C(u) \) for which

\[
(3) \quad b_\theta ^G = B_\theta
\]

for a given irreducible character \( \theta \) of \( E \). We first show:

**Proposition 1.** Let \( u \) be an element of \( S \) of order more than 4. There exists a unique subsection \( (u, b) \) of \( S(u) \) associated with \( B_\theta \). Here, \( b \) is the unique block \( b_u \) of \( C(u) \) covered by \( b_\theta ^{SC(u)} \) (in the sense of [7, 1]). The defect group of \( b_u \) is the cyclic subgroup \( S_0 = \langle s \rangle \) of \( S \) of order \( 2^n \). If \( u \in S_0 \) has order 4 and if \( b_u \) is defined in the same way, then \( (u, b_u) \) is the only subsection of \( S(u) \) of defect more than 2 associated with \( B_\theta \). The defect group of \( b_u \) in this case is still \( S_0 \).

**Proof.** Let \( (u, b) \) be a subsection associated with \( B_\theta \) and let \( D_1 \) be its defect group. Since \( \langle u \rangle \) is normal in \( C(u) \), we have \( u \in D_1 \) [5, I, (9F)]. If \( u \in S_0 \) has order at
least 4, then $S_0$ is a Sylow 2-group of $C(u)$ and we may choose $D_1 \subseteq S_0$. Of course $D_1$ is cyclic and in the cases considered in Proposition 1, its order is at least 8.

Set $M = N(\langle u \rangle)$. It is clear that $SC(u)$ is contained in $M$ and that $M/C(u)$ is a 2-group. Hence $M = SC(u)$, $|M:C(u)| = 2$. Since $C(D_1) \subseteq C(u)$, the block $b^M$ of $M$ is defined [5, II, (2E)]. Let $D_2 \supseteq D_1$ be a defect group of $b^M$. We have

$$(b^M)^2 = b^2 = B_0.$$  

This implies that $D_2$ is contained in a defect group of $B_0$, i.e., in a quasi-dihedral group. It follows that the cyclic subgroup $D_1$ of order at least 8 is characteristic in $D_2$. Then $\langle u \rangle$ is also characteristic in $D_2$ and hence

$$N(D_2) \subseteq N(\langle u \rangle) = M.$$  

Now, the first main theorem on blocks [5, I, II] shows that $D_2$ is a defect group of $(b^M)^2 = B_0$. Then $|D_2| = 2^{n+1}$ and $D_2$ can be chosen as the Sylow 2-subgroup $S$ of $M$. Since $N(S) \subseteq M$, the first main theorem implies

$$b^M = b^S.$$  

It follows from [7, I,(4D)] that the block $b$ of $C(u)$ is covered by the block $b_0^M$ of $M$.

Conversely, let $b$ be a block of $C(u)$ covered by $b_0^M$. Since $b_0^M$ has the defect group $S$ and since $C(S) \subseteq C(u)$, $b_0^M$ is regular with regard to $C(u)$ and we conclude that $b_0^M = b^M$ [7, I,(4D)]. This implies (3). Moreover, as $b_0^M$ has full defect, it contains an irreducible character $\chi^*$ of odd degree. Since $|M:C(u)| = 2$, $\chi^*|C(u)$ is irreducible. As it lies in $b$, $b$ is unique and $b$ also has full defect, i.e. the Sylow 2-subgroup $S_0$ of $C(u)$ is a defect group of $b$. This completes the proof.

**Proposition 2.** The subsection $(x, b_x)$ with $b_x = b_0^S$ is associated with $B_0$ and its defect group is $S$. It is the only subsection of $\mathcal{F}(x)$ associated with $B_0$ whose defect group is not elementary abelian of order 4.

**Proof.** It is clear that $N(S) \subseteq N$ and then $(b_0^N)^2 = b_0^2 = B_0$. The first statement is now obvious.

Conversely, assume that the subsection $(x, b)$ is associated with $B_0$ and let $D_1$ denote its defect group. We may assume that $D_1$ belongs to the Sylow 2-subgroup $S$ of $N$. Since $x \in D_1$, we see that either $x$ is the unique involution in the center of $D_1$ or that $D_1$ is elementary abelian of order 4. If the latter case is excluded, $\langle x \rangle$ is characteristic in $D_1$ and hence

$$N(D_1) \subseteq N(\langle x \rangle) = N.$$  

It then follows from the first main theorem on blocks that $b^2 = B_0$ has the defect group $D_1$. Thus, $D_1 = S$, and then $b = b_0^S$ as we wished to show.

We now study the cases not covered by the first two propositions. We use the method developed in [7, I, §6]. We summarize some of the results.
Let $D_1$ be a 2-subgroup of $G$ and let $b_1$ be a 2-block of $F_1 = D_1 C(D_1)$ with the defect group $D_1$. We construct a sequence

$$D_1, D_2, \ldots, D_h$$

of 2-subgroups of $G$ and of 2-blocks $b_j$ of $F_j = D_j C(D_j)$ with the defect group $D_j$ as follows. Suppose that, for some $j \geq 1$, the group $D_j$ and the block $b_j$ of $F_j$ have already been obtained.

**Case 1.** There exists a subgroup $H_j \supseteq F_j$ of $N(D_j)$ with $|H_j:F_j| = 2$ such that $b_j$ is stable in $H_j$.

Choose $D_{j+1}$ as defect group of the (well-defined) block $b_{j+1}$ of $H_j$ and choose $b_{j+1}$ as a block of $F_{j+1} = D_{j+1} C(D_{j+1})$ with

$$(5) \quad b_{j+1}^H = b_{j+1}^{H_j}$$

(which is possible).

**Case 2.** No group $H_{j+1}$ with the required properties exists. Then we terminate the sequence (4) with $D_h$, i.e. we take $h = j$.

Our conditions imply that

$$D_j \subseteq D_{j+1}, \quad |D_{j+1}:D_j| = 2,$$

and that

$$H_j = D_{j+1} C(D_j), \quad D_{j+1} \cap F_j = D_j, \quad H_j/F_j \simeq D_{j+1}/D_j$$

for $1 \leq j < h$. We have the result that $b_j^H$ has full defect, if and only if $D_h$ is a Sylow 2-subgroup $S^w$ of $G$, $w \in G$. If this is so, we have $b_h^Q = B_g$ if and only if $b_h = b_g^w$. We are using here the fact that because of (1), we have

$$N(S) = (SC(S))^w = D_h C(D_h) = F_h;$$

and that therefore $b_g^w$ is the only block $B^*$ of $F_h$ with $(B^*)^g = B_g$.

In general, if $D_1$ and $D_h$ are 2-subgroups of $G$, if $b_1$ is a 2-block of $D_1 C(D_1)$ with the defect group $D_1$ and if $b_h$ is a 2-block of $D_h C(D_h)$ with the defect group $D_h$, we say that $b_1$ and $b_h$ are *linked*, if there exist groups $D_j$ and blocks $b_j$ for $1 \leq j \leq h$ for which the conditions above are satisfied.

We can now study subsections $(x, b)$ associated with $B_g$ which are not given by Proposition 2, i.e. which have defect 2. In the terminology of [7], they are *minor* subsections. In some of the later developments the occurrence of such minor subsections will play an important role.

We first introduce some notation. With $S = \langle s, z \rangle$ as before, set

$$s_j = s^{2^{n-j}}, \quad T_j = \langle s_j, z \rangle, \quad (1 \leq j \leq n).$$

Thus, $s_j$ has order $2^j$, $s_n = s$, $s_1 = x$, $s_2 = y$. Also, $|T_j| = 2^{j+1}$, $T_n = S$, and $T_1 = T$ is elementary abelian of order 4. For $1 < j < n$, $T_j$ is dihedral. As is seen without difficulty,

$$N(T_j) = T_{j+1} C(T_j) \quad \text{for } 1 < j < n.$$
If $G$ is a $Q$-group, this is still true for $j=1$. However, if $G$ is a $QD$-group, then $t$ as defined in §1, equation (1) lies in $N(T)$. Also, $y \in N(T)$. Since $N(T)/C$ is isomorphic to a subgroup of the symmetric group on 3 letters, we now see easily that

\begin{equation}
N(T_1) = \begin{cases} \langle C, y \rangle, & \text{($G$ a $Q$-group)} \\
\langle C, y, t \rangle, & \text{($G$ a $QD$-group)}
\end{cases}
\end{equation}

We next prove two lemmas.

**Lemma 1.** If $D_j \supseteq T$ is a subgroup of order $2^{j+1}$ of $S$ ($1 \leq j \leq n$), then $D_j = T_j$.

This is obvious, since $z \in D_j$ and since $|D_j \cap S_0| = 2^j$, whence $s_j \in D_j$.

**Lemma 2.** There exists a unique block $b_C$ of $C$ which is linked with the block $b_\theta$ of $SC(S)$. We have $(b_C)\theta = b_C$.

**Proof.** Since the Sylow 2-subgroup $T$ of $C$ is normal in $C$, the group $T$ is the unique defect group of any block $b_1$ of $C$. Likewise, $S$ is the unique defect group of $b_\theta$. If $b_1$ and $b_\theta$ are linked and if we use the same notation as in the definition of linkage, we have $D_1 = T$, $D_n = S$ and, necessarily, $|D_j| = 2^{j+1}$, $h = n$. It follows from Lemma 1 that $D_j = T_j$ for $1 \leq j \leq n$.

Conversely, if we choose $D_j = T_j$, $F_j = D_jC(D_j)$ for $1 \leq j \leq n$ and $H_j = D_{j+1}C(D_j)$ for $j < n$, the relations (6) and (7) hold.

Suppose that $b_{j+1}$ is a block of $F_{j+1}$ with the defect group $D_{j+1}$, $j < n$. Since $C(D_{j+1}) \subseteq F_{j+1}$, the block $B^* = b_{j+1}^{H_j}$ of $H_j$ is defined. A suitable defect group contains $D_{j+1}$ and, as $D_{j+1}$ is a Sylow 2-subgroup of $H_j$, the group $D_{j+1}$ itself is a defect group of $B^*$. Since $C(D_{j+1}) \subseteq C(D_j) \subseteq F_j$, it is now clear that $B^*$ is regular with regard to $F_j$ and that there exist blocks $b_j$ of $F_j$ with

\[ b_j^{H_j} = B^* = b_{j+1}^{H_j}, \]

cf. [7, I,(4B), (4D)]. Moreover, $B^*$ covers $b_j$. Since $B^*$ has full defect in $H_j$, there exists an irreducible character $\chi^* \in B^*$ of odd degree. Then all irreducible constituents of $\chi^*|F_j$ have odd degree and as some of these constituents lie in $b_j$, the block $b_j$ has full defect. Clearly, $D_j$ is a Sylow 2-subgroup of $F_j$ and it is now clear that $D_j$ is a defect group of $b_j$. Since $B^*$ has larger defect than $b_j$, it follows from [7, I,(5C)] that $b_j$ is stable in $H_j$. In particular, $b_j$ is the only block of $F_j$ covered by $B^*$. This implies that $b_j$ is uniquely determined by $b_{j+1}$.

If we start with $b_n = b_\theta$ and apply our argument successively for $j = n-1, n-2, \ldots, 1$, we obtain a block $b_1 = b_C$ of $C$ which is linked with $b_\theta$. Moreover, we see at the same time that $b_C$ is unique. Since $b_C$ is stable in $H_1$ and since $y \in T_2$, we have $b_C = b_\theta$ and the proof is complete.

We now show:

**Proposition 3.** If $G$ is a $Q$-group, there do not exist minor subsections $(x, b)$ associated with $B_\theta$. The same is true in the case of $QD$-groups, if and only if $b_C = b_\theta$. 
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for the block $b_c$ defined in Lemma 2. If $b_c' \neq b_c$, there exists a unique minor subsection $(x, b)$ associated with $B_b$. Here, $b = (b_c)^N$; the defect group is $T$.

**Proof.** Suppose that $(x, b)$ is a minor subsection associated with $B_b$. Proposition 2 shows that the defect group $D_1$ is elementary abelian of order 4. Since $D_1$ can be replaced by a conjugate in $N$, we may take $D_1 = T$. There exist then blocks $b_1$ of $F_1 = C(D_1) = C$ with the defect group $T$ such that

$$b_1^N = b.$$  

Since $b$ and $b_1$ have the same defect, the stabilizer of $b_1$ in $N(T) \cap N$ has odd index over $C$, [5, II(2F)]. In particular, this implies

$$b_1^N \neq b_1.$$  

Apply now the construction above using the same notation as before. Since $b_1^N = b_2$ by (11) and (3), the group $D_2$ is a conjugate $S^w$ of $S$, $w \in G$. As $|D_1| = 2^{t+1}$, we have $h = n$. We also note that $b_n = b_2^w$ and that by (6), (7)

$$F_j < H_j \leq N(D_j), \quad |H_j : F_j| = 2.$$  

For $j = 1$, $F_1 = C$ and $H_1/F_1$ is a subgroup of order 2 of $N(T)/C$. If $G$ is a $Q$-group, (10) shows that $H_1 = \langle C, y \rangle$. However, since $b_1$ is stable in $H_1$, this leads to a contradiction with (12). This case is impossible and we have already proved the first statement of the proposition.

Suppose then that $G$ is a $QD$-group. Now (10) shows that $N(T)$ has exactly three subgroups $\langle C, y, y', y'^{-1} \rangle$ which contain $C$ as subgroup of index 2. Since $y \notin H_1$ on account of (12), we must have $H_1 = \langle C, y^t \rangle$, where $t' = t^{-1}$. Since $t'$ and $y$ normalize $T$, the group $H_1$ has the Sylow 2-subgroup $\langle T, y^t \rangle = \langle T, y \rangle^t = T_2^t$. As $|D_2| = 8 = |T_2^t|$, we may choose the Sylow 2-group $T_2^t$ as defect group $D_2$ of the block $b_1^N$. Suppose that we have already shown for some $j \geq 2$ that we can take $D_j = T_j^t$. It follows immediately from (13) and (9) that

$$H_j = N(T_j^t) = T_j^{t+1} C(T_j^t)$$  

and that we may choose $D_{j+1}$ as the Sylow 2-subgroup $T_j^{t+1}$ of $H_j$.

Hence we can assume that $D_j = T_j^t$ for all $j$. In particular, $D_n = S^n$ and the element $w$ can be taken as $t'$.

The blocks $b_1$ and $b_n = b_2^w = b_2^t$ are linked. If we transform all $D_j$, $F_j$, $H_j$ and the blocks $b_j$ by $(t')^{-1}$, we see that the block $b_1^{t'^{-1}}$ of $C^{t'^{-1}} = C$ is linked with $b_9$. Now, Lemma 2 yields $b_1^{t'^{-1}} = b_9$. Thus, $b_1 = b_9$ or $b_9 = b_1^{t'^{-1}}$. Both choices for $b_1$ yield the same $b$ in (11) since $b_9 = b_c$ and, by equation (2) of §1,

$$(b_c)^N = (b_9^t)^N = (b_c^{-1})^N = ((b_c^{-1})^N)^t = (b_c^{-1})^N.$$  

Hence we may take $b_1 = b_c$, $b = (b_c)^N$. The stabilizer of $b_c$ in $N(T)$ includes $\langle C, y \rangle$. If the stabilizer was not $\langle C, y \rangle$ itself, it would be $N(T)$ and then (12) would be
false. In other words, if $b'_c = b_c$, we have a contradiction and no minor subsection $(x, b)$ can exist.

On the other hand, if $b'_c \neq b_c$, the stabilizer of $b_c$ in $N(T)$ is $\langle C, y \rangle$ and the stabilizer of $b_1 = b'_2$ is $\langle C, y' \rangle$. Then $b_1$ has the stabilizer $C$ in $N(T) \cap N$ and, by [7, I,(5C)], $b = b_2^\alpha$ has the same defect group $T$ as $b_1$. Since

$$b'^\alpha = b_1^\alpha = (b'_2)^\alpha = (b_2^\alpha)^\alpha = b_2^\alpha = B_0,$$

the subsection $(x, b)$ is associated with $B_0$, its defect group is $T$. This completes the proof.

A similar argument can be used to discuss if there exist subsections $(y, b)$ of defect 2 associated with $B_0$. We shall need only the following result:

**Proposition 4.** If $(y, b)$ is a subsection of defect 2 associated with $B_0$, the analogous statement is true, if $G$ is replaced by $N$ and $b'_0 = b'^0$ is replaced by $B'_0 = b'_0$.

**Proof.** Suppose that the subsection $(y, b)$ is associated with $B_0$ and that it is not the subsection obtained in Proposition 1 for $y = u$. Then $b$ has defect 2 and since its defect group $D_1$ contains $y$, we have $D_1 = \langle y \rangle$. We use again the construction above with $D_1 = \langle y \rangle$, $b_1 = b$. Again, $D_1$ must be a conjugate of $S$ and $h = n$. It is seen easily that $D_2, D_3, \ldots, D_n$ are nonabelian groups with the center $\langle x \rangle$, [7, I,(5A), (7B)]. It follows that the groups $D_1, F, H_i$ lie in $N$ and that the whole construction remains the same, if $G$ is replaced by $N$. It is now clear that the subsection $(y, b)$ of $N$ is associated with $B'_0 = b'_0$. Of course, its defect group remains $\langle y \rangle$.

If $G$ is a $QD$-group, all conjugate classes of 2-elements of $G$ contain elements $u \in S_0$. If $u$ has order 4, we can choose $u = y$. Hence our propositions give information concerning all 2-singular subsections associated with $B_0$. In the case of $Q$-groups, there is one other class, that of $z$.

**Proposition 5.** If $G$ is a $Q$-group, there exists a unique subsection $(z, b)$ associated with $B_0$. Here, $b_z = (b_0)^{c(z)}$, where $b_0$ is defined in Lemma 2. The defect group is $T$.

**Proof.** If $G$ is a $Q$-group, the Sylow 2-subgroup of $C(z)$ is $T$. If $(z, b)$ is associated with $B_0$, the defect group $D_1$ of $b$ can be chosen as a subgroup of $T$. Since $z \in D_1$ and since $D_1 = \langle z \rangle$ is impossible, $D_1 = T$. Then there exists a block $b_1$ of $C$ with $b_1^{c(z)} = b$. Again, we use the construction above. Since $G$ is a $Q$-group, $N(T)$ = $\langle C, y \rangle$ by (10). Then we must have $H_1 = \langle C, y \rangle$ and we can choose $D_2 = T_2$. It follows successively that we may take $D_j = T_j$ for $j = 3, 4, \ldots, n$. Hence $b_n = b_0$ and Lemma 2 shows that $b_1 = b_c$. Then, $b = b_b^{c(z)}$. Conversely, if $b$ is this block, then $(z, b)$ is associated with $B_0$.

6. Continuation. Blocks of full defect of type (*) and the corresponding decomposition numbers. In continuing the work in §5, we shall now study the decomposition numbers belonging to a 2-block $B_0$ of full defect. It will suffice for
our purpose to consider only characters $\theta$ of $N(S)$ which satisfy the following condition:

($) $\theta$ is the restriction to $N(S)$ of a character $\theta_N$ of degree 1 of $N$ such that $\theta_N$ is trivial on $S$.

Of course, then $\theta$ is trivial on $S$ as required in §5. If the condition ($) is satisfied we shall say that $B_\theta$ is a block of type ($\theta$). Clearly, the principal 2-block $B_0(2, G)$ of $G$ is of type ($\theta$).

If $\theta$ satisfies ($) and if $M$ is a subgroup of $N$ we set

(1) $\theta_M = \theta_N | M$.

If $B_0(2, M)$ is the principal 2-block of $M$ and if we multiply all the irreducible characters in $B_0(2, M)$ with $\theta_M$, we obtain the characters of a block of $M$ which we denote by $\theta_MB_0(2, M)$. It is clear that $\theta_MB_0(2, M)$ has full defect and that it contains the linear character $\theta_M$. We prove a lemma.

**Lemma 1.** If $\theta$ satisfies the condition ($) and if $M$ is a subgroup of $N$ which contains $N(S)$, then $\theta_MB_0(2, M) = (b_\theta)_M$, where $b_\theta$ (as in §5) is the block of $N(S) = S \times E$ which contains $\theta$.

**Proof.** Since $\theta_MB_0(2, M)$ has the defect group $S$ and since $N_M(S) = S \times E$, there exists an irreducible character $\theta_1$ of $S \times E$ which is trivial on $S$ such that

(2) $\theta_MB_0(2, M) = (b_{\theta_1})_M$.

We claim that if $\wp$ is a suitable prime ideal divisor of 2, then for $r \in E$, we have

(3) $\theta_M(r) \equiv \theta_1(r) \pmod{\wp}$.

Indeed, we can apply [7, II,(2D)] to the character $\theta_M \in (b_{\theta_1})_M$. Since here $N_M(S) = SC(S)$, the residue system $R$ can be taken as $\{1\}$. The canonical character in $b_{\theta_1}$ is $\theta_1$. Since $\theta_M$ has height 0, the rational number $A_1$ in [7, II,(2D)] can be written with odd numerator and denominator and we obtain (3).

Since $E$ has odd order, the congruence (3) implies that $\theta_M | E = \theta_1$ and $\theta_1 | E$ have an irreducible constituent in common. Since both are irreducible, they are equal. Since $\theta$ and $\theta_1$ are trivial on $S$, then $\theta = \theta_1$, and the statement is obvious from (2).

For blocks $B_\theta$ of type ($\theta$), we can now supplement Proposition 5.1.

**Proposition 1.** If $B_\theta$ is a block of type ($\theta$), no subsection $(y, b)$ of defect 2 is associated with $B_\theta$.

**Proof.** It follows immediately from Proposition 5.4 that it suffices to prove this in the special case where $G = N$. The lemma with $M = N$ shows that then

$B_\theta = b_\theta^N = B_\theta^{N_0}(2, N)$.

If the proposition was not true, there would exist a block $b$ of $C(y)$ of defect 2 for which

$b^N = \theta_NB_0(2, N)$.
If \( b^* \) is the block of \( C(y) \) obtained by multiplying the characters in \( b \) with \( \theta_{C(y)}^{-1} \), it follows that
\[
(b^*)^N = B_0(2, N).
\]

However, since \( b^* \) also has defect 2 and not full defect in \( C(y) \), this is incompatible with [6, I, Theorem 3]. This establishes the proposition.

We can also characterize the block \( b_C \) in Lemma 5.2 in a more explicit form.

**Proposition 2.** Let \( B_0 \) be a block of type (*). The block \( b_C \) in Lemma 5.2 is the block of \( C \) which contains \( \theta_C \) as its canonical character. In particular, there exists a minor subsection \( (x, b) \) associated with \( B_0 \) if and only if \( G \) is a QD-group (not a Q-group) and if \( \theta_{B_0} \neq \theta_C \) for the element \( t \) in \( \S 1, (1) \). Then, \( b = (b_C)^N \).

**Proof.** We choose again \( F_j = T_jC(T_j) \), \( H_j = T_{j+1}C(T_j) \). Let \( b_F^* \) denote the block of \( F_j \) which contains the character \( \theta_{F_j} \), \( 1 \leq j \leq n \). Then \( b_F^* \) has full defect and the Sylow 2-subgroup \( T_j \) of \( F_j \) is a defect group of \( b_F^* \). Since \( \theta_N \) is trivial on \( S \), \( \theta_{T_j} \) is trivial on \( T_j \). It is now clear that \( \theta_{T_j} \) is the canonical character of \( b_T^* \). It is also clear that for \( j < n \), \( \theta_{F_j} \) and hence \( b_T^* \) are stable in \( H_j \). Moreover
\[
\theta_{C(T_j)}C(T_{j+1}) = \theta_{C(T_{j+1})}.
\]

It now follows from [7, I,(6D)] that
\[
(b_{T_{j+1}}^*)^H_j = (b_{F_j}^*)^H_j.
\]

In the terminology introduced in \( \S 5 \), the block \( b^*_1 \) of \( C \) is linked with the block \( b^*_n \) of \( N(S) = SC(S) \). Since \( \theta = \theta_{N(S)} \) belongs to \( b^*_n \), we have \( b^*_n = b_0 \). Now Lemma 5.2 shows that \( b^*_0 = b.C \). Hence \( \theta_{T_1} = \theta_C \) is the canonical character of \( b_C \). The remaining statements in Proposition 2 are immediate consequences of Proposition 5.3.

We review some developments given in [6]. If \( B \) is a \( p \)-block, we consider columns \( R \) of complex numbers whose length is the number of irreducible characters \( \chi \in B \). We use these \( \chi \) as row indices for the column \( R \). Thus, for each \( \chi \in B \), we have a coefficient \( R_x \) of \( R \). These \( R_x \) are rational integers, we speak of an integral column. The (unitary) inner product \( (R, R') \) of two columns is defined as
\[
(R, R') = \sum \overline{R_x R_x'},
\]
with \( \chi \) ranging over the irreducible characters of \( B \).

If \( w \) is a fixed element of \( G \), we can form the column \( R \) with \( R_x = \chi(w) \). This column will be denoted by \( X(w) \), \( (X(w))_x = \chi(w) \).

If \( u \) is a \( p \)-element of \( G \) and if \( \phi \) is a modular irreducible character of \( C(u) \), we can form the column \( D^{u\phi} \) whose entry for \( \chi \in B \) is the generalized decomposition number \( d^{u\chi}(\chi, \phi) \) belonging to \( \chi \) and \( \phi \). The main result of [5, II] asserts that \( D^{u\phi}(\phi) \) is the zero column 0, except when \( \phi \) belongs to a \( p \)-block \( b \) of \( C(u) \) with
b^o = B, i.e. when the subsection (u, b) is associated with B. This implies that if r is a p-regular element of C(u), we have

\[ X(ur) = \sum_b \sum_\phi D^{u_b}(\phi) \phi(r), \]

where b ranges over all p-blocks of C(u) for which (u, b) is associated with B. For each b, \( \phi \) ranges over the modular irreducible characters of b. If \( u' \) is also a p-element of G and \( \phi' \) a modular irreducible character of \( C(u') \), then

\[
(D^{u_b}(\phi), D^{u'_b}(\phi')) = 0
\]

if \( u \) and \( u' \) are not conjugate in G. On the other hand, if \( u = u' \), we have

\[
(D^{u_b}(\phi), D^{u'_b}(\phi')) = c(\phi, \phi'),
\]

where \( c(\phi, \phi') \) is the Cartan invariant of \( C(u) \) belonging to the modular irreducible characters \( \phi, \phi' \) of \( C(u) \). In all these considerations, we can replace the set of modular irreducible characters of a block \( b \) of \( C(u) \) by an arbitrary basic set for \( b \) [6, I, §V].

We return now to the particular case of groups G considered in this paper. The following lemma is obvious from Chapter II or from [6, III, §VIII].

**Lemma 2.** Let G be a QD-group or a Q-group. Form the sets

\[ Y_1 = \{ \pm 1, \pm 3, \ldots, \pm (2^{n-2} - 1) \}, \quad Y_2 = \{ 2, 4, \ldots, 2^{n-1} - 2 \}. \]

The elements \( s^\alpha \) with \( \alpha \in Y_2 \) form a set of representatives for the conjugate classes of G consisting of elements of an order \( 2^\alpha \) with \( 2 \leq \mu \leq n - 1 \). The elements \( s^\beta \) with \( \beta \in Y_1 \) form a set of representatives for the conjugate classes of G consisting of elements of order \( 2^\beta \). Set \( m = 2^{n-1} \). Then two powers \( s^i \) and \( s^j \) of s are conjugate in G if and only if \( i \equiv j \) or \( i \equiv j(m - 1) \) (mod \( 2^n \)).

In the rest of §6, \( Y_1, Y_2 \) and \( m \) will always have the same significance as in Lemma 2. We shall reserve the letters \( \alpha, \alpha' \) for indices ranging over \( Y_2 \) and the letters \( \beta, \beta' \) for indices ranging over \( Y_1 \).

**Proposition 3.** Let \( B_0 \) be a fixed block of type (*). For each \( u = s^j \) with \( j \in Y_1 \cup Y_2 \), we have a column \( R(u) \) such that, for each 2-regular \( r \in C(u) \), we have \( X(ur) = R(u) \theta_N(r) \). Moreover, the columns \( R(u), R(u') \) belonging to different elements \( u, u' \) of the form \( s^j \) with \( j \in Y_1 \cup Y_2 \) are (unitarily) orthogonal, while \( (R(u), R(u')) = 2^n \).

**Proof.** It follows from Propositions 5.1 and 6.1 that there exists a unique subsection \( (u, b_u) \) associated with \( B_0 \). Here, \( b_u \) is the block of \( C(u) \) covered by \( (b_0)^{SC(u)} \). Since \( S_0 \subseteq C(u) \), it is clear that \( |SC(u) : C(u)| = 2 \). On account of Lemma 1, we have

\[ (b_0)^{SC(u)} = \theta_{C(u)} B_0(2, SC(u)). \]

It is now clear that this block covers the block \( \theta_{C(u)} B_0(2, C(u)) \). Thus,

\[ b_u = \theta_{C(u)} B_0(2, C(u)). \]
Since $C(u)$ has a cyclic Sylow 2-subgroup $S_0$, it has a normal 2-complement. This implies that the only modular irreducible character in $B_0(2, C(u))$ is the modular 1-character [9, §29] and then our formula for $b_u$ shows that the only modular irreducible character $\phi_u$ in $b_u$ is $\theta_{C(u)}$ or, rather the restriction of $\theta_{C(u)}$ to the set of 2-regular elements of $C(u)$. Moreover, since $b_u$ has defect $n$, the Cartan invariant $c(\phi_u, \phi_u)$ is $2^n$, e.g. by [5, I,(6C)]. If we set $R(u) = D^n(\phi_u)$, the proposition is immediate from (4) and (5).

Consider next the case $u = x$. Here, $C(u) = N$. By Proposition 5.2 and Lemma 1, the major subsection $(x, b_x)$ associated with $N$ is given by

$$b_x = b_x^0 = \theta_x B_0(2, N).$$

Set $\bar{N} = N/\langle x \rangle$. The principal 2-block $B_0(2, \bar{N})$ can be considered as a subset of $B_0(2, N)$. Since $\langle x \rangle$ is a 2-group, both blocks $B_0(2, N)$ and $B_0(2, \bar{N})$ contain the same modular irreducible characters, [5]. Hence a basic set for $B_0(2, \bar{N})$ can serve as a basic set for $B_0(2, N)$. The Cartan invariants in the latter case are twice those for $B_0(2, \bar{N})$.

The Sylow 2-subgroup $S$ of $\bar{N}$ is dihedral of order $2^n$. The central involution in $S$ is the image $\bar{y}$ of $y$. It is clear then that $\bar{y}$ is not conjugate in $\bar{N}$ to the involution $\bar{x} \in S$. On the other hand, since $G$ is a $QD$-group or a $Q$-group, the elements $y$ and $sz$ of order 4 are conjugate in $G$. Since both elements have the square $x$, they are conjugate in $C(x) = N$. It follows that the images $\bar{y}$ and $\bar{sz}$ in $S$ are conjugate in $\bar{N}$. It is now clear that in $\bar{N}$, we have the situation discussed in [6, III, §VII]. In the notation employed there, we have Case II. As shown there, $B_0(2, \bar{N})$ contains exactly four irreducible characters of odd degrees. Two of these degrees are 1, the other two have the same value $q_0 \neq 1$. [We shall see later by the argument used in the proof of Proposition 2.7 that $q_0 = q_1$.] Both characters of degree $q_0$ have the same restriction $\psi$ to the set of 2-regular elements of $\bar{N}$. We can then choose

$$\phi_0 = 1, \quad \phi_1 = 1 + \epsilon^* \psi$$

as basic set for $B_0(2, \bar{N})$. Here, $\epsilon^*$ is a sign which can be fixed by the condition

$$q_0 = \psi(1) \equiv \epsilon^* + 2^{n-1} \pmod{2^n}$$

or, equivalently, by

$$\phi_1(1) \equiv 2 + 2^{n-1} \pmod{2^n}.$$

The corresponding Cartan matrix(*) is

$$
\begin{pmatrix}
4 & -2 \\
-2 & 2^{n-2} + 1
\end{pmatrix}.
$$

(*) Cf. [6, III,(7)]). In the notation used there, $\epsilon^*$ is $\delta_1$. Also, $\epsilon^* \phi_1$ is the restriction of the character denoted there by $\chi^{(1)}$ to the set of 2-regular elements.
As already remarked, then 1 and \( \phi_1 \) (considered as functions defined on \( N \)) form a basic set for \( B_0(2, N) \). The Cartan invariants are twice those obtained for \( B_0(2, \overline{N}) \). Then (6) shows that

\[
\theta_{\phi_0} = \theta_N, \quad \theta_{\phi_1}
\]

form a basic set for \( b_x \). It is seen easily that the Cartan invariants are the same as for \( \phi_0, \phi_1 \). (For instance, we can use [9, (21)].)

Form now the columns \( U_0 = D^{x_0}(\theta_N), \ U_1 = D^{x_1}(\theta_N \phi_1) \). In applying (4), we have to observe that there may exist a minor subsection \((x, b)\) associated with \( B_0 \). We obtain

**Proposition 4.** There exist two integral columns \( U_0 \) and \( U_1 \) for \( B_0 \) which belong to the major subsection \((x, b_x)\) associated with \( B_0 \). We have

\[
(U_0, U_0) = 8, \quad (U_0, U_1) = -4, \quad (U_1, U_1) = 2^{n-1} + 2.
\]

Moreover, these columns are unitarily orthogonal to the columns \( R(u) \) of Proposition 3 and to the columns \( X(r_0) \) for 2-regular \( r_0 \in G \). For 2-regular \( r \in N \), we have

\[
X(xr) = U_0 \theta_N(r) + U_1 \phi_1(r) + X^*(xr).
\]

Here \( X^* \) is the contribution to (4) of the minor subsection \((x, b)\) if such a minor subsection exists, and \( X^* = 0 \) otherwise.

Our aim is to determine explicitly the columns \( R(u) \) of Proposition 3 and \( U_0, U_1 \) of Proposition 4. We shall apply a method used already in [6].

Let \( \eta \) denote a generalized character of \( S_0 \). We form the column

\[
A(\eta) = 2^{-n} \sum_u X(u)\overline{\eta(u)}
\]

where \( u \) ranges over \( S_0 \). Since \( A(\eta)_x = (\chi \mid S_0, \eta) \) for \( x \in B_0 \), it is clear that \( A(\eta) \) is an integral column.

**Lemma 3.** If \( \eta_1 \) and \( \eta_2 \) are two generalized characters of \( S_0 \) which vanish for 1 and \( x \), then

\[
(A(\eta_1), A(\eta_2)) = (\eta_1, \eta_2 + \eta_2^2),
\]

where the inner product on the right is the usual inner product of generalized characters of \( S_0 \).

**Proof.** We have

\[
2^n(A(\eta_1), A(\eta_2)) = \sum_{u, u'} (X(u), X(u'))\eta_1(u)\overline{\eta_2(u')},
\]

where \( u, u' \) range over \( S_0 \). It suffices to take \( u \) and \( u' \) different from 1 and \( x \). It follows from Proposition 3 and (5a) that \((X(u), X(u'))\) vanishes if \( u' \) is not conjugate to \( u \) in \( G \), i.e. if \( u' \neq u, u^2 \). If \( u' \) is conjugate to \( u \), then \((X(u), X(u')) = 2^n \). We obtain

\[
2^n(A(\eta_1), A(\eta_2)) = \sum_u \eta_1(u)\overline{\eta_2(u) + \eta_2^2(u)}
\]

and the lemma becomes evident.
If $\zeta$ is a fixed primitive $2^n$th root of unity, we denote by $\lambda$ the linear character of $S_0$ for which $\lambda(s) = \zeta$. It follows from the orthogonality relations for group characters and (9) that

$$X(u) = \sum_{i=0}^{2^n-1} A(\lambda^i)\lambda(u)$$

for $u \in S_0$. Clearly, $\lambda^i$ remains unchanged if $i$ is changed (mod $2^n$). Since $u$ and $u^{m-1}$ (with $m=2^n-1$) are conjugate in $G$, we have

$$2^n A(\lambda^i) = \sum_u X(u)\lambda^{-i}(u) = \sum_u X(u^{m-1})\lambda^{-i}(u)$$

$$= \sum_u X(u)\lambda^{-i}(u^{m-1}) = 2^n A(\lambda^{(m-1)i}).$$

Thus,

$$A(\lambda^i) = A(\lambda^{(m-1)i}).$$

We now form the columns

$$V_\beta = A(\lambda - \lambda^\beta) \text{ for } \beta \in Y_1, \quad V_j = A(1 - \lambda^j) \text{ for } j \in Y_2 \text{ and } j = m.$$  

Of course, $V_1$ is the zero column 0.

We note that the generalized characters $\lambda - \lambda^\beta$, $1 - \lambda^\beta$, $1 - \lambda^m$ vanish on $\{1, x\}$. Hence Lemma 3 can be applied. We find

**Lemma 4.** For $\alpha, \alpha' \in Y_2$ and $\beta, \beta' \in Y_1 - \{1\}$ we have

$$(V_\alpha, V_{\alpha'}) = 2 + \delta_{\alpha, \alpha'}, \quad (V_\beta, V_{\beta'}) = 1 + \delta_{\beta, \beta'}, \quad (V_\alpha, V_\beta) = 0,$$

$$(V_m, V_m) = 4, \quad (V_m, V_\alpha) = 2, \quad (V_m, V_\beta) = 0.$$  

We note next

**Lemma 5.** The columns $V_\alpha, V_\beta, V_m, U_0, U_1$ are rational integral. Each $V_i$ is unitarily orthogonal to each $U_j$. Moreover, if $r \in G$ is 2-regular, each $V_i$ and each $U_j$ is unitarily orthogonal to $X(r)$. No linear combination of columns $V_i$ and $U_j$ can contain a single nonzero coefficient. With the exception of $V_1 = 0$, each of the columns $V_i, U_j$ has both positive and negative coefficients.

**Proof.** Since as remarked above the columns $A(\gamma)$ are rational integral, so are the columns $V_i$. Since $x$ is an involution, the generalized decomposition numbers for the section $S(x)$ are integers in the field of the second roots of unity, i.e. in the rational field. This remains true if basic sets are used. Hence $U_0, U_1$ are rational integral columns. The definition of the columns $V_i$ in conjunction with (9) shows that each $V_i$ is a linear combination of columns $X(u)$ with $u \in S_0 - \{1, x\}$. Now all the orthogonality relationships stated in the lemma are immediate consequences of (5a). Since $X(1)$ has only positive coefficients, no column $T$ orthogonal to $X(1)$ can have a single nonzero entry. If $T$ has real coefficients and is not zero it has both
positive and negative coefficients. It follows from Proposition 4 and Lemma 4 that \( U_t \) and \( V_j \) with \( j \neq 1 \) do not vanish.

We also need the following lemma:

**Lemma 6.** If \( h \) is a member of \( Y_1 \cup Y_2 \), then

\[
X(s^h) = -\sum_j V_j (\zeta^{phj} + (-\zeta)^{-phj}) - V_m^{phn},
\]

where \( j \) ranges over the elements of \( Y_1 \cup Y_2 \). Moreover,

\[
X(x) \equiv -2 \sum_a V_a + 2 \sum V_\beta - V_m \pmod{2^{n-1}}
\]

\[
\equiv U_0 + 2U_1.
\]

**Proof.** If \( u \in S_0 \), then on account of (11), the formula (10) can be written in the form

\[
X(u) = A(1) + A(\lambda^n)\lambda^n(u) + \sum A(\lambda^a)(\lambda^a(u) + \lambda^{a(m-1)}(u))
\]

\[+ \sum A(\lambda^a)(\lambda^a(u) + \lambda^{a(m-1)}(u)).\]

If we introduce the \( V_i \) from (12), we find

\[
X(u) = A(1) \sum_k \lambda^k(u) + A(\lambda) \sum_\lambda \lambda^l(u) - V_m^\lambda^m(u)
\]

\[- \sum_a V_a(\lambda^a(u) + \lambda^{a(m-1)}(u)) - \sum_\beta V_\beta(\lambda^\beta(u) + \lambda^{\beta(m-1)}(u)),
\]

where \( k \) ranges over the even indices with \( 0 \leq k < 2^n \) and where \( l \) ranges over the odd indices with \( 0 \leq l < 2^n \).

If \( u = s^h \), then \( \lambda(u) = \zeta^h \) is a \( 2^n \)th root of unity. If \( u \neq 1, x \), we have \( \lambda(u) \neq \pm 1 \). The sums

\[
\sum_k \lambda^k(u), \quad \sum_\lambda \lambda^l(u)
\]

can be computed easily as sums of geometric progressions. Both sums (13) vanish and we obtain the first part of the lemma.

For \( u = x \), \( \lambda^k(u) = 1 \) for even \( k \) and \( \lambda^l(u) = -1 \) for odd \( l \). Hence the sums (13) are equal to \( \pm 2^{n-1} \) and we obtain the first congruence for \( X(x) \). On the other hand, we can apply Proposition 4 with \( r = 1 \) and find

\[
X(x) = U_0 + U_1\phi_1(1) + X^*(x).
\]

Here, \( \phi_1(1) \equiv 2 \pmod{2^{n-1}} \). If no minor subsection \((x, b)\) is associated with \( B_0 \), \( X^* = 0 \) and we obtain the last part of the lemma. If a minor subsection \((x, b)\) occurs, then \( b \) has defect 2 by Proposition 5.2. Then the degree of a modular irreducible character in \( b \) is divisible by \( 2^{n-1} \). This means that in (4) for \( u = x \), the
degrees $\phi(1)$ are divisible by $2^{n-1}$ for all $\phi$ which do not belong to the major subsection $(x, b)$. Since the coefficients of $D^x(\phi)$ are algebraic integers, we find

$$X^*(x) \equiv 0 \pmod{2^{n-1}}$$

and the last part of the lemma holds in this case too.

We can now state the basic result of this section.

**Proposition 5.** Let $G$ be a QD-group or a Q-group and let $B_0$ be a fixed block of type (*). Then $B_0$ consists of $4 + 2^{n-1}$ irreducible characters. These can be denoted by $X_0, X_1, X_2, X_3, X_4, \chi^{(a)}$ with $a \in Y_2$, $\chi^{(b)}$ with $b \in Y_1$ in such a way that the columns $V_m, V_a$ with $a \in Y_2$, $V_b$ with $b \in Y_1\{1\}$, $U_0, U_1$ are as follows:

<table>
<thead>
<tr>
<th></th>
<th>$V_m$</th>
<th>$\cdots$</th>
<th>$V_a$</th>
<th>$\cdots$</th>
<th>$V_b, (\beta \neq 1)$</th>
<th>$U_0$</th>
<th>$U_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$X_0$</td>
<td>$\delta_0$</td>
<td>$\delta_0$</td>
<td>$0$</td>
<td>$\delta_0$</td>
<td>$0$</td>
<td>$0$</td>
<td></td>
</tr>
<tr>
<td>$X_1$</td>
<td>$\delta_1$</td>
<td>$\delta_1$</td>
<td>$0$</td>
<td>$-\delta_1$</td>
<td>$\delta_1$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$X_2$</td>
<td>$\delta_2$</td>
<td>$0$</td>
<td>$0$</td>
<td>$\delta_2$</td>
<td>$-\delta_2$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$X_3$</td>
<td>$\delta_3$</td>
<td>$0$</td>
<td>$0$</td>
<td>$-\delta_3$</td>
<td>$0$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$X_4$</td>
<td>$0$</td>
<td>$0$</td>
<td>$0$</td>
<td>$2\delta_4$</td>
<td>$-\delta_4$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\chi^{(a)}$</td>
<td>$0$</td>
<td>$0$</td>
<td>$\cdots$</td>
<td>$-\delta$</td>
<td>$\cdots$</td>
<td>$0$</td>
<td>$0$</td>
</tr>
<tr>
<td>$\chi^{(b)}$</td>
<td>$0$</td>
<td>$0$</td>
<td>$\cdots$</td>
<td>$0$</td>
<td>$\delta$</td>
<td>$\cdots$</td>
<td>$\delta$</td>
</tr>
</tbody>
</table>

Here, $\delta_0, \delta_1, \delta_2, \delta_3, \delta_4$ and $\delta$ are signs $\pm 1$.

**Remark.** The characters $X_0, X_1, X_2, X_3$ and the signs $\delta_i$ depend on $\theta$. If necessary, this will be indicated by adding $\theta$ as a superscript.

**Proof.** Since $(V_m, V_m)=4$, the column $V_m$ has four nonzero coefficients and these are necessarily all $\pm 1(*)$. Since $V_m \equiv U_0 \pmod{2}$ by Lemma 6, $U_0$ has odd coefficients in the rows for which $V_m$ has coefficients $\pm 1$ and even coefficients in the other rows. Since $(U_0, U_0)=8$, one of these even coefficients is $\pm 2$, the others

(*) The results of Lemmas 4 and 5 as well as the values of the inner products given in Proposition 4 are used constantly throughout the proof. No explicit reference will be made.
are 0 and the four odd coefficients are ±1. Finally, as \((V_m, U_0)=0\) we see that we can choose characters \(\chi_0, \chi_1, \chi_2, \chi_3\) in \(B_\theta\) and signs \(\delta_0, \delta_1, \delta_2, \delta_3, \delta_4\) such that the columns \(V_m\) and \(U_0\) have the form given in the proposition. We shall denote the coefficient of a column \(R\) for a character \(\chi_i\) by \(R\). Likewise, if in the following, a character of \(B_\theta\) is denoted by \(\chi_i^{(\alpha)}\), the corresponding coefficient of \(R\) will be denoted by \(R^{(\alpha)}\).

If \(\alpha \in Y_2\), we have \((V_a, V_a)=3\), and hence \(V_a\) has three nonzero coefficients each of which is ±1. Since \((V_a, V_a)=2\), \((V_a, U_0)=0\), we find

\[
\delta_0(V_a)_0 + \delta_2(V_a)_2 + \delta_4(V_a)_4 = \delta_1(V_a)_1 + \delta_3(V_a)_3 - \delta_4(V_a)_4 = 1.
\]

If here \((V_a)_4=\delta_4\), necessarily \(\delta_1(V_a)_1=\delta_3(V_a)_3=1\) and then \((V_a)_0=(V_a)_2=0\). It follows that \(V_m-U_0-2V_a\) has a single nonzero coefficient, which is impossible. Likewise, if \((V_a)_4=-\delta_4\), we obtain \(\delta_0(V_a)_0=\delta_2(V_a)_2=1\) and then \((V_a)_1=(V_a)_3=0\). Again, this is impossible, since \(V_m+U_0-2V_a\) would have a single nonzero coefficient.

Hence \((V_a)_4=0\) for all \(\alpha \in Y_2\). It follows that

\[
(V_a)_0 = \delta_0, \quad (V_a)_2 = 0 \quad \text{or} \quad (V_a)_0 = 0, \quad (V_a)_2 = \delta_2,
\]

and

\[
(V_a)_1 = \delta_1, \quad (V_a)_3 = 0 \quad \text{or} \quad (V_a)_1 = 0, \quad (V_a)_3 = \delta_3.
\]

Moreover, there must exist a character \(\chi\) in \(B_\theta\) different from \(\chi_0, \chi_1, \ldots, \chi_4\) for which \(V_a\) has a coefficient ±1. Let \(\chi^{(\alpha)}\) designate this character and set \((\chi^{(\alpha)})_0 = -\chi^{(\alpha)}_2\). Since we can interchange \(\chi_0\) and \(\chi_2\) and also \(\chi_1\) and \(\chi_3\), we can assume that for \(\alpha=2\), we have the first alternative in both cases above. If we set \(\delta = \delta^{(2)}\), then \(V_a\) has the form stated in the proposition.

Suppose that for some \(\alpha \in Y_2\), we do not have \((V_a)_0 = \delta_0, (V_a)_1 = \delta_1\). Since \(Y_2\) for \(n=3\) consists of 2 only, necessarily \(n>3\) and \(|Y_2|=2^{n-2}-1 \geq 3\). The above discussion applies to \(V_a\). Since \((V_a, V_a)=2\), we see easily that we have one of the cases:

Case (a). \((V_a)_0 = \delta_0, (V_a)_3 = \delta_3, (V_a)^{(2)} = -\delta\),

Case (b). \((V_a)_1 = \delta_1, (V_a)_2 = \delta_2, (V_a)^{(2)} = -\delta\),

while all other coefficients of \(V_a\) vanish. Choose now \(\alpha' \in Y_2\) different from 2 and \(\alpha\). If we do not have \((V_{\alpha'})_0 = \delta_0, (V_{\alpha'})_1 = \delta_1\), then for \(V_{\alpha'}\) we must have Case (a) or Case (b) and then we could not have \((V_{\alpha'}, V_{\alpha'})=2\). On the other hand, if \((V_{\alpha'})_0 = \delta_0, (V_{\alpha'})_1 = \delta_1\) then \((V_{\alpha'}, V_{\alpha'})=2\) implies that \((V_{\alpha'})^{(2)} = -\delta\). It then follows that \(V_{\alpha'}=V_a\).

This is impossible, since \((V_a, V_a-V_{\alpha'})=1\).

Thus, for all \(\alpha \in Y_2\), we have \((V_a)_0 = \delta_0, (V_a)_1 = \delta_1\). Since \((V_a, V_{\alpha'})=2\) for \(\alpha, \alpha' \in Y_2\) with \(\alpha \neq \alpha'\), the characters \(\chi^{(\alpha)}\) with \(\alpha \in Y_2\) are necessarily distinct. If a column \(R\) is orthogonal to all \(V_a\), we have

\[
\delta_0 R_0 + \delta_1 R_1 - \delta^{(\alpha)} R^{(\alpha)} = 0.
\]

This implies \(\delta^{(2)} R^{(2)} = \delta^{(\alpha)} R^{(\alpha)}\). If we take here \(R=\chi^{(1)}\), we see that all \(\delta^{(\alpha)}\) are equal.

If we set \(\delta = \delta^{(\alpha)}\), the columns \(V_a\) have the form stated in the proposition.
If a column $R$ is orthogonal to $V_m$, we have
\begin{equation}
\delta_0 R_0 + \delta_1 R_1 + \delta_2 R_2 + \delta_3 R_3 = 0.
\end{equation}
If $R$ is orthogonal to $V_m$ and $U_0$, then
\begin{equation}
\delta_0 R_0 + \delta_2 R_2 + \delta_4 R_4 = 0.
\end{equation}
In particular, (14), (b5), (16) hold for $R=V_\beta$ with $\beta \in Y_1-\{1\}$. Since $(V_\beta, V_\beta) = 2$, each $V_\beta$ has two nonzero coefficients, one of which is $+1$ and the other $-1$. It follows first that $R_4 = 0$, since for $R_4 \neq 0$, the second nonzero coefficient would be $R_0$ or $R_2$ and then (15) could not hold. Thus $R_4 = 0$ and $\delta_0 R_0 = -\delta_2 R_2$. If $R_0 \neq 0$, then $R_1 = 0$, $R^{(a)} = 0$ and (14) would not hold. Hence $R_0 = R_2 = 0$. Again, if $R_1 \neq 0$, then $R_3 \neq 0$ and hence $R^{(a)} = 0$. Hence (14) could not hold. Thus, $R_1 = 0$ and this now implies $R_3 = 0$, $R^{(a)} = 0$. We now see that the nonzero entries of $V_\beta$ occur for characters of $B_\beta$ different from $x_0, x_1, \ldots, x_4$.

Suppose first that $n > 3$. Then $3 \in Y_1$. Since $(V_{-1}, V_3) = 1$, there exists a character $x^{(3)} \in B_3$ such that $(V_{-1})^{(3)} = (V_3)^{(3)} = \delta^*$, where $\delta^*$ is $\pm 1$. We also must have two characters in $B_\beta$ to be denoted by $x^{(-1)}$ and $x^{(3)}$ such that $(V_{-1})^{(-1)} = -\delta^*$, $(V_3)^{(3)} = -\delta^*$. Consider now any $\beta \neq 1, -1, 3$ in $Y_1$. Since $(V_\beta, V_{-1}) = (V_\beta, V_3) = 1$, it follows easily that $(V_{\beta})^{(3)} = \delta^*$. Moreover, there exists a character $x^{(a)} \in B_\beta$ for which $(V_{\beta})^{(a)} = -\delta^*$. It is also clear that the $2^{n-2} = |Y_1|$ characters $x^{(a)}$ are distinct. Let $V_\beta^*$ denote the columns given in the proposition for $V_\beta$. It is now clear that $V_\beta = \delta^* V_\beta^*$ (i.e. we shall have to show $\delta = \delta^*$ eventually).

For $n = 3$, $Y_1 = \{ \pm 1 \}$. It is here clear that we can choose $x^{(1)}, x^{(-1)}$ such that $V_{-1}$ has the value given in the proposition. We may assume $\delta = \delta^*$ in this case.

In order to find $U_1$, we apply the congruence in Lemma 6. Using the values obtained for the columns $V_{x_1}, V_{x_2}, V_{x_3}, U_0$, we obtain easily that
\begin{align*}
(U_1)_0 &\equiv 0, \quad (U_1)_1 \equiv \delta_1, \quad (U_1)_2 \equiv -\delta_2, \quad (U_1)_3 \equiv 0 \pmod{2^{n-2}},
(U_1)_4 &\equiv -\delta_4, \quad (U_1)^{(a)} \equiv \delta, \quad (U_1)^{(a)} \equiv -\delta^*.
\end{align*}
If there exist $x \in B_\beta$ different from $x_0, \ldots, x_4$, $x^{(a)}, x^{(b)}$, then $(U_1)_x \equiv 0 \pmod{2^{n-2}}$. It follows that $U_1$ has exactly
\[3 + |Y_2| + |Y_1| = 3 + (2^{n-2} - 1) + 2^{n-2} = 2^{n-1} + 2\]
on odd coefficients. Since $(U_1, U_1) = 2^{n-1} + 2$, the odd coefficients of $U_1$ are $\pm 1$ and the even coefficients are 0. If $n \geq 4$, it is now clear that our congruences for the coefficients of $U_1$ are actually equalities.

We claim that this is still true when $n = 3$, where $Y_1 = \{ \pm 1 \}$, $Y_2 = \{ 2 \}$. Our argument shows that $(U_1)_0 = 0$, $(U_1)_3 = 0$ and that if characters $x \in B_\beta$ different from $x_0, x_1, \ldots, x_4$, $x^{(\pm 1)}$, exist, then $(U_1)_x = 0$. Since $(U_1, U_0 + V_m) = -4$, we have
\[2\delta_2 (U_1)_2 + 2\delta_4 (U_1)_4 = -4\]
and as $(U_1)_2 = \pm 1$, $(U_1)_4 = \pm 1$, this implies that $(U_1)_2 = -\delta_2$, $(U_1)_4 = -\delta_4$. It now
follows from \((U_1, V_m)=0\) that \((U_1)_1 = \delta_1\). Since \((U_1, V_2)=0\), we find \((U_1)_2 = \delta_2\). Finally, as \((U_1, V_{-1})=0\), we have
\[ U_1^{13} = U_1^{12} = \pm 1. \]

If we have \(U_1^{11} = \delta^*\), we interchange \(\chi^{(1)}\) and \(\chi^{(-1)}\) which is permitted for \(n=3\). Then \(\delta^*\) is replaced by \(-\delta^*\) while \(U_1^{11}\) remains the same. Hence we have \(U_1^{11} = U_1^{12} = -\delta^*\) after the interchanging. This shows that our result concerning \(U_1\) still holds for \(n=3\).

Consider a column \(R\) which is orthogonal to all \(V_a, V_m, V_{\beta}, U_0, U_1\). Then (14), (15), (16) hold, all \(R^{(\alpha)}\) are equal, all \(R^{(\beta)}\) are equal and
\[ \delta_1 R_1 - \delta_2 R_2 - \delta_4 R_4 + (2^{n-2} - 1) \delta R^{(\alpha)} - 2^{n-2} \delta^* R^{(\beta)} = 0. \]

Add here (16) and use (14). We obtain
\[ (17) \quad \delta R^{(\alpha)} = \delta^* R^{(\beta)} \quad (\alpha \in Y_2, \beta \in Y_1). \]

If we take here \(R = X(1)\), we find \(\delta = \delta^*\). It now follows that the columns \(V_a\) and \(U_1\) have the form stated in Proposition 5. The proof of the proposition will be complete when we can show that \(B\) does not contain any character \(\chi\) different from \(\chi_0, \ldots, \chi_4, \chi^{(a)}, \chi^{(b)}\). If such \(\chi\) existed, we would have
\[ (U_0)_x = (U_1)_x = 0. \]

However, this is impossible on account of Theorem [7, II,(4C)] since the decomposition number \(d(\chi, \phi)\) would vanish for each modular irreducible character \(\phi \in b_2\) and since \((x, b_2)\) is a major subsection associated with \(B_0\).

We now give some consequences of Proposition 5 and the lemmas used in the proof of the proposition. We have already noted that if a column \(R\) is orthogonal to the columns \(V_a\) with \(\alpha \in Y_2\), \(V_\beta\) with \(\beta \in Y_1, V_m, U_0, U_1\) the equations (14), (15), (16) and (17) hold and that \(\delta = \delta^*\). If \(r\) is a 2-regular element of \(G\), we can take \(R = X(r)\). This yields

**Corollary 1.** If \(r\) is a 2-regular element of \(G\), we have
\[ \delta_0 \chi_0(r) + \delta_1 \chi_1(r) + \delta_2 \chi_2(r) + \delta_3 \chi_3(r) = 0, \]
\[ \delta_0 \chi_0(r) + \delta_1 \chi_1(r) = \delta \chi^{(a)}(r) = \delta \chi^{(b)}(r), \]
for \(\alpha \in Y_1, \beta \in Y_2\) and
\[ \delta_0 \chi_0(r) + \delta_2 \chi_2(r) + \delta_4 \chi_4(r) = 0. \]

In particular, we may take \(r = 1\).

**Corollary 2.** All \(\chi^{(a)}\) and \(\chi^{(b)}\) have the same degree \(f\). If \(\chi_i\) has degree \(f_i\) for \(0 \leq i \leq 4\), we have
\[ \delta_0 f_0 + \delta_1 f_1 + \delta_2 f_2 + \delta_3 f_3 = 0, \]
\[ \delta_0 f_0 + \delta_1 f_1 - \delta f = 0, \quad \delta_0 f_0 + \delta_2 f_2 + \delta_4 f_4 = 0. \]
If \( u = s^h \) has order at least 4, we can compute \( X(u) \) from Lemma 6 and Proposition 5. If \( r \in C(u) \) is 2-regular, by Proposition 3, we have \( X(ur) = X(u) \theta_N(r) \). In this manner the following result is obtained without difficulty.

**Corollary 3.** Let \( u = s^h \) be an element of \( S_0 \) of order at least 4 and let \( r \) be a 2-regular element of \( C(u) \). If \( \zeta \) is a fixed \( 2^r \)th root of unity, then

\[
\begin{align*}
\delta_0 \chi_0(\zeta r) &= \delta_1 \chi_1(\zeta r) = \theta_N(r), \\
\delta_2 \chi_2(\zeta r) &= \delta_3 \chi_3(\zeta r) = (-1)^{b+1} \theta_N(r), \\
\chi_4(\zeta r) &= 0, \\
\chi^{(i)}(\zeta r) &= \delta(\zeta^i + (-\zeta)^{-i})
\end{align*}
\]

for \( j \in Y_1 \cup Y_2 \).

We have already used [7, II,(4C)] in the proof of Proposition 5. Actually, this theorem shows that the exact power of 2 dividing the degree \( \chi(1) \) of a character \( \chi \in B_0 \) is the same as the exact power of 2 dividing \( (U_0)_{\chi} + (U_1)_{\phi}(1) \). If we substitute the values obtained in Proposition 5 and use (8), we find

**Corollary 4.** The degrees \( f_0, f_1, f_2, f_3 \) are odd. We have \( f_4 \equiv 2^{n-1} \mod 2^n \) and \( f \equiv 2 \mod 4 \).

In other words, \( \chi_0, \chi_1, \chi_2, \chi_3 \) have "height" 0, \( \chi_4 \) has the maximal possible height \( n - 1 \) and the \( \chi^{(a)} \) and \( \chi^{(b)} \) have height 1.

It will be convenient to separate now the case that \( B_0 \) has a minor subsection \( (x, b) \) and the case that no minor subsection exists.

**Corollary 5.** Let \( B_0 \) denote a fixed block of type (*) such that no minor subsection \( (x, b) \) is associated with \( B_0 \). Let \( \psi \) denote either one of the two irreducible characters of odd degree different from 1 in the principal block \( B_0(2, N/\langle x \rangle) \) and define the sign \( e^* = \pm 1 \) by the condition \( \psi(1) \equiv e^* \mod 4 \). If \( r \) is a 2-regular element of \( N \), we have

\[
\begin{align*}
\chi_0(\zeta r) &= \delta_0 \theta_N(r), \\
\chi_1(\zeta r) &= \delta_1 \psi(r) \theta_N(r), \\
\chi_2(\zeta r) &= -\delta_2 \psi(r) \theta_N(r), \\
\chi_3(\zeta r) &= -\delta_3 \theta_N(r), \\
\chi_4(\zeta r) &= -\delta_4 (e^* \psi(r) - 1) \theta_N(r), \\
\chi^{(i)}(\zeta r) &= \delta(\zeta^i e^* \psi(r) + 1) \theta_N(r)
\end{align*}
\]

for \( j \in Y_1 \cup Y_2 \).

This is immediate from Propositions 4 and 5 and (7). Note that here \( X^* = 0 \).

**Corollary 6.** Let \( G \) be a QD-group. Let \( B_0 \) be a block of type (*) without minor subsection. Then the degrees \( f_i \) satisfy the following congruences \( \mod 2^n + 1 \):

\[
\begin{align*}
\delta_0 f_0 &\equiv 1, \\
\delta_1 f_1 &\equiv 2 - e^* \psi(1), \\
\delta_2 f_2 &\equiv - e^* \psi(1), \\
\delta_3 f_3 &\equiv -1 + 2^n.
\end{align*}
\]

In particular, \( f_0, f_1, f_2, f_3 \) are distinct.

**Proof.** If \( \chi \) is a character of \( G \), we have \( \sum \chi(u) \equiv 0 \mod 2^n + 1 \), where \( u \) ranges over \( S \). Since \( G \) is a QD-group, every \( u \neq 1 \) is conjugate to an element \( s^a, s^d, \) or \( x \) and then \( \chi(u) \) can be obtained from Corollaries 3 and 5. If we substitute these
values, we obtain the congruences stated in Corollary 6, since $e^\ast(1)\equiv 1+2^{n-1} \pmod{2^n}$. It is now seen easily that $f_0, f_1, f_2, f_3$ are distinct.

Assume next that a minor subsection $(x, b)$ is associated with $B_6$. Then $b$ is a block of $N$ of defect 2. Since $b$ corresponds to a block $\bar{b}$ of $N/(x \langle x \rangle)$ of defect 1, $b$ contains a single modular irreducible character $\phi^*$ and the Cartan invariant $c(\phi_b, \phi_b)$ has the value 4. Since $b$ has defect 2, $\phi^*(1)\equiv 2^{n-1} \pmod{2^n}$. If we set $R = D(\chi)(\phi^*)$, the column $R$ is orthogonal to the columns $X(r)$ for 2-regular $r \in G$ and the columns $V_a, V_b, V_c$. It also follows from (5b) that $R$ is orthogonal to $U_0, U_1$. Finally, $(R, R) = 4$. Hence $R$ has four nonzero coefficients. These have the values $\pm 1$ and both signs occur. As in the proof of Corollary 1, we see that $R(\alpha) = R(\beta)$ for all $\alpha \in Y_2, \beta \in Y_1$. Also,

$$\delta_0 R_0 + \delta_1 R_1 = \delta R(\alpha) = -\delta_2 R_2 - \delta_3 R_3, \quad \delta_0 R_0 + \delta_2 R_2 + \delta_4 R_4 = 0.$$

If $R(\alpha) \neq 0$, we would have at least five nonzero coefficients, which is impossible. Hence $R(\alpha) = R(\beta) = 0$. Since an even number of $R_0, R_1, R_2, R_3$ are different from 0, they are all different from 0 and $R_4 = 0$. If we set $\delta_0 R_0 = \delta^*, \delta_2 R_2 = \delta_4 R_4 = \delta_0 R_0 = \delta^*$, then $\delta^* = \pm 1$ and

$$R_0 = \delta_0 \delta^*, \quad R_1 = -\delta_1 \delta^*, \quad R_2 = -\delta_2 \delta^*, \quad R_3 = \delta_3 \delta^*.$$

If $r$ is a 2-regular element of $G$, the relation $(R, X(r)) = 0$ now yields

$$\delta_0 \chi_0(r) - \delta_1 \chi_1(r) - \delta_2 \chi_2(r) + \delta_3 \chi_3(r) = 0.$$

Then, by Corollary 1,

$$\delta_0 \chi_0(r) + \delta_3 \chi_3(r) = 0, \quad \delta_1 \chi_1(r) + \delta_2 \chi_2(r) = 0.$$

If we first take $r = 1$, we find $\delta_0 = -\delta_3, \delta_1 = -\delta_2$. Then, for arbitrary 2-regular elements $r \in G$

$$\chi_0(r) = \chi_3(r), \quad \chi_1(r) = \chi_2(r).$$

In particular, for $r = 1$, we have $f_0 = f_3, f_1 = f_2$. The same results hold in the case that $G$ is a $Q$-group. Here, we have an additional subsection $(z, b_z)$ associated and $b_z$ has defect 2, cf. Proposition 5.5. Since $b_z$ corresponds to a block of defect 1 of $C(z)/(z)$ and we have unique modular irreducible character in $b_z$, its Cartan invariant is 4. There is then a column $R$ belonging to this subsection and we have the same consequences as in the other case. Thus

**PROPOSITION 6.** Let $B_6$ be a block of type (*). Assume that either there exists a minor subsection $(x, b)$ associated with $B_6$ or that $G$ is a $Q$-group. Then in Proposition 5, we have $\delta_0 = -\delta_3, \delta_1 = -\delta_2$ and, for 2-regular $r \in G$, $\chi_0(r) = \chi_3(r), \chi_1(r) = \chi_2(r)$. In particular, for $r = 1, f_0 = f_3, f_1 = f_2$.

Our results show again that in the case of a $Q$-group $G$, no minor subsection $(x, b)$ is associated with $B_6$. Moreover, in the case of a $QD$-group, we can have at most one such minor subsection. Indeed, if this was not so, we would have two columns belonging to different subsections which are linearly dependent. This is impossible by (5b), cf. also Proposition 5.3.
Proposition 4 now yields

**Corollary 7.** Suppose that $B_0$ is a block of type (*) such that a minor subsection $(x, b)$ is associated with $B_0$. Then there exists a unique modular irreducible character $\phi$ in $b$. There exists a sign $\delta = \pm 1$ with the following property: If $r$ is a 2-regular element of $N$, we have

$$
\begin{align*}
\chi_0(xr) &= \delta (\theta_N(r) + \delta \phi(r)), \\
\chi_1(xr) &= \delta (e^* \psi(r) \theta_N(r) - \delta \phi(r)), \\
\chi_2(xr) &= -\delta (e^* \psi(r) \theta_N(r) + \delta \phi(r)), \\
\chi_3(xr) &= -\delta \theta_N(r) - \delta \phi(r)).
\end{align*}
$$

For $\chi_4(xr)$ and $\chi^{(0)}(xr)$ the same formulas hold as in Corollary 5. We have $\phi(1) \equiv 2^{n-1}$ (mod 2). 

Our method can also be applied to elements in the 2-section $N(z)$. 

**Corollary 8.** Let $G$ be a $Q$-group and let $B_0$ be a block of type (*). Let $(z, b_z)$ denote the subsection of Proposition 5.5 associated with $B_0$. Then $b_z$ contains a unique modular irreducible character $\phi^{(z)}$. There exists a sign $\gamma = \pm 1$ with the following property: If $r$ is a 2-regular element of $C(z)$, we have

$$
\begin{align*}
\chi_0(zr) &= \delta \gamma \phi^{(z)}(r), \\
\chi_1(zr) &= -\delta \gamma \phi^{(z)}(r), \\
\chi_2(zr) &= \delta \gamma \phi^{(z)}(r), \\
\chi_3(zr) &= -\delta \gamma \phi^{(z)}(r),
\end{align*}
$$

while $\chi_4(zr)$ and all $\chi^{(0)}(zr)$ vanish.

Our results apply when $B_0 = B_0(2, G)$ is the principal block. Here, $\theta_N$ can be taken as the principal character of $N$ and hence $B_0$ is of type (*). By [6, I, Theorem 3], no minor subsection $(x, b)$ is associated with $B_0$. Of course, the principal character of $G$ is one of the characters of $G$. Corollaries 3 and 5 show that this must be the character $\chi_0$ in the notation of Proposition 5; $f_0 = 1$, $\delta_1 = 1$. It now follows from Corollary 2 that $\delta = \delta_1$, $\delta_1 + f_1 = f$, $\delta_4 = -\delta_2$, $\delta_2 + f_2 = f_4$. Proposition 5 and the corollaries yield now Propositions 2.1, 2.2, 2.3, 2.4, 2.5 with the following exceptions:

(i) In the case of a $QD$-group and of a block $B_0$ without minor subsection, we still have to show that exactly two of the signs $\delta_1$, $\delta_2$, $\delta_3$ are $-1$.

(ii) We still have to show $e = e^*$, $\psi(1) = q$.

(iii) In the case of a $Q$-group, we have to show that we cannot have $f_0 = f_1 = f_2 = f_3$ in the case of the principal block $B_0(2, G)$.

(i) will be treated in §7, where we also prove the Proposition 2.6. The other two statements can be handled easily. We first note that the proof of Proposition 2.7 can now be applied and we find $\psi(1) = q$. Since $\psi(1) \equiv e^*$ (mod 4), we have $e = e^*$ (mod 4). Thus $e = e^*$. We state this as a corollary.

**Corollary 9.** Let $G$ have the characteristic power $q$. In Corollary 5, we have $\psi(1) = q$, $e = e^*$. 
Suppose next that $B_b$ is a block of type (*) and that we have $f_0 = f_1 = f_2$. Then Corollary 2 implies that $f = f_4 = 2f_0$. However, this is impossible since $f \neq f_4$ by Corollary 4. This takes care of (iii).

7. Formulas for the order of $G$. We shall assume in this section that $G$ is a $QD$-group of characteristic power $q$. We shall apply the general results of [6, II, III]. The notation will be the same as in §6.

If $u$ is an element of $S_0$ of order $2^n$, then $u$ is not conjugate to $u^{-1}$ in $G$. If $x'$ and $x''$ are two conjugates of $x$ in $G$, the 2-factor of $x'x''$ cannot be $u$. If $B$ is any 2-block, [6, II, Proposition 4] shows that

$$\sum x(x)^2 \chi(u) \chi(1) = 0,$$

where $\chi$ ranges over all characters of $B$. In particular, take $B$ as a block $B_b$ of type (*). It follows from §6, equations (12) and (9) that $V_m$ with $m = 2^{n-1}$ is a linear combination of columns $X(u)$ such that $u \in S_0$ has order $2^n$. Thus (1) remains valid if $\chi(u)$ is replaced by $(V_m)$. Using the coefficients of $V_m$ given in Proposition 6.5, we find

$$\delta_0 x_0(x)^2 + \delta_1 x_1(x)^2 + \delta_2 x_2(x)^2 + \delta_3 x_3(x)^2 = 0.$$

Corollary 6.2 yields

$$\delta_0 f_0 + \delta_1 f_1 + \delta_2 f_2 + \delta_3 f_3 = 0.$$

Suppose first that $B_b$ does not have a minor subsection $(x, b)$. The values of $x_i(x)$ can be obtained from Corollary 6.5. Then, $\psi(1) = q$, cf. Corollary 6.9. Since $\theta_n(1) = 1$, we find

$$\delta_0 \frac{1}{f_0} + \delta_1 \frac{q^2}{f_1} + \delta_2 \frac{q^2}{f_2} + \delta_3 \frac{1}{f_3} = 0.$$

This can be written in the form

$$\delta_0 \delta_0 (\delta_0 f_0 + \delta_3 f_3)/(f_0 f_3) = -q^2 \delta_1 \delta_1 (f_1 f_1 + \delta_2 f_2)/(f_1 f_2).$$

By (3) and Corollary 6.6

$$-(\delta_1 f_1 + \delta_2 f_2) = \delta_0 f_0 + \delta_3 f_3 \equiv 2^* \pmod{2^*}.$$

Since then $\delta_0 f_0 + \delta_3 f_3 \neq 0$, cancellation of this factor yields

$$\delta_0 \delta_0 (f_0 f_3) = q^2 \delta_1 \delta_2 (f_1 f_2).$$

Hence we have $\delta_0 \delta_1 \delta_2 \delta_3 = 1, f_1 f_2 = q^2 f_0 f_3$. As shown by (3), not all $\delta_i$ have the same sign. Thus, exactly two of them are $-1$ and we have

**Proposition 1.** If $B_b$ is a block of type (*) without minor subsection $(x, b)$, exactly two of the signs $\delta_0, \delta_1, \delta_2, \delta_3$ are $-1$ and we have

$$f_1 f_2 = q^2 f_0 f_3.$$
Assume next that \( B_\theta \) has a minor subsection \((x, b)\). We now have to use Corollary 6.7. Set \( M = \delta^4 \phi^4(1) \). Since \( \epsilon = e^4 \), \( \psi(1) = q \) by Corollary 6.9 and since \( \delta_0 = -\delta_3 \), \( \delta_1 = -\delta_2 \), \( f_0 = f_3 \), \( f_1 = f_2 \) by Proposition 6.6, (2) now reads

\[
\frac{\delta_0}{f_0}(1 + M)^2 - (1 - M)^2 + \frac{\delta_1}{f_1}(eq - M)^2 - (eq + M)^2 = 0.
\]

Thus \( \delta_0 f_0 4M - \delta_1 f_1 4eq M = 0 \).

Since \( M \neq 0 \), we have

**PROPOSITION 2.** If \( B_\theta \) is a block of type \((*)\) with a minor subsection, we have \( f_1 = f_2 = qf_0 = qf_3 \) and \( \delta_1 = \epsilon \delta_0 \), \( \delta_2 = -\epsilon \delta_0 \), \( \delta_3 = -\delta_0 \).

We next apply [6, III, (2A)]. The subgroup \( G \) occurring in this theorem will be taken as \( N, p = 2, \pi = y_1 = y_2 = x \). Then \( G \) is itself a \( Q \)-group of the characteristic power \( q \). We set \( \bar{B}_\theta = (\theta_0)^N \). Then \( \bar{B}_\theta \) is a block of \( N \) of type \((*)\). We use analogous notation for \( \bar{B}_\theta \) as for \( B_\theta \) with tilde signs added. Thus, \( \bar{B}_\theta \) consists of characters \( \bar{x}_0, \ldots, \bar{x}_4, \bar{x}^{(w)}, \bar{x}^{(b)} \), we have signs \( \bar{\delta}_0, \bar{\delta}_1 \), etc. The results of \( \S 6 \) hold for \( \bar{B}_\theta \).

**LEMMA 1.** We may assume that \( \bar{x}_1 = \psi \theta_\eta \). We have

\[
\bar{f}_0 = \bar{f}_3 = 1, \quad \bar{f}_1 = \bar{f}_2 = q, \quad \bar{f}_4 = q - \epsilon, \quad \bar{f} = q + \epsilon,
\]

\[
\bar{x}_0(x) = 1, \quad \bar{x}_1(x) = q, \quad \bar{x}_2(x) = q, \quad \bar{x}_3(x) = 1,
\]

\[
\bar{x}_4(x) = -(q - \epsilon), \quad \bar{x}^{(w)}(x) = -(q + \epsilon) \quad (\text{for } \bar{f} \in Y_1 \cup Y_2),
\]

\[
\bar{x}_0(z) = 1, \quad \bar{x}_1(z) = -\epsilon, \quad \bar{x}_2(z) = \epsilon, \quad \bar{x}_3(z) = -1, \quad \bar{x}_4(z) = 0, \quad \bar{x}(z) = 0,
\]

\[
\bar{\delta}_0 = 1, \quad \bar{\delta}_1 = \epsilon, \quad \bar{\delta}_2 = -\epsilon, \quad \bar{\delta}_3 = -1, \quad \bar{\delta} = \epsilon, \quad \bar{\delta}_4 = \epsilon.
\]

**Proof.** We first take \( \theta_\eta \) as the principal character \( \theta_0 \) of \( N \). Then \( \bar{B}_{\theta_0} \) is the principal block \( B_\eta(2, N) \). The results of \( \S 6 \) show that the character \((10) \bar{x}_1^{(w)} \) is the principal character \( \bar{x}_1 \) of \( \bar{B}_{\theta_0} \) and that \( \bar{x}_1^{(b)} \) and \( \bar{x}_2^{(b)} \) of degree \( q \) are the two irreducible characters of \( B_\eta(2, N) \) of odd degree different from 1. Either one can be taken for \( \psi \) in Corollary 6.5 (in the case of an arbitrary \( \theta \) of type \((*)\)). We shall choose \( \psi = \bar{x}_1^{(b)} \).

Since

\[
f^{(\theta_\omega)} = \delta^{(\theta_\omega)} \delta^{(\theta_\omega)} f^{(\theta_\omega)} + \delta^{(\theta_\omega)} \delta^{(\theta_\omega)} f^{(\theta_\omega)} = \delta^{(\theta_\omega)}(1 + \delta^{(\theta_\omega)} q)
\]

is a degree of an irreducible representation (Corollary 6.2) and since this degree is not divisible by 4 (Corollary 6.4), we must have \( \delta^{(\theta_\omega)} = \epsilon, \delta^{(\theta_\omega)} = \epsilon \). Now Corollary 6.3 yields

\[
(5) \quad \psi(\bar{u}) = \epsilon \quad (\text{for } \bar{u} \in S_0 - \{1, x\}).
\]

For an arbitrary \( \theta \) of type \((*)\), by Lemma 6.1,

\[
\bar{B}_\theta = (\theta_0)^N = \theta_\eta B_\eta (2, N).
\]

\(^{(10)}\) As was mentioned, the characters \( \chi_i \) of \( B_\theta \) depend on \( \theta \). In order to emphasize this point, we write \((\chi_i)^{\theta_\omega}\) for \( \chi_i \) whenever necessary.
In particular, \( \theta_N \) and \( \theta_N \psi \) belong to \( \tilde{B}_p \). Corollaries 6.3 and 6.5 in conjunction with (5) show that \( \bar{\chi}_0^{(p)} = \theta_N \), \( \bar{\chi}_0^2 = \theta_N \psi \), and that \( \delta_0^{(p)} = 1 \), \( \delta_0^{(p)} = \varepsilon^* \). By Corollary 6.9, \( \delta_1^{(p)} = e \). It is also clear that \( f_0^{(p)} = 1 \), \( f_1^{(p)} = q \). Proposition 6.6 shows that

\[
\begin{align*}
f_2^{(p)} &= q, \\
f_3^{(p)} &= 1, \\
delta_2^{(p)} &= -e, \\
\delta_3^{(p)} &= -1.
\end{align*}
\]

Corollaries 6.2 and 6.4 yield \( \delta_0^{(p)} = e, f_0^{(p)} = q + e, \delta_4^{(p)} = e, f_4^{(p)} = q - e \).

The values of the characters for the element \( x \) are obtained from Corollary 6.5. We have

\[
\bar{\chi}_0^{(p)}(x) = \theta_N(x) = 1.
\]

Now Corollary 6.8 shows that \( y = \delta_0^{(p)} = 1, \phi(1) = 1 \) and it also gives the values of the other characters for the element \( z \).

It is clear that \( \psi \) remains the same, if \( G \) is replaced by \( N \).

For each character \( \bar{\chi} \in \tilde{B} \), we have to form the expression

\[
(6) \quad h(\bar{\chi}) = \bar{\chi}(x)|N|^{-1} + \bar{\chi}(z)|C|^{-1}.
\]

Let \( R \) be a column \( X(u) \) for the block \( B_u \), \( u \in S_0 - \{1, x\} \), and let \( \tilde{R} \) denote the corresponding column for \( \tilde{B}_p \). Then [6, III,(2A), (2B)] states that

\[
(7) \quad |G| \sum_{x} (R)_x \frac{X(x)^2}{X(1)} |N|^3 \sum_{\tilde{x}} (\tilde{R})_{\bar{x}} \frac{h(\bar{x})^2}{\hat{x}(1)},
\]

where on the left \( x \) ranges over the characters of \( B_u \) and where on the right, \( \bar{x} \) ranges over the characters of \( \tilde{B}_p \). The same result holds when \( R \) is a column \( U_i \) \((i = 0, 1)\) and \( \tilde{R} \) the corresponding column \( \tilde{U}_i \) for \( \tilde{B}_p \). More generally, (7) holds when \( R \) is a linear combination of the columns \( X(u), U_0, U_1 \) and \( \tilde{R} \) the corresponding linear combination of the columns \( \tilde{X}(u), \tilde{U}_0, \tilde{U}_1 \).

We first take \( R = V_2 \). The equations §6, (12) and (9) show that \( R \) is indeed a linear combination of columns \( X(u) \). Then \( \tilde{R} \) is to be the corresponding columns \( \tilde{V}_2 \) for \( \tilde{B}_p \). The coefficients of \( V_2 \) are given in Proposition 6.5, and we have analogous formulas for \( \tilde{V}_2 \). We obtain

\[
|G|\left( \delta_0 \chi_0 (x)^2 f_0^{-1} + \delta_1 \chi_1 (x) f_1^{-1} - \delta \chi^{(2)} (x)^2 f^{-1} \right)
\]

(8)

\[
= |N|^3 \left( \delta_0 h(\bar{\chi}_0)^2 f_0^{-1} + \delta_1 h(\bar{\chi}_1)^2 f_1^{-1} - \delta h(\bar{\chi}^{(2)}) f^{-1} \right).
\]

Here, by (6) and Lemma 1,

\[
h(\bar{\chi}_0) = |N|^{-1} + |C|^{-1}, \quad h(\bar{\chi}_1) = |N|^{-1} q - |C|^{-1} e, \quad h(\bar{\chi}^{(2)}) = |N|^{-1}(q + e),
\]

and the right hand side of (8) becomes

\[
|N|^3((|N|^{-1} + |C|^{-1})^2 + eq^{-1}(|N|^{-1}q - |C|^{-1}e)^2 - e(q + e)^{-1}|N|^{-2}(q + e)^2)
\]

\[
= |N|^3|C|^{-2}(1 + eq^{-1}) > 0.
\]

Consider first the case that \( B_p \) does not have a minor subsection. On account of Corollary 6.5, the left hand side of (8) is

\[
|G|\left( \frac{\delta_0 + \delta_2 q^2}{f_0} - \frac{\delta (qe + 1)^2}{f} \right).
\]
As shown by Corollary 6.2, we have
\[ \delta_0 f_0 + \delta_1 f_1 - \delta f = 0 \]
and our expression becomes
\[ |G| \frac{\delta_0 \delta_1 (\delta_1 f_1 - e\delta_0 f_0 g)^2}{f_0 f_1 (\delta_0 f_0 + \delta_1 f_1)}. \]

Our equation shows that the numerator does not vanish. We now have

**Proposition 3.** Suppose that $B_0$ is a block of type (*) without minor subsection. Set
\[ Q_1 = \delta_0 \delta_1 \frac{(\delta_1 f_1 - e\delta_0 f_0 g)^2}{f_0 f_1 (\delta_0 f_0 + \delta_1 f_1)}. \]
Then $Q_1 \neq 0$ and we have
\[ |G| = \frac{|N|^3}{|C|^2} \frac{1}{Q_1} \frac{q + e}{q}. \]

Consider now the case that $B_0$ has a minor subsection $(x, b)$. The right hand side of (8) remains the same. If as before $M = \delta \phi(1)$, we now have (by Corollary 6.7) $\chi_0(x) = \delta_0 (1 + M)$, $\chi_1(x) = \delta_1 (eq - M)$, $\chi^{(2)}(x) = \delta (eq + 1)$, and the left hand side of (8) reads
\[ |G| (\delta_0 \frac{(1 + M)^2}{f_0} + \delta_1 \frac{(eq - M)^2}{f_1} - \delta (eq + 1)^2). \]

Apply here Proposition 2 and (9). The expression can be written in the form $|G| \delta_0 M^q(q + e)(qf_0)$. Here $M = \pm \phi(1)$, where $\phi$ is the unique modular irreducible character in the block $b$. Since $b$ has defect 2, then $\phi(1)$ is the common degree of the four ordinary irreducible characters in $b$. Since the left hand side of (8) has the sign $\delta_0$ and the right hand side is positive, we have $\delta_0 = 1$. We obtain

**Proposition 4.** Let $B_0$ be a block of type (*) which has a minor subsection. Then $\delta_0 = 1$. The block $b$ of $N$ of defect 2 consists of four ordinary irreducible characters all of which have the same degree $f^\#$. Then
\[ |G| = \frac{|N|^3}{|C|^2} \frac{f_0}{(f^\#)^2}. \]

We can also use (7) in the case that $R = V_m + U_0$ and $\bar{R} = \bar{V}_m + \bar{U}_0$. A similar computation yields the following result (which can also be deduced from Propositions 1 and 3).

**Proposition 5.** Let $B_0$ be a block of type (*) which does not have a minor subsection $(x, b)$. Set
\[ Q_2 = \delta_0 \delta_2 \frac{(\delta_2 f_2 + e\delta_0 f_0 g)^2}{f_0 f_2 (\delta_0 f_0 + \delta_2 f_2)}. \]
Then $Q_2 \neq 0$ and

$|G| = \frac{|N|^3}{|C|^2 Q_2} q - \epsilon.$

**Proof.** As shown by Proposition 6.5, (7) reads here

$$2|G|(\delta_0 \chi_0(x)^2 \delta_0^{-1} + \delta_2 \chi_2(x)^2 \delta_2^{-1} - \delta_4 \chi_4(x)^2 \delta_4^{-1}) = 2|N|^3(\delta_0 h(\chi_0)^2 \delta_0^{-1} + \delta_2 h(\chi_2)^2 \delta_2^{-1} + \delta_4 h(\chi_4)^2 \delta_4^{-1}).$$

Lemma 1 and (6) show that the right hand side is

$$2|N|^3(|N|^{-1} + |C|^{-1})^2 - \epsilon(|N|^{-1} q + |C|^{-1} q)^2 + \epsilon |N|^{-2}(q - \epsilon)^2(q - \epsilon)^{-1} = 2|N|^3|C|^{-2}(1 - \epsilon q^{-1}).$$

On the other hand, the results of §6 yield

$$\delta_0 \chi_0 = \delta_0, \quad \chi_2(x) = - \delta_2 \epsilon q, \quad \chi_4(x) = - \delta_4(\epsilon q - 1).$$

The left hand side of our equation then becomes

$$2|G|(\delta_0 \chi_0 + \delta_2 \chi_2 + \delta_4 \chi_4) = 2|G| \delta_0 \chi_0^2(\delta_0 \chi_0^{-1} + \delta_2 \chi_2^{-1}) = 2|G| Q_2$$

and we obtain the statement.

If $B_\theta$ is the principal block $B_0(2, G)$, as we have seen at the end of §6, $\delta_0 = 1$, $f_0 = 1$, $\delta = \delta_1$, $\delta_4 = - \delta_2$. Propositions 1, 3, 5 and Corollary 6.6 apply. This yields Proposition 2.6 and we see that exactly two of the signs $\delta_1, \delta_2, \delta_3$ are $-1$. Now all the statements given in §2 without proof have been derived.

We investigate further blocks $B_\theta$ of type (*) without minor subsection. Our aim is a proof of Proposition 6 below.

**Lemma 2.** If $B_\theta$ is a block of type (*) without minor subsection $(x, b)$, we have

$$\delta_1 f_0 + \delta_2 f_1 > 0, \quad \delta_2 f_0 + \delta_0 f_2 > 0.$$

The numbers $Q_1$ and $Q_2$ are positive and they are the same for all choices of $B_\theta$ satisfying the hypotheses of the lemma. We have

$$Q_1(q - \epsilon) = Q_2(q + \epsilon),$$

$$Q_1 = \frac{(\delta_1 f_1 - \epsilon \delta_0 f_0 q)^2}{\delta_0 \delta_1 f_1 f_0 (\delta_0 f_0 + \delta_1 f_1)} = - \frac{(\delta_2 f_2 + \epsilon \delta_0 f_0 q)^2}{\delta_2 \delta_3 f_2 f_3 (\delta_2 f_2 + \delta_3 f_3)},$$

$$Q_2 = \frac{(\delta_2 f_2 + \epsilon \delta_0 f_0 q)^2}{\delta_0 \delta_2 f_2 f_3 (\delta_0 f_0 + \delta_2 f_2)} = - \frac{(\delta_1 f_1 + \epsilon \delta_0 f_0 q)^2}{\delta_1 \delta_3 f_1 f_3 (\delta_1 f_1 + \delta_3 f_3)}.$$

**Proof.** It follows from (11) and (13) that the expressions $Q_1$ and $Q_2$ do not depend on the particular choice of $B_\theta$. Moreover, $Q_1$ and $Q_2$ are positive and satisfy (15). The first inequality (14) follows from (10) and the second inequality (14) follows from (12).
The first part of (16) occurs in (10). On account of (4),
\[
(\delta_1 f_1 - \varepsilon_0 f_0 q)^2 = f_2^{-2} (\delta_1 f_1 - \varepsilon_0 f_0 q)^2 = f_2^{-2} (\delta_1 f_1 f_0 q^2 - \varepsilon_0 f_0 f_2 q)^2 = f_2^{-2} (\delta_0 f_0 f_3 q^2 - \varepsilon_0 f_0 f_2 q)^2.
\]
If we substitute this in (10) and use (3) and \(\delta_0 \delta_1 \delta_2 \delta_3 = 1\), we obtain the last part of (16). The proof of (17) is analogous.

**Lemma 3.** We have
\[
2/5 < Q_i \leq 32/19 \quad (i = 1, 2).
\]

**Proof.** We shall prove (18) here for \(q \geq 7\). For \(q = 3\) and \(q = 5\), (18) will be obtained in §8 by a direct argument. On account of Lemma 2, we may choose \(B_0\) as the principal block \(B_0(2, G)\). Then \(f_0 = 1\), \(\delta_0 = 1\).

Suppose first that \(f_2 > 100\). It follows from (4) that we can choose \(j = 1\) or \(2\) such that \(A > 100\). By (16), (17)
\[
Q_i > 81 q^2 / (10q(10q + 1)) = 81 q / (10q + 1) - 1.
\]
This holds in the latter case, too, since here \(Q_i > 1\).

Similarly, we see that in the latter case, \(Q_i\) is less than the value obtained when \(f_i\) is replaced by 100q,
\[
Q_i < 121 q^2 / (10q(10q + 1)) = 121 / (10q + 1) - 1.
\]
This holds in the former case, too, since here \(Q_i < 1\). Now (15) shows that for both values \(i = 1\) and \(2\)
\[
81 q / (10q + 1) - 1 < Q_i < 121 / (10q + 1) - 1.
\]
Since \(q \geq 7\), then
\[
81 / (10q + 1) - 1 < Q_i < 121 / (10q + 1) - 1.
\]
This shows that (18) holds in this case.

We show next that, for \(q \geq 7\), the case \(f_3 < 100\) is impossible. Suppose we have \(f_3 < 100\).

**Case 1.** \(\delta_3 = 1\).

By Proposition 2.8(iii), \(q^2 < f_3 < 100\). Since we assume \(q \geq 7\), then \(q = 7\) or \(q = 9\).
In both cases, \(n = 4\). By Corollary 6.6, \(f_3 \equiv 15 \pmod{32}\). We have then only the possibilities
\[
f_3 = 15, 47, 79.
\]
The equations (3) and (4) read here

\[ 1 + f_3 = f_1 + f_2, \quad f_1 f_2 = q^2 f_5. \]

We easily obtain a contradiction for each of the three values of \( f_3 \) since \( f_1 \) or \( f_2 \) is divisible by the largest prime factor of \( f_3 \).

**Case 2.** \( \delta_3 = -1 \).

Here, by Corollary 6.6, \( f_3 \equiv 1 + 2^\lambda \pmod{2^{n+1}} \). Since \( f_3 < 100 \), then \( n \leq 6 \) and we have only the following possibilities:

- \( n = 3 \) and \( f_3 = 9, 25, 41, 57, 73, 89; \)
- \( n = 4 \) and \( f_3 = 17, 49, 81; \)
- \( n = 5 \) and \( f_3 = 33, 97; \)
- \( n = 6 \) and \( f_3 = 65. \)

If \( \delta_i = 1, \delta_j = -1 \) with \( \{i, j\} = \{1, 2\} \), here

\[ 1 + f_i = f_j + f_3, \quad f_i f_j = q^2 f_5. \]

If \( d \) is the greatest common divisor of \( f_1 \) and \( f_2 \), \( d \) divides \( f_3 - 1 \). Since \( d \) then is coprime to \( f_3 \), the second equation (20) shows that \( d^2 \) divides \( q^2 \), i.e. \( d \) divides \( q \).

Now \( q \) is a power of a prime \( p \), say \( q = p^\lambda \) and we have \( d = p^\alpha \) with \( 0 \leq \alpha \leq \lambda \).

Suppose first that \( \lambda = 0 \). By (20), \( q^2 \) divides either \( f_1 \) or \( f_2 \). In the latter case, \( f_1 \) divides \( f_3 \). This is impossible since the first equation (20) shows that \( f_1 > f_3 \).

Hence \( q^2 \) divides \( f_3 \). Then \( f_3 = q^2 f_5 \). Since \( f_3 \neq f_5 \), by Corollary 6.6, we have \( f_i \geq 3 \) and then

\[ 3q^2 < 1 + f_i q^2 = 1 + f_i = f_i + f_3 = f_5 (f_i^{-1} + 1) \leq 4f_5/3. \]

Thus, \( q^2 < 400/9 \). As we assumed \( q \geq 7 \), this is false.

We have now proved that \( \lambda \geq 1 \) and that \( p^\lambda \) divides \( f_3 - 1 \). The second equation (20) shows that either \( f_i \) is divisible by \( p^{2\lambda - \lambda} \) and \( f_j \) divisible by \( p^\lambda \) or that \( f_i \) is divisible by \( p^\lambda \) and \( f_j \) divisible by \( p^{2\lambda - \lambda} \). We consider two cases:

- **Case \( \alpha \).** \( f_i = p^{2\lambda - \lambda} \alpha, f_j = p^\beta \).
- **Case \( \beta \).** \( f_i = p^\beta \alpha, f_j = p^{2\lambda - \lambda} \beta \) with integral \( \alpha, \beta \).

In both cases

\[ \alpha \beta = f_5. \]

Since \( \lambda \leq 1 \) and \( f_i < f_j < f_3 + f_3 \), we see from (20) that in both cases

\[ \beta > 1. \]

Suppose first that \( \lambda \geq 2 \). Inspection of the values possible for \( f_5 \) shows that the only value for which \( f_3 - 1 \) is divisible by a power \( p^\lambda \) of an odd prime \( p \) with an exponent \( \lambda \geq 2 \) is the value \( f_3 = 73 \). We then have \( n = 3, p = 3, \lambda = 2 \). By (21) and (22) \( \alpha = 1, \beta = 73 \). Here, (20) yields

- **Case \( \alpha \).** \( 1 + 3^{2\lambda - 2} = 3^{2} \cdot 73 + 73. \)
- **Case \( \beta \).** \( 1 + 9 \cdot 73 = 3^{2\lambda - 2} + 73. \)
The case $\beta$ is clearly impossible. In the case $\alpha$, we find $3^{2l-2}=729$, $l=4$, $q=81$. However, for $q=81$, we have $n=5$, a contradiction.

Thus $\lambda=1$. On account of (20) and (21),

Case $\alpha$. $1+p^{2l-1}\alpha=p\beta+\alpha\beta$.

Case $\beta$. $1+p\beta=p^{2l-1}\alpha+\alpha\beta$.

If $\alpha=1$, then

$$f_3 = \beta = \frac{p^{2l-1}+1}{p+1} \quad \text{or} \quad f_3 = \beta = \frac{p^{2l-1}-1}{p-1}.$$ 

None of the values possible for $f_3$ has this form except $f_3=57$. For $f_3=57$, we must have $n=3$, $d=p=7$. If $\alpha=1$, we necessarily have Case $\beta$ and $p^{2l-1}=343$, $l=2$, $q=49$. However, then $n=5$, a contradiction.

Thus, in addition to (22), we have $\alpha>1$. Since the greatest common divisor $d'$ of $\alpha$ and $\beta$ divides $f_1$ and $f_2$ and hence $d=p$, we find $d'=1$. Now (21) shows that $f_3$ cannot be a power of a prime. This leaves us only with the cases $f_3=57$, $33$, $65$. For $f_3=33$ and $f_3=65$, no odd prime $p$ divides $f_3-1$. For $f_3=57$ we have $\alpha=19$, $\beta=3$ or $\alpha=3$, $\beta=19$. Here $p=7$. In the former case, we find $p\beta=21 \equiv 1 \pmod{19}$, which is not true. In the latter case, we have $7^{2l-1} \cdot 3 = p\beta \pm (\alpha\beta-1) = 133 \pm 56$. Again, this is impossible.

We have now shown that, for $q \geq 7$, we cannot have $f_3 < 100$ and the lemma is established (for $q \geq 7$).

**Proposition 6.** If $B_\theta$ is a block of type (*) without minor subsection, then $\chi_0$ has degree $f_0=1$.

**Proof.** Suppose that $f_0 \neq 1$. Set

$$f_0/f_1 = \mu/q, \quad f_0/f_2 = v/q, \quad f_3/f_1 = \mu'/q, \quad f_3/f_2 = v'/q.$$ 

By (4),

$$\mu v' = n\mu' = 1.$$ 

We can now write (16) and (17) in the form

$$Q_1 = \frac{(1-\epsilon_0\delta_1\mu)^2}{\delta_0 f_0 (1+\delta_0\delta_1\mu q^{-1})} = \frac{(1-\epsilon_0\delta_2\delta_3\nu')^2}{(-\delta_3)f_3 (1+\delta_2\delta_3\nu' q^{-1})};$$

$$Q_2 = \frac{(1+\epsilon_0\delta_2\nu')^2}{\delta_0 f_0 (1+\delta_0\delta_2\nu' q^{-1})} = \frac{(1+\epsilon_0\delta_1\delta_3\mu')^2}{(-\delta_3)f_3 (1+\delta_1\delta_3\mu' q^{-1})}.$$ 

We show next that $\mu, v, \mu', v'$ are all larger than $\frac{1}{3}$. Suppose that this is false and that $\xi \leq \frac{1}{3}$, where $\xi$ is one of $\mu, v, \mu', v'$. By (25), we have a relation

$$\frac{(1+\epsilon_0\delta_3\mu')^2}{(1+\xi q^{-1})} = \pm f_i Q_\alpha,$$

with $i=0$ or $3$ and $\alpha=1$ or 2. Since the expression on the left is positive, the + sign applies on the right. If $i=3$, this means that $\delta_3 = -1$. It follows from Corollary 6.6 that $f_3 \geq 9$ for $i=0$ and $i=3$ (since $f_0$ was assumed to be different from 1). Using
Lemma 3, we have $$(1 \pm \xi)^2 > 9(2/5)(1 - 2/9)$$. Since $0 < \xi \leq \frac{1}{3}$, the left side is at most equal to $25/9$. On the other hand, the right hand side is at least $(18/5)(1 - 2/9) = 14/5$. This is a contradiction. Thus $\mu, \nu, \mu', \nu' > \frac{1}{3}$. Then, by (24) $\mu, \nu, \mu', \nu' < 3/2$ and, by (23),

$$f_0 < f_1, \quad f_0 < f_2, \quad f_3 < f_1, \quad f_3 < f_2. \tag{26}$$

If $\delta_0 = -1$, then (14) shows that $\delta_1 > 0$ and that $f_0 > f_1$, a contradiction. Thus $\delta_0 = 1$.

If $\delta_3 = 1$, by (3) and Proposition 1, $f_0 + f_3 = f_1 + f_2$. Again this is not consistent with (26). It follows that $\delta_0 = 1$, $\delta_3 = -1$ and that one of $\delta_1$, $\delta_2$ is 1 and the other $-1$, say $\delta_i = 1$ with $i = 1$ or 2. Set $\xi = \mu$ when $i = 1$ and $\xi = \nu$ when $i = 2$. It follows from (25) that

$$1 \pm \xi^2 = f_0 f_1 (1 + \xi q^{-1}) > f_0 q_1.$$

The left side here is less than $25/4$. By Corollary 6.6, $f_0 \equiv f_0 = 1 \pmod{16}$. Since $f_0 \neq 1$, then $f_0 \geq 17$. Since $q_1 > 2/5$ by Lemma 3, again, we have a contradiction and the proof is complete.

If $\chi$ is a character of degree 1 of $G$, we shall write $\chi B_0(2, G)$ for the set of characters obtained by multiplying the characters in $A_0(2, G)$ by $\chi$. Clearly, this is a 2-block of $G$.

**Corollary 1.** If $B_0$ is a 2-block of type (*) without minor subsection, then $B_0 = \chi B_0(2, G)$.

This is now clear since as was shown, $\chi B_0$ is a linear character. Hence we have a 2-block on the right side and $\chi B_0$ is a member.

We can also show the converse of Proposition 6.

**Proposition 6.** If $B$ is a 2-block of $G$ which contains a character $\chi$ of degree 1, then $B$ is a block $B_\theta$ of type (*) without minor subsection and $\chi = \chi B_\theta$.

**Proof.** It is clear that $B$ has full defect $n + 1$ and then $B$ has the form $B_\theta = b_\theta$, where $\theta$ is an irreducible character of $N(S) = S \times E$ which is trivial on $S$. Since $\chi \in b_\theta$, an argument similar to that used in the proof of Lemma 6.1 shows that, for 2-regular $r \in E$,

$$\chi(r) \equiv \theta(r) \pmod{p},$$

where $p$ is a suitable prime ideal divisor of 2. Again, this implies that $\theta|E$ and $\chi|E$ have an irreducible constituent in common. Since $\theta|E$ is irreducible, and since $\chi$ is of degree 1, this means that $\theta|E = \chi|E$. As a linear character of $G$, $\chi$ is trivial on $G'$. Since $G$ is a $QD$-group, we have $S \subseteq G'$. It is now clear that $\chi|N$ is an extension of $\theta$ to $N$ which is trivial on $S$. Thus $\theta$ is of type (*), we may take $\theta_\chi = \chi|N$.

We now know that the results of §6 and the preceding results of §7 apply to $B = B_\theta$. Suppose that $B_\theta$ has a minor subsection $(x, b)$. The character $\chi \in B_\theta$ can only be one of the four characters $\chi_0, \chi_1, \chi_2, \chi_3$ of odd degree in $B_\theta$. Proposition 2
rules out $\chi^6$, $\chi^6$. On the other hand, Corollary 6.7 shows that $\chi^6(x) \neq 1$, $\chi^6(x) \neq 1$. Since $\chi(x) = 1$, this case is impossible.

Hence $B_0$ has no minor subsection. By Proposition 6, $\chi^6$ has degree 1. Since Corollary 6.6 shows that no other character in $B_0$ has degree 1, the proof is complete.

We shall give another application of Lemma 3.

**Proposition 8.** Let $G$ be a QD-group. Let $t$ be the 3-element of $G$ in $§1$, equation (1). Then $G = \langle N, t \rangle$.

**Proof** (for $q \geq 7$). Set $G_0 = \langle N, t \rangle$. It is clear that $G_0$ is a QD-group. Moreover, $N_{G_0}(x) = N$ and hence $q$, $N$ and $C$ are the same for $G_0$ as for $G$. We shall use the same notation for $G_0$ as for $G$ with superscripts 0 added. Applying Proposition 3 to the principal 2-blocks both of $G$ and $G_0$, we have

$$|G:G_0| = Q_1^0/Q_1^0.$$ 

Now Lemma 3 yields

$$|G:G_0| \leq 5 \cdot 32/(2 \cdot 19) = 160/38.$$ 

Hence $|G:G_0| < 5$. Since $|G:G_0|$ is necessarily odd, then either $G_0 = G$ or else $|G:G_0| = 3$.

Suppose we have the latter case. Then $Q_1^0 = 3Q_1$. If $q \geq 7$, by (19) applied to $Q_1$ and $Q_1^0$,

$$\frac{121}{10} \ 7 \ 4 \ \frac{81}{10} \ 7 \ 3 \ \frac{10}{71} \ 4.$$ 

Since this is false, we have $G = G_0 = \langle N, t \rangle$ for $q \geq 7$. As to the cases $q = 3$ and $q = 5$, the proof of the proposition will be given in $§9$ by means of the following:

**Remark.** Suppose that for some fixed $q$, there are not two values which $Q_1$ can take such that one of these values is three times the other value. Then Proposition 8 holds.

Actually one can give an alternate proof of Proposition 8 by using Bender’s classification of groups which contain a strongly embedded subgroup; cf. [2], [3]. Indeed, since $G_0$ is a QD-group, it has only one conjugacy class of involutions; and since $N \leq G_0$, it follows that $G_0$ contains the centralizer in $G$ of each of its involutions as well as the normalizer of a Sylow 2-subgroup of $G$. Hence if $G_0 \leq G$, $G_0$ would be a strongly embedded subgroup of $G$. However, this contradicts Bender’s theorem and therefore $G_0 = G$.

**Corollary 2.** If $G$ is a QD-group and if $O(N)^4 = O(N)$, then $O(N) \subseteq O(G)$.

**Proof.** Indeed, if $O(N)^4 = O(N)$, then the normalizer in $G$ of $O(N)$ includes $\langle N, t \rangle$. By Proposition 8, we have that $O(N)$ is normal in $G$ and this implies $O(N) \subseteq O(G)$.
8. \textit{QD-groups of small characteristic power} \( q \). As before, \( G \) will be a \textit{QD-group} of characteristic power \( q \). We shall work with the principal 2-block \( B_0(2, G) \) and the notation will be that of §2. Thus, \( \chi_i, \chi^0 \) will be the characters of \( B_0(2, G) \), etc.

For each fixed \( q \), Proposition 2.8 allows us to discuss the values possible for the degrees. We have to separate the cases \( \delta_1 = 1, \delta_2 = 1, \) and \( \delta_3 = 1 \). In each case, we have a positive integer \( h < q^2 \) such that \( h \) divides \( q^2(q^2 - 1) \). Then \( f_1, f_2, f_3 \) are determined by \( h \). The congruences (6) of Proposition 2.6 impose further restrictions. If we know \( f_1, f_2, f_3 \), the degrees \( f_4 \) and \( f \) are obtained from Proposition 2.4. Then Proposition 2.6, (4) gives a formula for the order \( g = |G| \). As in §3, we set \( A = C \cap O(N) \), \( |A| = a \) and \( |O(N):A| = b \). Then \( |O(N)| = ab \).

In the first part of this section, the discussion will be carried out for \( q = 3, 5, 7, \) and 9.

In general, if we set \( q = p^m \), where \( p \) is a prime, \( e \) is an odd divisor of \( m \). In our cases, we must have \( e = 1 \) by Proposition 2.3.3. Then the results of Chapter 2, §4 yield

\begin{align*}
|N| &= 2abq(q-1)(q+1), \\
|C| &= 4|C_0| = 2a(q+e).
\end{align*}

Cf. equation (4) of §3.

**Proposition 1.** If \( G \) is a \textit{QD-group of characteristic power} \( q = 3 \), we have one of the following two cases

(I) \( f_1 = 11, f_2 = 45, f_3 = 55, f_4 = 44, f = 10, \)
\[ |G| = ab^3 \cdot 2^4 \cdot 3^3 \cdot 5 \cdot 11 = 7920ab^3 \]

(II) \( f_1 = 27, f_2 = 13, f_3 = 39, f_4 = 12, f = 26, \)
\[ |G| = ab^3 \cdot 2^4 \cdot 3^3 \cdot 13. \]

\textit{In both cases,} \( \delta_3 = 1. \) \textit{In the case} (II), \( G \) \textit{is regular.}

**Proof.** If \( q = 3 \), we have \( n = 3, \epsilon = -1 \). Here \( 0 < h < 9, h \mid 72 \).

If \( \delta_1 = 1 \), then \( f_2 = 9 - h \) and \( f_5 \equiv -3 \pmod{16} \) (Propositions 2.4 and 2.6). This is impossible.

If \( \delta_2 = 1 \), then \( f_1 = 9 - h \) and \( f_1 \equiv -5 \pmod{16} \). Again, this is impossible.

If \( \delta_3 = 1 \), either \( f_1 = 9 + h \) or \( f_2 = 9 + h \). Since \( f_1 \equiv -5, f_2 \equiv -3 \pmod{16} \), in the former case \( h = 2 \) and we find the results given in (I). In the latter case, \( h = 4 \) and we have Case II.

**Corollary 1.** If \( q = 3 \) and if \( Q_1, Q_2 \) are as in Lemma 7.2 we have \( Q_1 = 32/55, Q_2 = 64/55 \) in the Case I and \( Q_1 = 32/39, Q_2 = 64/39 \) in both cases, Lemma 7.3 holds. Also, Proposition 7.8 holds for \( q = 3 \).

As to the last statement, it is immediate that the remark stated in §7 in connection with Proposition 7.8 applies.
Proposition 2. If $G$ is a QD-group of characteristic power 5, we have one of the following three cases:

(I) $f_1 = 125, f_2 = 21, f_3 = 105, f_4 = 20, f = 126,$
$$|G| = ab^9 \cdot 2^4 \cdot 3^3 \cdot 5^3 \cdot 7.$$  

$G$ is regular and $\delta_1 = 1$.

(II) $f_1 = 19, f_2 = 75, f_3 = 57, f_4 = 76, f = 18,$
$$|G| = ab^9 \cdot 2^4 \cdot 3^2 \cdot 5^2 \cdot 19.$$  

Here, $\delta_2 = 1$.

(III) $f_1 = 35, f_2 = 85, f_3 = 119, f_4 = 84, f = 34,$
$$|G| = ab^9 \cdot 2^4 \cdot 3^2 \cdot 5 \cdot 7 \cdot 17,$$

$\delta_3 = 1$.

Proof. Here $n = 3$, $e = 1$, $1 \leq h < 25$, $h|25 \cdot 24$.

If $\delta_1 = 1$, then $f_2 = 25 - h$ and $f_2 \equiv 5 \pmod{16}$. Then $f_2 = 5$, $h = 20$ or $f_2 = 21$, $h = 4$. In the former case, we find $f_1 = 5$, while by Proposition 2.6, $f_1 \equiv -3 \pmod{16}$. Hence this case is impossible. The latter case leads to Case (I).

If $\delta_2 = 1$, then $f_2 = 25 - h$ and $f_1 \equiv 3 \pmod{16}$. Since $h = 22$ is excluded, we must have $f_1 = 19$, $h = 6$. This yields Case II.

If $\delta_3 = 1$, then $f_3 = 3, f_2 \equiv 5 \pmod{16}$. We have either $f_1 = 25 + h$ or $f_2 = 25 + h$.

In the former case $f_1 = 35$, $h = 10$ and this leads to Case III. In the latter case, $f_2 = 37$, $h = 12$. However, then $f_1 = 75 \neq 3 \pmod{16}$ and this is impossible.

Corollary 2. For $q = 5$, we have

Case I. $Q_1 = 32/35, Q_2 = 64/105$.

Case II. $Q_1 = 32/19, Q_2 = 64/57$.

Case III. $Q_1 = 160/119, Q_2 = 320/357$.

Again, Lemma 7.3 and Proposition 7.8 hold.

Proposition 3. If $G$ is a QD-group of characteristic power 7, we have one of the following two cases:

(I) $f_1 = 55, f_2 = 441, f_3 = 495, f_4 = 440, f = 54$
$$|G| = ab^3 \cdot 2^8 \cdot 3^3 \cdot 5 \cdot 7^2 \cdot 11.$$  

(II) $f_1 = 343, f_2 = 57, f_3 = 399, f_4 = 56, f = 342$
$$|G| = ab^3 \cdot 2^8 \cdot 3^3 \cdot 7^3 \cdot 19.$$  

and $G$ is regular.

Proof. For $q = 7$, we have $n = 4$, $e = -1$, $1 < h < 49$, $h|49 \cdot 48$.

If $\delta_1 = 1$, then $f_2 = 49 - h$ and $f_2 \equiv -7 \pmod{32}$. Then $f_2 = 25, h = 24$. This implies $f_1 = 49$. However, we should have $f_1 \equiv 9 \pmod{32}$, a contradiction.
If $\delta_2=1$, we have $f_1 = 49 - h$ and $f_1 = -9 \pmod{32}$. Then $f_1 = 23$, $h = 26$. This is impossible since $h$ should divide $49 \cdot 48$.

Thus, $\delta_3=1$ and then

$$f_1 = -9, \quad f_2 = -7 \pmod{32}.$$

Either $f_1 = 49 + h$ or $f_2 = 49 + h$. In the former case, necessarily $f_1 = 55$, $h = 6$ and this leads to Case (I). In the latter case, $f_2 = 57$, $h = 8$ and this leads to Case (II).

**Proposition 4.** If $G$ is a $QD$-group of characteristic power $q = 9$, we have one of the cases:

(I) $f_1 = 729, f_2 = 73, f_3 = 657, f_4 = 72, f = 730,$

$|G| = a^3 \cdot 2^5 \cdot 3^6 \cdot 5 \cdot 73,$

and $G$ is regular.

(II) $f_1 = 71, f_2 = 567, f_3 = 497, f_4 = 568, f = 70,$

$|G| = a^3 \cdot 2^5 \cdot 3^4 \cdot 5 \cdot 7 \cdot 71.$

(III) $f_1 = 135, f_2 = 201, f_3 = 335, f_4 = 200, f = 134,$

$|G| = a^3 \cdot 2^5 \cdot 3^3 \cdot 5^3 \cdot 67.$

**Proof.** For $q = 9$, we have $n = 4, e = 1, 0 < h < 81$ and $h|81 \cdot 80$.

If $\delta_1 = 1$, then $f_2 = 81 - h$ and $f_1 = -7, f_2 = 9 \pmod{32}$. Thus, $f_2 = 9, h = 72$ or $f_2 = 41, h = 40$ or $f_2 = 73, h = 8$. In the first of these cases, we find $f_1 = 9$ which is impossible. Likewise, the second case is impossible since we would find $f_1 = 81 \not\equiv -7 \pmod{32}$. Hence $h = 8$ and this leads to Case (I).

If $\delta_2 = 1$, then $f_1 = 81 - h$ and $f_1 = 7, f_2 = -9 \pmod{32}$. Then $f_1 = 7, 39, or 71,$ but the condition $h|81 \cdot 80$ is satisfied only in the last of these cases. Here, $h = 10$ and we are led to Case II.

If $\delta_3 = 1$, we have $f_1 = 7, f_2 = 9 \pmod{32}$. Either $f_1 = 81 + h$ or $f_2 = 81 + h$. In the former case $f_1 = 135, h = 54$, since for $f_1 = 103, h$ would be 22 and would not divide $81 \cdot 80$. For $h = 54$, we are led to Case III. In the latter case, $f_2 = 105, h = 24,$ since for $f_2 = 137, h$ would not divide $81 \cdot 80$. For $h = 24$, we find $f_1 = 351 \not\equiv 7 \pmod{32}$, so that this case does not occur either.

In the rest of the section, we shall determine the corefree $QD$-groups of characteristic powers $q = 3$ and 5. For the cases $q = 7$ and 9 this will be done in Chapter VI by the methods used for arbitrary $q$, as particular cases of the Third Main Theorem. In the case $q = 3$, we could have referred right from the beginning to a result of W. J. Wong [30].

We start with a number of lemmas which hold for corefree $QD$-groups $G$ of an arbitrary characteristic power $q$.

We recall that the characters $\chi_1, \chi_2, \chi_3, \chi_4$ of the principal block $B_0(2, G)$ take only rational values (Corollary 2.2). Moreover, if $G$ is corefree, i.e. if $O(G) = 1$, then $\chi_1, \chi_2, \chi_3, \chi_4$ are faithful (Corollary 2.3). Then a theorem of Schur [25] applies. We obtain
Lemma 1. Let $G$ be a corefree $QD$-group. Let $p$ be a prime number and let $\alpha(p)$ denote the exact exponent with which $p$ divides $|G|$. Then

$$\alpha(p) \leq \left[ f_i/(p-1) \right] + \left[ f_i/p(p-1) \right] + \left[ f_i/p^2(p-1) \right] + \cdots$$

for $1 \leq i \leq 4$.

We can also use a similar principle with $G$ replaced by $N$. We show

Lemma 2. Suppose that $O(N) \neq 1$. Let $i$ be one of the indices 1 or 2. There exists a faithful character $\eta_i$ of $N$ such that $\eta_i(r)$ is rational for $r \in N$ of odd order and that $f^* = \eta_i(1)$ satisfies the conditions

$$f^* \equiv 0 \pmod{2^{i-1}}, \quad 2f^* \leq f_i - q.$$

If $p$ is an odd prime and if $p$ divides $|N|$ with the exact exponent $\alpha^*(p)$, then

$$\alpha^*(p) \leq \left[ f^*/(p-1) \right] + \left[ f^*/p(p-1) \right] + \left[ f^*/p^2(p-1) \right] + \cdots.$$

Proof. Let $\xi$ denote the sum of the irreducible constituents of $\chi_i\mid N$ which lie in the principal block $B_0(2, N)$ and let $\gamma$ denote the sum of the remaining irreducible constituents of $\chi_i\mid N$. Thus,

$$(2) \quad \chi_i\mid N = \xi + \gamma.$$

Here, $\gamma \neq 0$, since $O(N) \neq 1$ and $\xi$ is trivial on $O(N)$ [6, I, Theorem 1].

Let $u \in S_0 - \{1\}$ and let $r$ be a 2-regular element of $C(u)$. Then $\chi_i(ur)$ and $\xi(ur)$ each are linear combinations of the values $\phi(r)$ with $\phi$ ranging over the modular irreducible characters of the principal block $B_0(2, C(u))$, while $\gamma(ur)$ is a linear combination of the values $\phi(r)$ with $\phi$ ranging over the modular irreducible characters of $C(u)$ not belonging to $B_0(2, C(u))$, cf. [5, II] and [6, I, Theorem 3]. It then follows from the linear independence of the modular irreducible characters that

$$(3) \quad \gamma(ur) = 0.$$ 

In particular, $\gamma(u) = 0$ for all $u \neq 1$ in $S_0$ and this implies

$$(4) \quad \gamma(1) \equiv 0 \pmod{2^n}.$$

If $\omega$ is an irreducible character of $N$, then as $x$ belongs to the center of $N$, either $\omega(x) = \omega(1)$ or $\omega(x) = -\omega(1)$. In the former case, $x$ belongs to the kernel of $\omega$. Let $\xi_0$ denote the sum of the irreducible constituents of $\xi$ whose kernel contains $x$. Let $\eta_0$ denote the sum of the irreducible constituents of $\eta$ whose kernel contains $x$. Set

$$\xi = \xi_0 + \xi_1, \quad \eta = \eta_0 + \eta_1.$$

If $r \in N$ is 2-regular, by (3) with $u = x$,

$$0 = \gamma(xr) = \eta_0(xr) + \eta_1(xr) = \eta_0(r) - \eta_1(r).$$

Hence

$$\eta_0(r) = \eta_1(r).$$
In particular, \( \eta_0 \) and \( \eta_1 \) have the same degree \( f^* \neq 0 \). By (4), \( \eta_1(1) \equiv 0 \pmod{2^n-1} \).

Now (2) and (5) yield
\[
f_i = \chi_i(1) = \xi_0(1) + \xi_1(1) + 2\eta_1(1).
\]
Since \( \eta(x) = 0 \),
\[
\chi_i(x) = \xi_0(x) + \xi_1(x) = \xi_0(1) - \xi_1(1).
\]
Hence
\[
f_i + \chi_i(x) = 2\xi_0(1) + 2\eta_1(1) \geq 2\eta_1(1),
f_i - \chi_i(x) = 2\xi_1(1) + 2\eta_1(1) \geq 2\eta_1(1).
\]

Since \( \chi_i(x) = \pm q \) for \( i = 1, 2 \) (Proposition 2.3), \( f^* = \eta_1(1) \) satisfies the conditions stated in the lemma.

Let \( K \) be the kernel of \( \eta_i \). Since \( \eta_i(x) = -\eta_1(1), x \notin K \). This implies \( S_0 \cap K = \{1\} \).

If \( K \) has even order, \( K \) must contain the element \( z \). However, then \( K \) would also contain \( xz \) which is conjugate to \( z \) in \( N \). This is impossible, since \( x \notin K \). Thus \( K \)

has odd order and then \( K \subseteq O(N) \). If \( r \in K \), by [6, I, Theorem 1], \( \xi(r) = \xi(1) \), since all irreducible constituents of \( \xi \) belong to \( B_0(2, N) \). On the other hand, by (6), \( \eta_0(r) = \eta_1(r) = \eta_1(1) \). Hence
\[
\chi_i(r) = \xi(1) + \eta(1) = f_i.
\]
This means that \( r \) belongs to the kernel of \( \chi_i \). Now Corollary 2.3 shows that \( r = 1 \).

Thus, \( K = \{1\} \), i.e. \( \eta_i \) is a faithful character of \( N \).

Let \( \tau \) be an element of the Galois group of the field of characters of \( N \) over the field of rational numbers. As \( \chi_i \) takes only rational values,
\[
\xi + \eta = \chi_i = \xi^t + \eta^t.
\]
Since \( \tau \) permutes the characters of \( B_0(2, N) \) [6, I, Lemma 2], \( \eta^t = \eta \). It follows that \( \eta^t \) takes only rational values. Now (6) shows that \( \eta_1(r) \) is rational for 2-regular \( r \in N \).

The last part of the lemma is obtained by applying Schur’s Theorem [25] to the restriction of \( \eta_i \) to a Sylow \( p \)-subgroup of \( N \).

**Lemma 3.** Let \( p \) be a prime which divides \( a = |A| = |C \cap O(N)| \) but which does not divide \( e(q+e) \). Then, for \( 1 \leq i \leq 4, 4(p-1) \leq f_i \).

**Proof.** Let \( r \) be a \( p \)-element of \( A \). Then \( T \subseteq C(r) \) and hence
\[
\chi_i(r) + \chi_i(xr) + \chi_i(zr) + \chi_i(xzr) \equiv 0 \pmod{4}.
\]
By Proposition 2.3 and [6, I, Theorem 1], \( \chi_i(xr) = \chi_i(x) \) as \( r \in O(N) \). If \( t \) is as in equation (1) of §1, \( t \) normalizes \( T \) and then \( C = C(T) \) and we have
\[
r^t \in A^t \subseteq C^t = C.
\]
Since \( A = C \cap O(N) \) is normal in \( C \) and \( |C:A| = 2(q+e) \) (cf. equation (4) of §3), it follows from the hypothesis that \( r^t \in A \subseteq O(N) \). By Proposition 2.3,
\[
\chi_i(zr) = \chi_i((zr)^t) = \chi_i(xr^t) = \chi_i(x).
\]
Similarly, $r^{r+1} \in A \leq O(N)$ and $\chi(xzr) = \chi(x)$. Now (7) yields $\chi(r) \equiv \chi(x) \pmod{4}$. For $r=1$, then $f_1 \equiv \chi(x) \pmod{4}$. Thus, for any $p$-element $r$ of $A$, $\chi(r) \equiv f_1 \pmod{4}$. Since $\chi(r) \equiv f_1 \pmod{4}$, we can set

$$\chi(r) = f_1 - 4p\chi^*(r)$$

with rational integral $\chi^*(r)$. As $\chi$ is faithful, $\chi^*(r) > 0$ for $r \neq 1$. If we add (8) for all $r$ in a subgroup of $A$ of order $p$, the orthogonality relation for group characters show that

$$4p \sum \chi^*(r) \equiv pf_1.$$

Since the left side here is at least $4p(p-1)$, we obtain $4(p-1) \leq f_1$ as was stated.

In the following lemma, we consider the case of a prime $p$ which divides $|G|$ with the exact exponent 1. If $P_p$ is a Sylow $p$-subgroup of $G$, we can set

$$C(P_p) = P_p \times V_p,$$

where $V_p$ is a subgroup of an order $v_p$ not divisible by $p$. Moreover, we set

$$\left| N(P_p) : C(P_p) \right| = m_p.$$

Then $m_p$ divides $p-1$. It follows from Sylow's theorem that

$$|G|/p \equiv m_p v_p \pmod{p}.$$

The principal $p$-block $B_0(p, G)$ consists of $m_p$ "nonexceptional" characters and $(p-1)/m_p$ "exceptional" characters, cf. [4]. We show

**Lemma 4.** Let $p$ be a prime such that the Sylow $p$-subgroup $P_p$ of $G$ has order $p$. Assume further that $p$ does not divide $|N|$ and that $m_p = |N(P_p) : C(P_p)|$ is even. Then $v_p = |C(P_p)|/p$ is odd and if $p | f_i$ for $i = 1$ or 2, then $pq \leq f_i$.

**Proof.** If $v_p$ was even, $G$ would contain elements of order $2p$ and then $|N|$ would necessarily be divisible by $p$ which was excluded. Hence $v_p$ is odd. Since $m_p$ is even, there exist 2-elements $u \in N(P_p)$ such that $u$ has order 2 over $C(P_p)$. Then $u^2 = 1$ and $u$ is an involution. After replacing $P_p$ by a conjugate, we may assume that $u = x$. The group $M = P_p \langle x \rangle$ has order $2p$ and it consists of $P_p$ and $p$ involutions. There is a linear character $\lambda_1$ of $M$ which is trivial on $P_p$ and takes the value $-1$ for the $p$ involutions of $M$. Let $\lambda_0$ denote the principal character of $M$. Then, for $j = 0$ and 1,

$$0 \leq (\chi|M, \lambda_j) = \chi(1) + \sum_{r \in P_p \setminus \{1\}} \chi(r) + p\chi(x)(-1)^j.$$

If $p | f_i$, $\chi(r) = 0$ for all $r \in P_p \setminus \{1\}$ and taking $j = 0$ and 1, we obtain

$$p | \chi(x) | \leq f_i.$$

Since $|\chi(x)| = q$ for $i = 1, 2$ by Proposition 2.3, this establishes the lemma.
We can now determine the corefree \( QD \)-groups of characteristic powers 3 and 5.

**Proposition 5.** If \( G \) is a corefree \( QD \)-group of characteristic power 3, then \( G \) is isomorphic to either the Mathieu group \( M_{11} \) of order 7920 or to \( PSL(3, 3) \) of order 5616.

**Proof.** If \( q = 3 \), we have \( \epsilon = -1 \), \( n = 3 \). By (1), \( |C| = 2\epsilon a(q + \epsilon) = 4a \), \( |C_0| = a \).

Thus, \( C_0 = C(z) \cap O(N) = A \).

Suppose first that \( b = 1 \). Then \( O(N) = A = C_0 \). Since \( C_0 \) is normalized by \( t \), \( O(N) \) is normalized by \( t \). As \( G \) is corefree, Corollary 7.2 implies that \( O(N) = \{1\} \), i.e. we have \( a = 1 \). It is now clear that \( N \approx GL(2, 3) \). Then the statement is immediate from the main result of [30], cf. also [8].

It remains to deal with the case \( b \neq 1 \). We distinguish the Cases I and II of Proposition 1.

**Case I.** We apply Lemma 2 using \( \chi_1 \). Since \( 2f^* \leq 11 - 3 = 8 \) and \( f^* \equiv 0 \) (mod 4), we have \( f^* = 4 \) and we see that \( |N| \) divides \( 16 \cdot 3^2 \cdot 5 \). Since \( e = 1 \), (1) shows that \( ab \) divides 15. Application of Lemma 1 now yields that \( |G| \) divides \( 2^4 \cdot 3^6 \cdot 5^2 \cdot 11 \).

Hence \( ab^3 | 3^6 \cdot 5 \). Since \( b \neq 1 \), necessarily \( b = 3 \) and \( a = 1 \) or \( a = 5 \). Since \( |G| \) is divisible by 11 only with the exponent 1, the Sylow 11-subgroup \( P_{11} \) has order 11. Now Lemma 4 shows that \( m_{11} \) is odd. Since \( \chi_1 \) vanishes for elements of \( G \) of an order divisible by 11, it follows easily that \( \chi_1 | V_{11} = 11 \lambda \), where \( \lambda \) is a linear character of \( V_{11} \). Since \( \chi_1 \) is rational valued and since \( V_{11} \) has odd order, \( \lambda \) must be the principal character. As \( \chi_1 \) is faithful, it follows that \( n_{11} = 1 \).

Then \( B_0(11) \) is the only 11-block of positive defect. Hence \( \chi_0, \chi_2, \chi^{(1)}, \chi^{(-1)} \) are in \( B_0(11) \) and are nonexceptional. Hence \( m_{11} \geq 5 \). As \( m_{11} \) divides 10, necessarily \( m_{11} = 5 \). Now (11) yields \( ab^3 5 \equiv 5 \) (mod 11), \( ab^3 \equiv 1 \) (mod 11). However this does not hold for the values of \( a, b \) which can occur and this case is impossible.

**Case II.** We work here with \( \chi_2 \) of degree 13. The procedure is quite similar to that used in Case I. Again, \( f^* = 4 \) in Lemma 2 and we find \( ab | 15 \), while Lemma 1 yields \( ab^3 | 3^5 \cdot 5^3 \). If \( P_{13} \) is the Sylow subgroup of \( G \) of order 13, then \( P_{13} \) is self-centralizing, \( v_{13} = 1 \). Lemma 4 shows that \( m_{13} \) is odd and as \( \chi_0, \chi_1 \) and \( \chi_4 \) belong to \( B_0(13, G) \), necessarily \( m_{13} = 3 \). Then the degree equation for \( B_0(13, G) \) [4, Theorem 11] reads

\[
1 + 27 = 12 + 16;
\]

the four exceptional characters in \( B_0(13, G) \) have degree 16. Now it follows from [11, Lemmas 2 and 3] that 3 divides \( |G| \) with the exact exponent 3. This means that \( (ab, 3) = 1 \). As \( b \neq 1 \), we find \( b = 5 \), \( a = 1 \). However, on account of (11) for \( p = 13 \), \( ab^3 \cdot 3 \equiv 3 \) (mod 13) and this leads to a contradiction. This completes the proof of Proposition 5.

**Proposition 6.** If \( G \) is a corefree \( QD \)-group of characteristic power 5, then \( G \) is isomorphic to \( PSU(3, 5) \) or to \( PGU(3, 5) \).
Proof. We separate the three cases of Proposition 2. The first case is by far the most difficult one.

Case I. Assume $O(N) \neq 1$. We work here with $\chi_2$ of degree 21. In applying Lemma 2, we have $\nu^* \equiv 0 \pmod{4}$, $2\nu^* \leq 21 - 5$. Hence $\nu^* = 4$ or $\nu^* = 8$. This shows that $|N|$ divides $2^4 \cdot 3^3 \cdot 5^3 \cdot 7$. Hence $ab$ divides $3^4 \cdot 5 \cdot 7$. We then see from Lemma 1 that $ab^3$ divides $3^{12} \cdot 5 \cdot 7^3$. In particular, $(7, b) = 1$. On the other hand, Lemma 3 with $\nu = 21$, $p = 7$ implies that $(a, 7) = 1$. Thus,

$$ab|3^4 \cdot 5^2, \quad ab^3|3^{12} \cdot 5^3.$$  

Thus, 7 divides $|G|$ only with the exponent 1 and $|N|$ is not divisible by 7. Now Lemma 4 with $\nu = 21$, $p = 7$ shows that $m_7$ is odd.

We claim that $\chi_0, \chi_1, \chi_4$ belong to $B_0(7, G)$. This is clear for $\chi_0$. If $r$ is an element of $G$ of an order divisible by 7, then as $|N|$ is not divisible by 7, $r$ has odd order. Since the degree $\nu = 126$ of $\chi_1$ is divisible by 7, $\chi_1(r) = 0$. Now Proposition 2.4 shows that $\chi_1(r) = -1$ for all 7-singular elements $r$ of $G$. It follows from the main result of [5, II] that indeed $\chi_1 \in B_0(7, G)$. Likewise, since $f_3 \equiv 0 \pmod{7}$, we have $1 + \chi_4(r) = 0$ for the same $r$ and this implies that $\chi_4 \in B_0(7, G)$. We have now found three nonexceptional characters in $B_0(7, G)$ and this implies that $m_7 \geq 3$. Since $m_7$ is odd and divides 6, we have $m_7 = 3$ and $\chi_0, \chi_1, \chi_4$ are the only nonexceptional characters in $B_0(7, G)$. Hence the degree equation for $B_0(7, G)$ [4, Theorem 11] reads

$$1 + 144 = 125 + 20,$$

i.e. the two exceptional characters have degree 144.

Consider now the restriction of $\chi_4$ to the centralizer $C(P_7) = P_7 \times V_7$ of a Sylow 7-subgroup $P_7$ of $G$. We may set

$$\chi_4|P_7 \times V_7 = \sum_{i=0}^{6} \lambda_i \gamma_i,$$

where $\lambda_0 = 1, \lambda_1, \ldots, \lambda_6$ are the seven linear characters of $P_7$ and where the $\gamma_i$ are characters of $V_7$. Since $\chi_4$ is a nonexceptional character in $B_0(7, G)$ of degree $20 \equiv -1 \pmod{7}$, it takes the value $-1$ for each element of $P_7 \times V_7$ whose order is divisible by 7. If $u$ is a generator of $P_7$, then

$$\lambda_0(u)(1 + \gamma_0) + \lambda_1(u)\gamma_1 + \cdots + \lambda_6(u)\gamma_6 = 0$$

for all elements of $V_7$. Since $\lambda_0(u) = 1, \lambda_1(u), \ldots, \lambda_6(u)$ are the seven 7th roots of unity, this implies

$$1 + \gamma_0 = \gamma_1 = \cdots = \gamma_6;$$

and we find

$$\chi_4|V_7 = \sum_{i=0}^{6} \gamma_i = 7\gamma_0 + 6.$$
In particular, \( f_4 = 7\gamma_0(1) + 6 \), i.e. \( \gamma_0(1) = 2 \). Moreover, since \( \chi_4 \) is rational valued and faithful on \( V_7 \), so is \( \gamma_0 \). Now Schur’s Theorem implies that the odd number \( v_7 \) divides 3. On account of (11), we find that we have one of the following two cases

\[
ab^3 \equiv 1 \quad \text{or} \quad ab^3 \equiv 3 \pmod{7}
\]

according as to whether \( v_7 = 1 \) or \( v_7 = 3 \).

Since \( (v_7, 5) = 1 \), no elements of order 35 exist in \( G \). Now the method of block-separation [11, Lemmas 2 and 3] can be applied to \( B_0(7) \). It follows that \( |G| \) contains the prime 5 with the exact exponent 3. Thus, \( (ab, 5) = 1 \) and

\[
ab|3^4, \quad ab^3|3^{12}.
\]

Let \( P_5^* \) denote a Sylow 5-subgroup of \( N \). Then \( |P_5^*| = 5 \) and \( P_5^* \) normalizes \( O(N) \). Assume first that \( P_5^* \) does not centralize \( O(N) \). Then \( O(N) \neq 1 \) and if \( F \) is the Frattini subgroup of \( O(N) \), \( P_5^* \) does not centralize \( O(N)/F \). Since an elementary abelian group of an order dividing \( 3^3 \) does not have an automorphism of order 5, we have \( |O(N)/F| \geq 3^4 \) and since \( |O(N)| = ab \leq 3^4 \), \( O(N) \) is necessarily elementary abelian of order \( 3^4 \). Moreover, since \( P_5^* \) does not centralize \( O(N) \), it follows easily that \( P_5^* \) acts without fixed points on \( O(N) - \{1\} \). This implies that \( P_5^* \) acts without (nontrivial) fixed points on the character group of \( O(N) \). Hence if \( \mu \) is a linear character of \( O(N) \) which is different from the principal character \( \mu_0 \) of \( O(N) \), then the number of conjugates of \( \mu \) in \( N \) is divisible by 5.

Let \( \rho \) denote an irreducible constituent of the character \( \eta_1 \) of \( N \). By Clifford’s theorem,

\[
\rho|O(N) = c \sum_{j=1}^{k} \mu_j,
\]

where \( c \) is a positive integer and where \( \mu_1, \mu_2, \ldots, \mu_k \) is a full system of irreducible characters of \( O(N) \) conjugate in \( N \). Since \( O(N) \) is abelian, \( \mu(1) = 1 \) and

\[
ck = \rho(1) \leq \eta_1(1) = f^* \leq 8.
\]

If \( \mu_1 \) is not the principal character \( \mu_0 \), then as we have shown, \( k \) is divisible by 5 and hence \( k = 5 \), \( c = 1 \). It is then clear that \( \rho|O(N) \) cannot be real valued. Since \( \eta_1 \) was rational valued, the conjugate complex character \( \rho \) of \( N \) would also be a constituent of \( \eta_1 \). However, this is impossible since \( \rho(1) = \rho(1) = 5 \) and \( \eta_1(1) \leq 8 \).

Thus, for any choice of the irreducible constituent \( \rho \) of \( \eta_1 \), the character \( \mu_1 \) is the principal character \( \mu_0 \) of \( O(N) \). Then \( k = 1 \) and \( \rho \) is trivial on \( O(N) \). However, this is also impossible, since then \( \eta_1 \) would be trivial on \( O(N) \), while \( \eta_1 \) was a faithful character of \( N \) and \( O(N) \neq 1 \).

It now follows that \( P_5^* \) centralizes \( O(N) \). If \( K \) is the normal closure of \( P_5^* \) in \( N \), \( K \) also centralizes \( O(N) \). Here, \( K \) belongs to the normal subgroup \( L_0 \) of index 2 in \( N \) and we have

\[
KO(N)/O(N) \triangleleft L_0/O(N) \cong SL(2, 5).
\]
The only normal subgroups of $SL(2, 5)$ have orders 1, 2, or 120. Since $KO(N)/O(N)$ contains $P_0 O(N)/O(N)$ of order 5, we must have $KO(N)=L_0$. It follows that $K$ contains the Sylow 2-subgroup $\langle s^2, sz \rangle$ of $L_0$. Hence $\langle s^2, sz \rangle$ centralizes $O(N)$.

Let $r \neq 1$ be an element of $O(N)$. Since $\langle s^2, sz \rangle$ has order 8, it follows that

$$\sum_u \chi_4(ru) \equiv 0 \pmod{8},$$

where $u$ ranges over the elements of the quaternion group $\langle s^2, sz \rangle$. On account of Proposition 2.2, $\chi_4(ru)=0$ when $u$ has order 4. Using Proposition 2.3 we now find

$$\chi_4(r) - 4 \equiv 0 \pmod{8}.$$  

Since $\chi_4(r) \equiv 20 \pmod{3}$ and $-20 \leq 4 \chi_4(r)<f_4=20$, we obtain $\chi_4(r) = -4$. If we add $\chi_4(r)$ over all $r$ in $O(N)$, the sum is nonnegative and we find

$$0 \leq 20 + (|O(N)|-1)(-4).$$

Thus $|O(N)| \leq 6$ i.e. $ab=|O(N)|=1$ or 3. Since the case $a=1, b=3$ is excluded by (12), we have $b=1$ and $a=1$ or $a=3$.

The case $a=1, b=1$. $|G|=2^4 \cdot 3^3 \cdot 5^3 \cdot 7$.

Here $G$ has the order of $PSU(3, 5)$. The results of Harada [24], [24'] apply and shows that $G \simeq PSU(3, 5)$.(11).

The case $a=3, b=1$. $|G|=2^4 \cdot 3^3 \cdot 5^3 \cdot 7$.

We have here $O(N)=A$, i.e. $T$ centralizes $O(N)$. Then the normal closure $T^N$ of $T$ in $N$ centralizes $O(N)$. Since $z \in T$ and $s^2z$ are conjugate in $N$ (even in $S$), $s^2 \in T^N$ and this implies $y=s^2y^{-2} \in T^N$. Since $y$ and $sz$ are conjugate in $N$, we see that $S=\langle s, z \rangle \in T^N$ and hence $S$ centralizes $O(N)$. Thus, the normal subgroup $C_N(O(N))$ of $N$ contains both the cyclic group $O(N)$ and $S$. Since $e=1$, we have $N=L$ and so $N/(\langle x \rangle O(N))$ is isomorphic to $PGL(2, 5)$ by Lemma 2.4.15. As $PGL(2, 5)$ has no nontrivial normal subgroup of odd index, $C_N(O(N))=N$, i.e.

$$A = O(N) \subseteq Z(N).$$

By the results of Schur [26], it follows that

$$N = N_1 \times A,$$

where $N_1$ is a normal subgroup of $N$ of index 3. Furthermore, $C_0=(C_0 \cap N_1) \times A$ and if we set $W=C_0 \cap N_1$, we have that $W$ is a Sylow 3-subgroup of $N_1$ of order 3 and that $W$ is inverted by $y$.

Let $u_1$ be a generator of $A$ and let $u_3$ be a generator of $W$. Then

$$u_1^2 = u_1, \quad u_3^2 = u_3^{-1}.$$  

(11) Using methods given below in Chapter VI, §6 we could also show that $G$ satisfies the hypothesis of O'Nan's paper [24*] and deduce the statement from his results.
The 3-element $t$ of $G$ also normalizes $C_0$. However, as $G$ is assumed to be corefree, $t$ does not normalize $A = O(N)$ by Corollary 7.2. Since $3^3$ is the exact power of 3 dividing $|G|$, it follows that $\langle C_0, t \rangle$ is a Sylow 3-subgroup $P_3$ of $G$, that $|P_3| = 27$, and that $P_3$ is nonabelian. The center $Z(P_3)$ is a subgroup of order 3 of $C_0$, say $Z(P_3) = \langle w \rangle$. On account of equation (2) of §1, we find
\[ w^3t = w^{-1}t = w. \]
Hence $w^3 \in Z(P_3)$ and thus $w^3 = w$ or $w = w^{-1}$. In the former case, (15) would show that $Z(P_3) = A$ and then $t$ would normalize $A = O(N)$, which was not true. Thus, $y$ inverts $Z(P_3)$ and then (15) implies that $Z(P_3) = \langle u_2 \rangle = W$. We then have formulas $u_1^3 = u_1^3u_2^3 = u_2$, with integral $\alpha, \beta$ and we must have $u_2^3 \neq 1$. As we can replace $u_1$ by $u_1^{-1}$, we can assume $u_2^3 = u_2$. Since $t^3 \in C_0$ centralizes $u_1$, we find $\alpha^3 \equiv 1 \pmod{3}$. Hence $\alpha \equiv 1 \pmod{3}$ and then
\[ u_1^3 = u_1u_2, \quad u_2^3 = u_2. \]

If as before $E = O(C(S))$, then as $S$ centralizes $O(N)$, we have $O(N) \equiv E$. On the other hand, $E \subseteq C = T \times C_0$ and hence $E \subseteq C_0$. Since $y$ does not centralize $C_0$, actually $E \neq C_0$ and as $|C_0| = 9$, we have $E = O(N)$. Thus, $E$ has three linear characters $\theta, \theta, \theta$ and, consequently, $G$ has exactly three 2-blocks of full defect $B_0(2, G)$, $B_0, B_0$. Clearly, $B_0$ consists of the conjugate complex characters of the characters of $B_0$. It follows from (14) that $\theta$ can be extended to a character $\theta_N$ of $N$ which is trivial on $N_1$ and, in particular, on $S$. Thus, $B_0$ is of type $(\ast)$ as defined in §6. Set $\theta_0 = \theta|N$. Since $u_2 \in W \subseteq N_1$, $\theta_0(u_2) = 1$. On the other hand, $\theta_C(u_1)$ is a primitive third root of unity $\omega$. It follows from (16) that
\[ \theta_C(t^{-1}u_1t) = \omega = \theta_C(u_1), \quad \theta_C(t^{-1}u_2t) = 1 = \theta_C(u_2). \]

Thus, $\theta_0 = \theta_C$ and now, Proposition 6.2 shows that $B_0$ does not contain a minor subsection $(x, b)$. It then follows from Proposition 7.6 that $B_0$ contains exactly one character of degree 1. In fact, $G$ possesses exactly three characters of degree 1. This means that $|G : G'| = 3$.

It is clear that $G'$ again has the Sylow 2-subgroup $S$. Also, as $G$ is corefree, so is $G'$. In particular, $G'$ does not possess a normal 2-complement. If $G'$ was not a $QD$-group, it would necessarily possess a unique normal subgroup $H$ of index 2. Then $H$ would be normal in $G$. The group $G/H$ of order 6 with the normal subgroup $G'/H$ of order 2 would be abelian and then $G$ would have a normal subgroup of index 2, a contradiction.

Hence $G'$ is again a $QD$-group. Since $N^* = C_G(x)$ is a nonsolvable subgroup of $N$, the characteristic power of $G'$ is necessarily 5. Now Proposition 2 and the preceding discussion show that necessarily $G' \cong PSU(3, 5)$.

Note that we can choose $t \in G'$ and that $|N^*| = 240$. On account of (16), $u_2 \in G'$. Since $|N^*|$ is not divisible by 9, then $u_1 \notin G'$ and hence
\[ G = \langle G', u_1 \rangle. \]
By Proposition 7.8 applied to $G'$, $G' = \langle N^*, t \rangle$ and hence
\[ G = \langle G', u_1 \rangle = \langle N^*, t, u_1 \rangle. \]
Since $u_1 \in O(N) \subseteq Z(N)$, $u_1$ centralizes $N^*$ while by (16) $u_1 t = t u_1 u_2$. It is clear that the action of $u_1$ on $G'$ is unique and as $u_1^2 = 1$, the group $G$ is unique apart from isomorphism. Since $PGU(3, 5)$ is a corefree $QD$-group of characteristic power 5 and the order $2^4 \cdot 3^3 \cdot 5^3 \cdot 7$, we have $G \simeq PGU(3, 5)$. This concludes the discussion of the Case I.

**Case II.** We apply Lemma 2 with $X_1 = x_1, A = 19$. Then $2 f^* \leq 14, f^* \equiv 0 \pmod{4}$. If $ab \neq 1$, then $f^* = 4$ and this implies that $|N|$ divides $16 \cdot 3^3 \cdot 5$. Then $ab \mid 3$. In any case, the Sylow 19-subgroup $P_{19}$ of $G$ has order 19 and since we have a faithful irreducible character $\chi_1$ of degree 19, $P_{19}$ is self-centralizing, i.e. $v_{19} = 1$. Lemma 4 shows that $m_{19}$ is odd. Since $\chi_0, \chi_2, \chi^{(1)}, \chi^{(-1)}, \chi^{(2)}$ belongs to $B_0(19, G)$, we have $m_{19} \mid 5$ and as $m_{19} \mid 18$, then $m_{19} = 9$. Now (11) yields $9 a b^3 = 9 \pmod{19}$ i.e. $a b^3 \equiv 1 \pmod{19}$. For $ab \mid 3$, this is only possible when $a = b = 1$.

If $a = b = 1$, we have $g = 2^4 \cdot 3^3 \cdot 5^3 \cdot 19$. Since $m_{19} = 9$, we have $|N(P_{19}) : C(P_{19})| = 9$. Hence there exist elements $w \in G$ of order 9 and the Sylow 3-subgroup $P_3 = \langle w \rangle$ is cyclic. We can choose here $w$ such that $w^3 = w \in C_0$. Let $R \supseteq T$ be a Sylow 2-subgroup of $C(u)$. If $|R| \geq 8$, $R$ contains a conjugate $y'$ of $y$. However $C(y) \subseteq N$ and the structure of $N$ shows that $C(y)$ is a 2-group. So is $C(y')$. But then we cannot have $u \in C(y')$, a contradiction.

Hence $R = T$. This implies that if an element $r \in G$ has the 3-factor $u$, its 2-factor is either 1 or an involution. In either case, Propositions 2.3 and 2.4 show that
\[ 1 + \delta_1 \chi_1(r) + \delta_2 \chi_2(r) + \delta_3 \chi_3(r) = 0. \]
Since $f_2 = 75$ and $f_3 = 57$, $\chi_2$ and $\chi_3$ belong to 3-blocks of defect 1. These must have the defect group $\langle u \rangle$ and then (17) in conjunction with the main result of [5, II] shows that necessarily $\chi_2$ and $\chi_3$ lie in the same 3-block $B(3)$ of defect 1. Since these characters have degrees 75 and 57 respectively, the third character in $B(3)$ has necessarily degree $75 + 57 = 132$. However, this is impossible as $|G|$ is not divisible by 11. Hence the Case II cannot occur.

**Case III.** On account of Lemma 1 with $f_1 = f_2 = 35$, $\alpha(17) \leq 2$ and this implies that $(b, 17) = 1$. Lemma 3 shows that $(a, 17) = 1$ and hence $\alpha(17) = 1$. On account of Lemma 4, $m_{17}$ is odd and as $m_{17} \mid 16$, we have $m_{17} = 1$. Then $B_0(17, G)$ consists of 17 linear characters of $G$. Since these form a multiplicative group, $G$ possesses a normal subgroup $G_1$ of index 17. Clearly, $N \subseteq G_1$ and $t \in G_1$ and hence $G_1$ is a $QD$-group of characteristic power $q = 5$. It is also clear that $G_1$ is corefree. In applying Proposition 2 to $G_1$ we must necessarily have Case I. This implies that $5^3$ divides $|G_1|$. Also, $O(N \cap G_1)$ has order 1 or 3 by our discussion of Case I. Since $N = N \cap G_1$, we have $|O(N)| = 1$ or 3 i.e. $ab \mid 3$. However, then Proposition 2 shows that $5^3$ does not divide $|G|$. This is a contradiction and the proof of Proposition 6 is complete.

In the case $q = 7$, only the following partial result will be needed in Chapter VI.
Proposition 7. If $G$ is a simple QD-group of characteristic power $q=7$ and if $G$ is not regular, then $ab \equiv 0 \pmod{5}$.

Proof. If $G$ is not regular, we have Case I in Proposition 3. If $ab \not\equiv 0 \pmod{5}$, then $|N|$ is not divisible by 5 and $|G|$ contains 5 only with the exponent 1. Now the results of [4] and [11] apply. Since $f_1=55$ is divisible by 5 and since no elements of order 10 exist, it follows that all characters $\chi^{(i)}$ lie in the principal 5-block $B_0(5, G)$. For $q=7$, we have $n=4$ and there are seven characters $\chi^{(i)}$, cf. §2, (1). Since $B_0(5, G)$ contains at most five characters, we have a contradiction.

9. Various results concerning QD-groups. We shall now draw some conclusions from the results of §§6 and 7. They will be fully effective only in conjunction with the results of Chapters IV and V.

Proposition 1. If $G$ is a QD-group, then

\begin{align*}
|G:G'| &= |E : E \cap [C_0, t]N'|.
\end{align*}

Here, $E$, $C_0$, $t$ are defined in §1. The prime indicates the commutator-subgroup.

Proof. Since $|G:G'|$ is the number of characters of degree 1 of $G$, it follows from Propositions 7.6 and 7.7 that $|G:G'|$ is equal to the number $k$ of blocks $B_0$ of $G$ of type (*) without a minor subsection $(x, b)$. Now Proposition 6.2 shows that $k$ is equal to the number of characters $\theta$ of degree 1 of $E$ such that

(i) $\theta$ can be extended to a character $\theta_N$ of $N$ which is trivial on $S$.

(ii) If we set $\theta_C=\theta|C$, then $\theta_C=\theta_C$.

Since $\theta_N$ is trivial on $T$ and has degree 1, (i) is equivalent with the condition that $\theta_N$ is trivial on $C^*=[C_0, t] \subseteq C_0$. Since $\theta_N$ is trivial on $N'$, then $\theta_N$ is trivial on $C^*N'$ and, consequently, $\theta$ is trivial on $E \cap C^*N'$.

Conversely, assume that $\theta$ is an irreducible character of $E$ which is trivial on $E \cap C^*N'$. Since $E' \leq N'$, then $\theta$ can be considered as an irreducible character of $E/E'$ and hence $\theta(1)=1$. Since $\theta$ is trivial on $E \cap N' \leq E \cap C^*N'$, $\theta$ can be extended to a character of $EN'$ which is trivial on $N'$. It is now clear that $\theta$ can be extended to a character $\xi$ of $N$. We now set

\begin{align*}
\theta_N = \xi \eta,
\end{align*}

where $\eta$ is a linear character of $N$. We shall show that $\eta$ can be chosen such that $\theta_N$ satisfies the conditions (i) and (ii).

The condition (ii) requires that $\xi \eta$ is trivial on $C^*$. Since $\xi$ extends $\theta$, we know that $\xi$ is trivial on $E \cap C^*N'$ and as $\xi$ is a linear character of $N$, $\xi$ is trivial on $N'$ and then on

\begin{align*}
(E \cap C^*N')N' &= EN' \cap C^*N'.
\end{align*}

It is then clear that there exist extensions $\eta$ of $\xi^{-1}(C^*N')$ to $N$ such that $\eta$ is trivial on $EN'$. If $\eta$ in (2) is chosen in this manner, we have

\begin{align*}
\theta_N|C^* &= (\xi|C^*)(\eta|C^*) = (\xi|C^*)(\xi^{-1}|C^*) = 1_{C^*}.
\end{align*}
Hence $\theta_N$ is trivial on $C^*$ and the condition (ii) is satisfied. Moreover, since $\xi$ extends $\theta$, we have

$$\theta_N|E = (\xi|E)(\eta|E) = \theta \cdot 1_E = \theta.$$ 

Thus $\theta_N$ extends $\theta$.

We note that $N'$ has the Sylow 2-subgroup $\langle s^2, sz \rangle$. In particular, the linear character $\theta_N$ of $N$ is trivial on $\langle s^2, sz \rangle$. If $\theta_N$ is not trivial on $S = \langle s, z \rangle$, we must have $\theta_N(z) = -1$. Clearly, $N$ has a normal subgroup $N_0$ of index 2. Hence there exists a linear character $\mu$ of $N$ with the kernel $N_0$. Then $\mu(z) = -1$. Since $N', E, C^*$ all belong to $N_0$, we may replace $\eta$ by $\eta\mu$ above and then $\theta_N(z)$ will have the value 1, i.e. $\theta_N$ is trivial on $S$ and the condition (*) above is also satisfied.

We have now shown that $|G:G'|$ is equal to the number of linear characters of $E$ which are trivial on $E \cap C^*N'$. As $C^* = [C_0, t]$, this sets (1) in evidence.

As an application, we prove

**Proposition 2.** Let $G$ be a QD-group. If $M$ is a $t$-invariant subgroup with $C_0 \supseteq M \supseteq C_0 \cap L$, then $[C_0:M]$ divides $|G:G'|$.

Here $L$ is defined as in §1. As we have noted there, $N = LE$ and $N/L$ is cyclic.

**Proof.** If $M = C_0$, the statement is trivial. If $M \neq C_0$, we must have $L \neq N$. Since $E \subseteq C_0$, we have $EL = C_0L = N$ and this implies that

$$N/L \simeq E/(E \cap L) \simeq C_0/(C_0 \cap L).$$

These groups are cyclic of order $e$, by definition of $e$. Since $M$ contains $C_0 \cap L$, it is normal in $C_0$. The element $y$ normalizes $C_0$ and $C_0 \cap L$ and it is clear now that $y$ normalizes $M$. As by assumption $t$ normalizes $M$, we have

$$M \triangleleft \langle C_0, y, t, z \rangle = N(T).$$

By (3) and the cyclicity of $N/L$, there exists an element $w$ in $E$ such that $C_0 = (C_0 \cap L)\langle w \rangle$. In particular, $C_0 = M\langle w \rangle$. As $N(T)$ normalizes $C_0$, the action of $N(T)$ on $C_0/M$ produces a homomorphism $\omega$ of $N(T)$ into the automorphism group of the cyclic group $C_0/M$. It is clear that the kernel $K_\omega$ of $\omega$ contains $C_0$. Since $y$ and $z$ centralize $w$, we have $y, z \in K_\omega$. Finally, as

$$ty \equiv yt^{-1}, t^3 \equiv 1 \pmod C,$$

(cf. §1, (1) and (2)), we have $\omega(t) = \omega(t^{-1})$ and $\omega(t)^3 = 1$. Hence $\omega(t) = 1$, i.e. $t \in K_\omega$. It follows that $[C_0, t] \subseteq M$. Since $N' \subseteq L$, then $[C_0, t]N' \subseteq ML$.

On account of Proposition 1, we have

$$|G:G'| = |E : E \cap ML| \cdot |E \cap ML : E \cap [C_0, t]N'|.$$ 

Proposition 2 will be proved, if we can show that

$$(*) \quad |E : E \cap ML| = [C_0:M].$$

Now, as $C_0 \cap L \subseteq M \subseteq C_0$, we have

$$C_0 \cap ML = M(C_0 \cap L) = M.$$
Since $N = EL = EML$, we find
\[(5) \quad |N:ML| = |E : E \cap ML|.
\]
Likewise, since $N = C_0ML$
\[(6) \quad |N:ML| = |C_0 : C_0 \cap ML| = |C_0 : M|\]
cf. (4). On comparing (5) and (6), we obtain (*) and the proof is complete.

Corollary 1. If $G$ is a QD-group and if $C_0 \cap L$ is $t$-invariant, then $e$ divides $|G : G'|$.

Indeed, we can apply Proposition 2 with $M = C_0 \cap L$. We have to observe that
\[|C_0 : C_0 \cap L| = |C_0L:L| = |N:L| = e.\]

Corollary 2. If $G$ is a QD-group with $G = G'$, there does not exist a $t$-invariant
subgroup $M$ with $C_0 \supset M \supseteq C_0 \cap L$.

This is immediate from Proposition 2.

Corollary 3. If $G$ is a QD-group with $G = G'$, then $e = |N:L|$ divides $a(q + e)/2$
(where $a$ as always is defined as $a = |C \cap O(N)|$). In fact, $a(q + e)/2 = ce$ with
\[c = |(C_0 \cap L) \cap (C_0 \cap L)'|.
\]
Proof. Set $C_1 = C_0 \cap L$. Then $C_1 \vartriangleleft C_0$. Since $t$ normalizes $C_0$ and $t^a \in C_0$,
t permutes the subgroups $C_1$, $C_1'$, $C_1^{-1}$ by conjugation. Set
\[c = |C_1 \cap C_1'|.\]
Conjugation shows that
\[c = |C_1 \cap C_1'| = |C_1' \cap C_1^{-1}| = |C_1^{-1} \cap C_1|.\]
Now $C_0/C_1 \simeq N/L$ is cyclic of order $e$. It follows that the groups $C_1C_1'$ and $C_1C_1^{-1}$
are equal, since both lie between $C_0$ and $C_1$ and both have the same order $|C_1|^2/c$.
It follows that
\[C_1C_1'C_1^{-1} = C_1C_1'.\]
In particular, $C_1C_1'$ is $t$-invariant. Corollary 2 shows that $C_1C_1' = C_0$. It follows that
\[|C_0| = |C_1|^2/c.\]
Since $|C_0 : C_1| = e$, then $|C_0| = ce^2$. Since $|C_0| = ae(q + e)/2$, we have $ce = a(q + e)/2$
as we wished to show.

Remark. Since $C_0 \subseteq C_1$ and hence $C_0 \subseteq C_1 \cap C_1'$, it follows that $|C_0 : C_0'|$
is divisible by $e^2$.

The following two propositions are concerned with sufficient conditions for
regularity of a QD-group $G$. It will be convenient to formulate a condition for $N$.

We consider 2-blocks $b$ of $N$ with the defect group $T$. Since $b$ corresponds to a
block $\bar{b}$ of $N/\langle x \rangle$ of defect 1, $\bar{b}$ and then $b$ contains a single modular irreducible
character \(\phi\). Since the corresponding Cartan invariant \(c(\phi, \phi)\) then is 4 (e.g. by [5, I,(6C)]), \(b\) consists of four ordinary irreducible characters and each of them coincides with \(\phi\) for elements \(r \in N\) of odd order. In particular, the four irreducible characters in \(b\) have degree \(\phi(1)=f(b)\). We shall say now that \(N\) satisfies condition (\#) provided that

(\#) For each 2-block \(b\) of \(N\) with the defect group \(T\), the degree \(f(b)\) of the four characters in \(N\) is coprime to the characteristic power \(q\) of \(N\).

We shall now prove:

**Proposition 3.** Let \(G\) be a \(QD\)-group for which \(G=G'\) and \(e>1\). If the centralizer \(N\) of an involution satisfies the condition (\#), then \(G\) is regular.

**Proof.** Since \(N\) has a normal subgroup \(L\) for which \(N/L\) is cyclic of order \(e\neq 1\), we can choose a linear character \(\theta_n\) of \(N\) with the kernel \(L\). If \(w\) is chosen as before then \(w \in E\) and \(\theta_n(w)\neq 1\). If \(\theta = \theta_n|E\), \(\theta\) is a linear character of \(E\) different from the principal character of \(E\), and \(\theta\) satisfies the condition (*) of \(\S 6\). Then the 2-block \(B_\theta\) of \(G\) is different from the principal block \(B_\theta(2, G)\). On account of Proposition 7.6, \(B_\theta\) has a minor subsection \((x, b)\). Here, \(b\) is a 2-block of \(N\) with the defect group \(T\). According to the hypothesis (\#) on \(N\), we have \((f(b), q)=1\). In Proposition 7.4 we have \(f^*=f(b)\) and then

\[
|G| = \frac{|N|^3}{|C|^2} f_0 f(b)^2.
\]

Now the definition of regularity in \(\S 3\) shows that \(G\) is regular.

**Remark.** A similar proof shows that Proposition 3 remains valid, if the two assumptions \(G=G'\) and \(e>1\) are replaced by the assumption \(e>|G:G'|\).

**Proposition 4.** Assume that \(G\) is a \(QD\)-group for which the centralizer \(N\) of an involution satisfies the condition (\#). Suppose that there exist irreducible characters \(\omega\) of \(C=T\times C_0\), trivial on \(T\), which have the stabilizer \(C\) in \(N(T)\). Then \(G\) is regular.

**Proof.** Let \(\omega\) belong to the 2-block \(b\) of \(C\). Then \(\omega\) is the canonical character of \(b\) and \(b\) also has the stabilizer \(C\) in \(N(T)\). It follows that \(B=b^\omega\) is a 2-block of \(G\) with the defect group \(T\).

It follows from the general results on 2-blocks of defect 2 [6, IV] that in our present case, \(B\) consists of four characters all of the same degree \(f(B)\) and that we have a formula

\[
|G| = \frac{|N|^3}{|C|^2} f(b_1) f(b_2) f(b_3) f(B),
\]

where each \(b_i\) \((i=1, 2, 3)\) is a 2-block of \(N\) with the defect group \(T\) and where \(f(b)\) is the degree of the characters in \(b_i\). By the condition (\#), \((f(b_i), q)=1\). Again, the definition of regularity shows that \(G\) is regular.

We shall show ultimately that every \(QD\)-group of characteristic power \(q>3\) is regular.
Chapter IV. Structure of $O(N)$. Localization

1. Preliminary discussion of Theorem B. This chapter and the next are devoted to the proof of Theorem B and the study of the 2-regular core $O(N)$ of the centralizer $N=C(x)$ of an involution $x$ in a simple group $G$ with quasi-dihedral or wreathed Sylow 2-subgroups. Theorem B has been stated explicitly only in the case that $G$ has quasi-dihedral Sylow 2-subgroups and only if the proper simple $QD$-sections of $G$ satisfy the conclusions of the Main Theorems. We wish to reformulate the theorem now in a way that will include the wreathed case as well as the quasi-dihedral.

In order to accomplish this, we first list the two consequences of our assumption on the proper simple $QD$-sections of $G$ that we actually use in the proof of Theorem B. In the quasi-dihedral case these two results are a direct consequence of Proposition 2.3 of Chapter II and Theorem A of Chapter III.

I. If $H$ is a proper $QD$-subgroup of $G$, $N_1$ is the centralizer of an involution of $H$, and $T$ is a four-subgroup of $H$ containing that involution, then $[T, O(N_1)] \subseteq O(H)$.

II. If $H$ is a proper $QD$-subgroup of $G$ of the same characteristic power $q$ as $G$ and if $q > 3$, then $O(H) = 1$.

Furthermore, in Chapter III we have already established the Main Theorems when $G$ has quasi-dihedral Sylow 2-subgroups and characteristic power $q = 3$ or 5. In particular, it is immediate from this that $G$ satisfies the conclusions of Theorem B for these values of $q$. Thus in the quasi-dihedral case it will suffice to establish Theorem B when $q > 5$. This is an important point, for as we have noted in §4 of Chapter II, $Q$-groups of characteristic power $q = 3$ or 5 are somewhat exceptional and as a consequence many of the arguments to be given in the general proof of Theorem B are not valid in the special cases $q = 3$ or 5. Corresponding difficulties occur when $G$ has wreathed Sylow 2-subgroups for the same values of $q$ and so these two cases must also be treated independently in that problem.

We therefore make the following additional assumption:

III. The characteristic power $q$ of $G$ exceeds five.

We shall refer to assumptions I, II, and III together as the working hypotheses and we shall restrict ourselves to a simple group $G$ with quasi-dihedral or wreathed Sylow 2-subgroups which satisfies the working hypotheses. We emphasize that in the quasi-dihedral case the working hypotheses are themselves a consequence of results of Chapters II and III. Moreover, as remarked in the Introduction they will be proved in the wreathed case in a subsequent paper by one of the authors.

Finally, we remark that assumption II is of critical importance to us. Because of it, we are able to show that certain local subgroups which we must construct in the course of our arguments are not $QD$-groups. As a consequence, the subsequent analysis of these local subgroups requires only a knowledge of properties of $Q$-groups, $D$-groups, and normal 2-complements.
We can now state Theorem B in a form which covers both the quasi-dihedral and wreathed cases. As in §4 of Chapter II, we define \( \delta, \varepsilon, \) and \( n \) by the conditions

\[ q \equiv \varepsilon \mod 4, \quad \delta = +1 \text{ or } -1 \]

according as \( G \) has quasi-dihedral or wreathed Sylow 2-subgroups, and \( 2^n \) is the highest power of 2 dividing \( q + \delta \varepsilon \).

**Theorem B.** Let \( G \) be a simple group with quasi-dihedral or wreathed Sylow 2-subgroups of characteristic power \( q \) which satisfies the working hypotheses. If \( N \) is the centralizer of an involution in \( G \), then the following conditions hold:

(i) \( O(N) = AB, \) where \( A \) is cyclic of order dividing \( (q + \delta \varepsilon)/2^n \), \( B \) is abelian, and if \( A \neq 1, B \neq 1 \), then \( O(N) \) is a Frobenius group with kernel \( B \) and complement \( A \).

(ii) Any noncentral involution of \( N \) inverts \( B \) and centralizes a conjugate of \( A \).

(iii) If \( X \) is a noncyclic abelian 2-subgroup of \( N \) of maximal order, then \( X \) centralizes a conjugate of \( A \), \( X \) normalizes \( B \), and \( X/C_X(B) \) is cyclic of order \( 2^n \) and acts regularly on \( B \).

(iv) The extended centralizer \( C^*(u) \) lies in \( N \) for any nonidentity element \( u \) of \( O(N) \).

The goal of the present chapter will be to reduce the proof of Theorem B to the study of certain local subgroups. In particular, we shall construct and examine certain families of local subgroups.

As a first step we wish to restate Theorem B in a more detailed way. We shall then easily see that the version just stated is a consequence of the new version. We begin by introducing some notation and terminology which we shall fix once and for all. We let \( G \) be a simple group with quasi-dihedral or wreathed Sylow 2-subgroups of characteristic power \( q > 5 \) and define \( \varepsilon, \delta, \) and \( n \) as above. We fix an involution \( x \) of \( G \) and we let \( N = C(x) = C_T(x) \). Thus, \( N \) contains a Sylow 2-subgroup of \( G \) by Propositions 2.2.1 and 2.2.2. We choose notation for elements and subgroups of \( N \), in accordance with the opening remarks of §4 of Chapter II. This includes the following:

\[ x, T, x_1, x_2, x_3, y, d, C, D, E, L_0, L. \]

Here \( x=x_1, x_2, x_3 \) are the three involutions of the four-subgroup \( T \), \( D \) is either dihedral of order eight or is a Sylow 2-subgroup of \( N \), \( S \) is a Sylow 2-subgroup of \( N \) containing \( D \), \( y \) and \( d \) are certain elements of \( S \), which actually lie in \( D \), \( C = C_N(T) = C(T), D = N_S(T), E = O(C_N(S)) = O(C(S)), L_0 = O(N) \) with \( L_0/O(N) \) isomorphic to \( SL(2, q) \), and \( L = L_0S \). Furthermore, \( C_D(T) = T \) if \( S \) is quasi-dihedral, while \( C_D(T) \) is the unique abelian subgroup of index two in \( D \) if \( D = S \) is wreathed. We also set \( M = N(C) \).

Actually in some arguments in the quasi-dihedral case, it is more convenient to fix only \( T \) and \( D \), but not \( S \), and instead to allow \( S \) to be an arbitrary Sylow 2-subgroup of \( N \) containing \( D \). We shall therefore allow this degree of freedom in the choice of \( S \). Since \( O(C_N(S)) = O(C_N(D)) \) by Lemma 2.4.3 and since \( L_0 \) and \( L \) are normal in \( N \), this will not affect the definition of \( E \) or of \( L \).
We next introduce two concepts which will be very important for us.

**Definition 1.** If $p$ is a prime divisor of $|O(N)|$, then $p$ is said to be **stationary** provided there is a Sylow $p$-subgroup $R$ of $O(N)$ such that $R$ is also a Sylow $p$-subgroup of $O(N(R))$.

Note that this definition is independent of the choice of $R$, by Sylow's theorem, and so is really a property of the prime $p$.

**Definition 2.** If $p$ is a prime divisor of $|O(N)|$, then $p$ is said to be **centralized** (inverted) if there is a Sylow $p$-subgroup $R$ of $O(N)$ normalized by $T$ and centralized by $T$ (inverted by the elements $x_2, x_3$ of $T - \langle x \rangle$).

Again, this does not depend on $R$. Indeed, $O(N)$ is of odd order, so any two $T$-invariant Sylow $p$-subgroups of $O(N)$ are conjugate by an element of $C_{O(N)}(T)$. Furthermore, if $R$ is as in the definition, then $R$ is certainly centralized by $x$, so $p$ is centralized if $x_2$ centralizes $R$ and $p$ is inverted if $x_2$ inverts $R$.

We now let $A$ be a $D$-invariant Hall subgroup of $O(N)$ for the set of centralized and stationary primes. Such Hall subgroups exist since $O(N)$ is solvable, while $D$ is a 2-group and $O(N)$ is of odd order. Similarly, we let $B$ be a $D$-invariant Hall subgroup of $O(N)$ for the set of inverted and stationary primes. We fix $A$ and $B$. Note that $B$ is, of course, abelian as it is inverted by the involution $x_2$.

We can now state the more detailed form of Theorem B.

**Theorem B.** If $G$ is a simple group with quasi-dihedral or wreathed Sylow 2-subgroups which satisfies the working hypotheses, then $G$ has the following properties:

(i) $O(N) = AB$, $A$ is cyclic of order dividing $(q + 8e)/2^a$, $B$ is abelian and if $A \neq 1$, $B \neq 1$, then $O(N)$ is a Frobenius group with kernel $B$ and complement $A$.

(ii) If $U = C_D(T)$, then $U$ centralizes $A$, $U$ normalizes $B$, and $U/C_D(B)$ is cyclic of order $2^a$ and acts regularly on $B$.

(iii) The extended centralizer $C^*(u)$ lies in $N$ for any nonidentity element $u$ of $O(N)$.

(iv) There is a normal subgroup $J$ of $L_0$ such that $L_0 = JO(N)$, $J$ centralizes $O(N)$, and either $J$ is isomorphic to $SL(2, q)$ and $J \cap O(N) = 1$ or $q = 9$, $J$ is isomorphic to $SL^\sim(2, 9)$, $|J \cap O(N)| = 3$, and $G$ has quasi-dihedral Sylow 2-subgroups.

Here $SL^\sim(2, 9)$ is the group described in §2 of Chapter II which has a central subgroup of order three with quotient isomorphic to $SL(2, 9)$ and is directly indecomposable.

This result has as a consequence the earlier version of Theorem B. Indeed, parts (i) and (iv) of that version follow directly from parts (i) and (iii) here. Furthermore, $x_2$ inverts $B$ and centralizes $A$ by definition of $B$ and $A$. If $S$ is quasi-dihedral, every noncentral involution of $S$ is conjugate to $x_2$ in $S$ by Lemma 2.1.1 and so any noncentral involution $t$ of $N$ is conjugate to $x_2$ in $N$. Since $B$ is characteristic in $O(N) = AB$, we see that $B$ is normal in $N$. It follows therefore that $t$ inverts $B$ and centralizes a conjugate of $A$. Likewise, by the same lemma, any noncyclic abelian 2-subgroup $X$ of $N$ of maximal order is conjugate in $N$ to $T$ and contains $x$. Thus
$X$ centralizes a conjugate of $A$ and $X/C_X(B) = X/\langle x \rangle$ inverts $B$. This shows that parts (ii) and (iii) of the first version also hold in this case.

Suppose, on the other hand, that $S$ is wreathed of height $n$, in which case $S = D$. By the remarks at the beginning of §4 of Chapter II, $Y = D \cap L_0 = D \cap J$ is generalized quaternion of order $2^{n+1}$ and hence $Y$ is the unique generalized quaternion subgroup of $D$ of maximal order. But now Lemma 2.1.2 yields that $\Omega_1(D) = T Y$.

Since $x_2$ and $x_3$ are conjugate in $D$ and since every involution of $D$ lies in $\Omega_1(D)$, we conclude that any noncentral involution $t$ of $N$ is conjugate in $N$ to an involution of the form $x_2 v$ for some element $v$ of $Y$. But $J$ centralizes $O(N)$ by (iv) and $Y \subseteq J$, so $v$ centralizes $O(N)$. Therefore, $t$ inverts $B$ and centralizes a conjugate of $A$, so part (ii) of the first version holds in this case as well.

Finally any noncyclic abelian 2-subgroup of $N$ of maximal order is conjugate in $N$ to $U$, the unique such abelian subgroup of $D$. Hence part (iii) of the earlier version follows from part (ii) of this version (together with the fact that $B$ is normal in $N$). Thus the earlier form of Theorem B does indeed follow from the present one.

It will be understood that it is the second expanded form of Theorem B that we shall establish in Chapters IV and V.

The working hypotheses together with the results of Chapter II have a great number of consequences for the structure of the subgroups of $G$. The most important and widely used of these will now be listed. They can be viewed as an expanded form of our "working hypotheses" for the proof of Theorem B.

**PROPOSITION 1.** The following conditions are satisfied by $G$ and its subgroups:

(i) If $H$ is a local $QD$-subgroup of $G$, then $H$ has characteristic power 3 or 5 or a proper divisor of $q$.

(ii) If $H$ is a proper $QD$-subgroup of $G$, $N_3$ is the centralizer of an involution of $H$, and $T_3$ is a four-subgroup of $H$ containing that involution, then $[T_3, O(N_3)] \subseteq O(H)$.

(iii) If $H$ is a subgroup of $G$ with $O(H) \neq 1$ which covers $L_0/O(N)$, then $H$ is a $Q$-group of characteristic power $q$ and if $x \in H$, then $H = O(H)(H \cap N)$.

(iv) If $H$ is a subgroup of $G$ containing $T$ with $O(H) \neq 1$ and if $H$ covers $C \cap L/C \cap O(N)$, then $H$ is not a $QD$-group.

(v) If $H$ is a subgroup of $G$ containing $T$ such that $|A_H(T)|$ is divisible by 3 and either $D \subseteq H$ or $G$ has quasi-dihedral Sylow 2-subgroups, then $H$ is a $QD$-group or a $D$-group with respect to $T$.

(vi) If $H$ is a proper subgroup of $G$ containing $T$ and either $D \subseteq H$ or $G$ has quasi-dihedral Sylow 2-subgroups, then precisely one of the following holds: $H$ is a $QD$-group, $H$ is a $Q$-group, $H$ is a $D$-group, or $H$ has a normal 2-complement.

Although it is possible to determine the general structure of all proper subgroups of $G$ when $H$ has wreathed Sylow 2-subgroups, the results given in parts (v) and (vi) will suffice for the paper.
Proof. (i) Let \( r \) be the characteristic power of \( H \). Without loss we can assume that \( x \in H \), in which case \( H \cap N = C_H(x) \) is a \( Q \)-group of characteristic power \( r \) by definition of the characteristic power of \( H \). Setting \( \overline{N} = N/O(N) \), we have that \( \overline{H} \cap \overline{N} \) is also a \( Q \)-group of characteristic power \( r \). As such, it contains a \( Q \)-subgroup \( K \) of the same characteristic \( r \), but with no normal subgroups of index two. Since \( \overline{N} = \overline{L} \overline{E} \), where \( \overline{L} \), \( \overline{E} \) have the properties listed in Proposition 2.3.3, it follows that \( K \cap \overline{L} \) is also a \( Q \)-group of characteristic power \( r \) with no normal subgroups of index two. Since \( \overline{L}_0 \) is normal in \( \overline{L} \) of index a power of 2, we see that \( K \cap \overline{L} \subseteq \overline{L}_0 \). But now Lemma 2.4.8 yields that either \( r = 3 \), \( r = 5 \), or \( r \) divides \( q \). However, since \( O(H) \neq 1 \), it follows from the working hypotheses on \( G \) that \( r \neq q \).

(ii) This is simply a restatement of assumption I of the working hypotheses on \( G \).

(iii) By assumption, \( O(H) \neq 1 \) and \( \overline{L}_0 = O(N)H_0 \), where \( H_0 = H \cap L_0 \). Hence \( H_0 \) contains a Sylow 2-subgroup \( S_0 \) of \( L_0 \) and \( \overline{H}_0 = \overline{L}_0 = L_0/O(N) \), so \( \overline{H}_0 \) is isomorphic to \( SL(2, q) \). But then if \( x_0 \) is the unique involution of \( S_0 \), \( O(N) \langle x_0 \rangle \) is normal in \( H_0 \) and it follows by the Frattini argument that \( H_0 = O(H_0)C_{H_0}(x_0) \), so \( C_{H_0}(x_0) \) also covers \( L_0/O(N) \). We conclude at once that \( C_{H_0}(x_0) \) is a \( Q \)-group of characteristic power \( q \).

Now \( H \) is not a \( D \)-group by Lemma 2.5.5, as it contains a \( Q \)-group. Hence, if \( H \) were not a \( Q \)-group, it would necessarily be a \( QD \)-group and so \( C_H(x_0) \) would be a \( Q \)-group by Proposition 2.2.1. But \( C_{H_0}(x_0) \subseteq C_H(x_0) \) and \( C_{H_0}(x_0) \) is a \( Q \)-group of characteristic power \( q \), so the characteristic power of \( C_H(x_0) \) is at least \( q \), whence by Lemma 2.3.2, it is exactly \( q \). However, this contradicts our working hypotheses on \( G \) since \( O(H) \neq 1 \). Thus \( H \) is a \( Q \)-group and, as \( H_0 \subseteq H \), its characteristic power is \( q \).

Finally assume \( x \in H \), whence \( x \in H_0 \), and so we can take \( x = x_0 \). Since \( S_0 \) is generalized quaternion, it follows at once from Lemmas 2.1.1 and 2.1.2 that \( x \in Z(S) \) for any Sylow 2-subgroup \( S \) of \( H \) containing \( S_0 \). But \( H = O(H)C_H(Z(S)) \) by Proposition 2.3.1 as \( H \) is a \( Q \)-group, so \( H = O(H)C_H(x) = O(H) \langle H \cap N \rangle \) as \( x \in Z(S) \). Thus all parts of (iii) hold.

(iv) Suppose, by way of contradiction, that \( H \) is a \( QD \)-group. Since \( x \in T \subseteq H \), Proposition 2.2.1 implies that \( H \cap N \) is a \( Q \)-group. As in the proof of (i), it follows that \( H_0 = H \cap L_0 \) is also a \( Q \)-group. Thus \( \overline{H}_0 \) is a \( Q \)-subgroup of \( \overline{L}_0 = L_0/O(N) \) and so \( \overline{H}_0 \) contains a subgroup isomorphic to \( SL(2, r) \), where \( r = 3 \), \( r = 5 \), or \( r \) divides \( q \) by Lemma 2.4.8. Since \( SL(2, r) \) contains a subgroup isomorphic to \( SL(2, 3) \) for all odd \( r \), we see that \( H_0 \) contains a subgroup \( X \) such that \( \overline{X} \) is isomorphic to \( SL(2, 3) \).

Furthermore, \( C \cap H \) covers \( C \cap L/C \cap O(N) \) by assumption, so \( C \cap L = (C \cap O(N))(C \cap H \cap L) \),

whence \( C \cap L = C \cap H \cap L \). We conclude therefore that \( H \cap L \) contains \( \langle \overline{X}, C \cap L \rangle \). On the other hand, \( q > 5 \) by the basic hypotheses of the chapter and
therefore $\langle \bar{X}, \bar{C} \rangle = \bar{L}$ by Lemma 2.4.6. Thus $\bar{H} \cap \bar{L} = \bar{L}$ and so $\bar{H} \cap \bar{L} \supseteq \bar{L}_0$, which implies that $\bar{H}$ covers $L_0/O(N)$. Since $O(H) \neq 1$, $\bar{H}$ must therefore be a $Q$-group by (iii) and so cannot be a $QD$-group. Thus (iv) also holds.

We prove (v) and (vi) simultaneously. If $G$ has wreathed Sylow 2-subgroups, then $D$ is a Sylow 2-subgroup of $G$ by definition of $D$ and $D \subseteq H$ by assumption, so $H$ has wreathed Sylow 2-subgroups in this case. On the other hand, if $G$ has quasi-dihedral Sylow 2-subgroups, then the Sylow 2-subgroups of $H$ are either dihedral or quasi-dihedral as these are the only types of subgroups of a quasi-dihedral group which contain a four group.

Let $S_1$ be a Sylow 2-subgroup of $H$. If $S_1$ is dihedral, then by Definition 2.2.4, either $H$ has a normal 2-complement or is a $D$-group; while if $S_1$ is either quasi-dihedral or wreathed, Propositions 2.1.1 and 2.1.2 together with Definition 2.2.1 imply that either $H$ has a normal 2-complement, $H$ is a $Q$-group, $H$ is a $D$-group, or $H$ is a $QD$-group. Thus (vi) holds.

Suppose finally that $H$ contains a four-subgroup $T_1$ such that $|A_{p}(T_1)|$ is divisible by three. Clearly then, $H$ does not have a normal 2-complement. Hence by (vi), either (v) holds or $H$ is a $Q$-group. Suppose, by way of contradiction, that $H$ is a $Q$-group. Since $|A_{p}(T_1)|$ is divisible by three, $H$ contains a 3-element $a$ which normalizes but does not centralize $T_1$. Then $K = \langle T_1, a \rangle$ is a subgroup of $H$ which does not have a normal 2-complement. Moreover, $T_1$ is a Sylow 2-subgroup of $K$ as $T_1$ is normal in $K$ of index a power of three. Hence $K$ is a $D$-group by Definition 2.2.4 as $T_1$ is a dihedral group of order four. However, this is impossible as no subgroup of a $Q$-group is a $D$-group by Lemma 2.4.17. Hence (v) holds and the proposition is proved.

In §4 of this chapter we shall show that condition (iv) of Theorem B is a consequence of conditions (i) and (iii). Actually a more general result on the structure of $L_0$ is proved which will be used in the next chapter. Then in §5 of the chapter we shall show that Theorem B itself is a consequence of the following result:

**Theorem B*. If $p$ is a prime divisor of $|O(N)|$, then $p$ is stationary and is either centralized or inverted.

In order to state yet another equivalent form of our results, we introduce one more bit of terminology.

**Definition 3.** If $p$ is a prime divisor of $|O(N)|$, then $p$ is *ordinary* if $p$ is stationary and is centralized or inverted. Otherwise, we say that $p$ is *exceptional*.

Thus, Theorem B* states that all the prime divisors of $|O(N)|$ are ordinary; there are no exceptional ones. In order to state a key result on exceptional primes we need one more concept.

**Definition 4.** If $p$ is a prime divisor of $|O(N)|$, then $\mathcal{L}(p)$ is the collection all $p$-local subgroups of $G$ which cover $L_0/O(N)$ and contain $D$ as well as a Sylow $p$-subgroup of $O(N)$.
In view of Proposition 1, every element of $\mathcal{L}(p)$ is a $Q$-group of characteristic power $q$.

The important property in the definition of $\mathcal{L}(p)$ is the covering statement. The others are included for technical reasons. Henceforth, if we speak of ordinary, exceptional, centralized, or inverted primes $p$, we shall of course mean that $p$ is a prime divisor of $|O(N)|$ even though we do not state that assumption explicitly.

The following important result which is to be derived in §3 gives a criterion for a prime $p$ to be exceptional in terms of the structure of the elements of $\mathcal{L}(p)$. This theorem will constitute our final reduction of Theorem B.

THEOREM 1. The prime $p$ is exceptional if and only if there is an element $H$ in $\mathcal{L}(p)$ which is $p$-constrained within $S(H)$.

This can be restated as follows: The prime $p$ is ordinary if and only if every element $H$ of $\mathcal{L}(p)$ is not $p$-constrained within $S(H)$.

Thus the effect of Theorem 1 is to shift the focus of attention, in deriving Theorems B and B*, upon properties of the $p$-local subgroups of $G$ for the various primes $p$ dividing $|O(N)|$. The next chapter will be devoted to a proof of Theorem B*; all the results of the present chapter (apart from the derivation of Theorem B from Theorem B*) can be regarded as preparatory to that endeavor. Completing the outline of this chapter, in §2 we give a sufficient condition for a prime $p$ to be, in fact, ordinary, which is needed for the arguments of §§3, 4, and 5. In §6 we develop a number of properties of the family $\mathcal{L}(p)$. Then in the final three sections we introduce and investigate a second important family $\mathcal{M}(p)$ of $p$-local subgroups of $G$, each of whose members is a $D$-group. A large part of the proof of Theorem B* involves a study of the interrelation of the elements of $\mathcal{L}(p)$ and $\mathcal{M}(p)$.

We conclude this section with some useful, basic properties of the elements of $\mathcal{L}(p)$; these can be regarded as an addition to our “working hypotheses” of Proposition 1.

LEMMA 1. If $H \in \mathcal{L}(p)$ for a prime $p$, then

(i) $H$ is a $Q$-group of characteristic power $q$.

(ii) $H = O(H)(H \cap N)$.

(iii) $H$ covers $L/O(N)$.

(iv) $H$ contains a Sylow 2-subgroup of $L$ and of $G$.

(v) $O(H) \cap N \subseteq O(N)$ and $O(N) \cap H \subseteq O(H)$.

(vi) $O(H)$ contains a $D$-invariant Sylow $p$-subgroup of $O(N)$.

Proof. (i) As noted above, this is a consequence of Proposition 1.

(ii) Again, by Proposition 1, we only need to show that $x \in H$. However, $x \in D \subseteq H$, by assumption.

(iii) By the remarks of §4 of Chapter II, we know that $L = L_0 C_D(T)$. But $C_D(T) \subseteq D \subseteq H$ and $H$ covers $L_0/O(N)$, so (iii) is proved.

(iv) Since $x \in H$, it follows from (iii) that $H$ contains a Sylow 2-subgroup of $L$. But a Sylow 2-subgroup of $L$ is also one of $G$, proving (iv).
(v) Clearly $O(H) \cap N \leq O(H \cap N)$. But $(H \cap N)O(N)/O(N)$ has no nontrivial normal subgroups of odd order by Lemma 2.4.7 as it contains $L_0/O(N)$. Hence, $O(H \cap N) \leq O(N)$ and so $O(H) \cap N \leq O(N)$. Similarly, $O(N) \cap H \leq O(N \cap H)$ and $O(N \cap H) \leq O(H)$ as $H/O(H)$ has no normal subgroups of odd order and $N$ covers $H/O(H)$ by (ii).

(vi) Let $R$ be a Sylow $p$-subgroup of $O(N)$ contained in $H$. Hence $R \leq O(H)$ by (iv). Let $R^*$ be a $D$-invariant Sylow $p$-subgroup of $O(H)$. Since $R$ and $R^*$ are $x$-invariant, there is $u \in C_{O(H)}(x)$ such that $R^u \leq R^*$. But then $u \in N$ and so $R^u \leq O(N)$ as $R \leq O(N)$ and $O(N)$ is normal in $N$. This implies that $R^u$ is a Sylow $p$-subgroup of $O(N)$ and hence that $R^u = O(N) \cap R^*$. Thus $R^u$ is also $D$-invariant. Finally, $R^u \leq N \cap O(H) \leq O(H)$ by (iv). This establishes (vi) and completes the proof of the lemma.

2. Stationary nonconstrained primes. We begin by introducing one more concept.

**Definition 1.** If $p$ is a prime divisor of $|O(N)|$, then $p$ is *constrained* if $N$ is $p$-constrained within $S(N)$ and $p$ is *nonconstrained* in the contrary case.

The following remark is very useful:

**Lemma 1.** If $p$ is a prime divisor of $|O(N)|$ and $R$ is a Sylow $p$-subgroup of $O(N)$, then the following conditions hold:

(i) $p$ is constrained if and only if $C_N(R) \leq S(N)$.
(ii) $p$ is nonconstrained if and only if $C_N(R)$ covers $L_0/O(N)$.

**Proof.** Let $S$ be a Sylow 2-subgroup of $N$ containing $D$. Since our conditions on $R$ hold if and only if they hold for any conjugate of $R$ by an element of $N$ and since $S$ leaves some Sylow $p$-subgroup of $O(N)$ invariant, we can assume that $R$ is $S$-invariant. Then by Lemma 2.6.2, $p$ is constrained if and only if $C_{2^{|S|}}(R)$ is a Sylow 2-subgroup of $C_N(R)$. Suppose $p$ is constrained. Since $C_{2^{|S|}}(R)$ is cyclic, we conclude from Burnside's transfer theorem that $C_N(R)$ has a normal 2-complement and so is solvable. But $O(N)C_N(R)$ is normal in $N$ as $C_N(R)$ is normal in $N_N(R)$ and $N = O(N)N_N(R)$ by the Frattini argument. Thus $O(N)C_N(R)$ is a solvable normal subgroup of $N$ an we conclude that $C_N(R) \leq S(N)$. On the other hand, if $p$ is not constrained, $C_{2^{|S|}}(R)$ is not a Sylow 2-subgroup of $C_N(R)$. But $S(N) = O(N)Z(S)$ by Lemma 2.4.14 and so $Z(S)$ is a Sylow 2-subgroup of $S(N)$. We conclude at once that $C_N(R) \not\leq S(N)$. Thus (i) holds.

If $C_N(R)$ covers $L_0/O(N)$, then $C_N(R)$ is not solvable as $L_0/O(N)$ is not solvable. Hence $C_N(R) \not\leq S(N)$ and so $p$ is nonconstrained by (i). Conversely, if $p$ is nonconstrained, then $C_N(R) \not\leq S(N)$ by (i). But $N_N(R)$ covers $N/O(N)$ as $N = O(N)N_N(R)$ and so $N_N(R)$ also covers $N/S(N)$. Thus $S(N)C_N(R)$ is a normal subgroup of $N$ containing $S(N)$ properly. However, $L_0S(N)/S(N)$ is the unique minimal normal subgroup of $N/S(N)$ by Lemma 2.4.15 and therefore $C_N(R)$ covers $L_0S(N)/S(N)$. But then $C_N(R)$ covers $L_0/O(N)$ by Lemma 2.4.13. Hence (ii) also holds.
The main result of this section states that certain primes are indeed ordinary, in the sense of Definition 1.3.

**Proposition 1.** The prime $p$ is ordinary if and only if it is stationary and non-constrained.

Before proving this, we require a preliminary lemma.

**Lemma 2.** If $p$ is a stationary and nonconstrained prime and $R_0$ is a nonidentity $T$-invariant $p$-subgroup of $O(N)$, then there is a Sylow $p$-subgroup of $O(N(R_0))$ centralized by $x$.

In particular, any Sylow $p$-subgroup of $O(N(R_0))$ normalized by $x$ is centralized by $x$ as $\langle x, O(N(R_0)) \rangle$ is a solvable group with Sylow 2-subgroup $\langle x \rangle$.

**Proof (of Lemma 2).** Let $R$ be a $T$-invariant Sylow $p$-subgroup of $O(N)$ containing $R_0$; such a subgroup exists since $O(N)$ has odd order and $T$ is a 2-group, while $R_0$ is $T$-invariant by assumption. First, suppose that $R_0 = R$. In this case $R_0$ is a Sylow $p$-subgroup of $O(N(R_0))$ since $p$ is stationary and $R_0 = R$. Moreover, $x$ centralizes $R_0$ as $x \in Z(N)$, so the lemma holds in this case.

We proceed by induction on $|A : A_0|$. We may assume that $R \supset R_0$, so $R_1 = N_{a}(R_0) \supset R_0$. We also set $H_0 = N(R_0)$ and $H_1 = N(R_1)$.

By induction, $x$ centralizes each Sylow $p$-subgroup of $O(H_1)$ that it normalizes. We claim that $x$ also centralizes each $p$-subgroup of $H_1$ that it normalizes. First, we note that $H_1$ is a $Q$-group of characteristic power $q$ and $H_1 = O(H_1)C_{H_1}(x)$. Indeed, $H_1 = N(R_1) \supset C(R_1) \supset C(R)$, so $H_1$ covers $L_0/O(N)$ as $C(R)$ does by Lemma 1. Also $x \in H_1$, so $H_1$ is as described by Proposition 1.1. Next, suppose that $R^*$ is a $p$-subgroup of $H_1$ normalized by $x$. It follows that

$$[R^*, x] \subseteq [H_1, x] = [O(H_1)C_{H_1}(x), x] \subseteq O(H_1).$$

Thus $[R^*, x]$ is a $p$-subgroup of $O(H_1)$ normalized by $x$. Since $O(H_1)$ is of odd order, there is a Sylow $p$-subgroup of $O(H_1)$ normalized by $x$ and containing $[R^*, x]$. This Sylow subgroup is centralized by $x$, so $x$ centralizes $[R^*, x]$. Since $\langle x \rangle$ and $R^*$ have coprime orders, it follows that $x$ centralizes $R^*$, as claimed.

Suppose now that the lemma fails for $R_0$. Since $R_1 \subseteq H_0$, $O(H_0)R_1$ is a group and is of odd order. Since $x$ normalizes both $O(H_0)$ and $R_1$, there is a Sylow $p$-subgroup $R_2$ of $O(H_0)R_1$ normalized by $x$ and containing $R_1$. But $O(H_0)$ is a normal subgroup of $O(H_0)R_1$, so $R_2 \cap O(H_0)$ is an $x$-invariant Sylow $p$-subgroup of $O(H_0)$. Since the lemma is false for $R_0$, no $x$-invariant Sylow $p$-subgroup of $O(H_0)$ is centralized by $x$. Thus $x$ does not centralize $R_2 \cap O(H_0)$ and so $x$ does not centralize $R_2$. It follows therefore from Lemma 2.8.1 that there is a nonidentity element $u$ of $R_2$ inverted by $x$ and centralizing $C_{R_2}(x)$. But $R_3 \subseteq C_{R_2}(x)$ as $R_1 \subseteq R_2$ and so $u \in H_1$. Thus $\langle u \rangle$ is a $p$-subgroup of $H_1$ normalized, but not centralized, by $x$. This is a contradiction and the lemma is proved.

**Proof (of Proposition 1).** We begin with the easier half; we assume that $p$ is ordinary and verify that $p$ has the necessary properties. Thus by definition $p$ is
stationary and is either inverted or centralized; and we must prove that \( p \) is non-constrained.

Hence if \( R \) is a \( T \)-invariant Sylow \( p \)-subgroup of \( O(N) \), it will suffice by Lemma 1 to show that \( C_n(R) \not\subseteq S(N) \). However, if \( p \) is centralized, then \( T \subseteq C_n(R) \) and \( T \not\subseteq S(N) \) as \( Z(D) \) is a Sylow 2-subgroup of \( S(N) \) by Lemma 2.4.14 and \( Z(D) \) is cyclic as \( D \) is either dihedral of order eight or is a wreathed Sylow 2-subgroup of \( G \). Suppose, on the other hand, that \( p \) is inverted. Let \( K \) be the subgroup of \( N \) of elements which either invert or centralize \( R \). Then \( K \) is normal in \( N_p(R) \) and \( T \subseteq K \).

Since \( N = O(N)N_p(R) = S(N)N_p(R) \) by the Frattini argument, it follows that \( S(N)K \) is a normal subgroup of \( N \) containing \( S(N) \) properly. Moreover, \( x \in K \) as \( x \in Z(N) \). But now we conclude from Lemmas 2.4.13 and 2.4.15, as in Lemma 1, that \( K \) covers \( L_0/O(N) \). Thus \( L_0 \subseteq O(N)K \). Since \( L_0 \) is nonsolvable and \( O(N) \) is a solvable normal subgroup of \( O(N)K \), we have that \( K \) is nonsolvable. But \( |K : C_n(R)| = 2 \) and so \( C_n(R) \) is also nonsolvable. Therefore \( C_n(R) \not\subseteq S(N) \), as desired.

Now assume \( p \) is stationary and non-constrained. To prove that \( p \) is ordinary, we must show that \( p \) is either inverted or centralized. Since \( C \) is \( D \)-invariant and \( C \) has a normal 2-complement, \( C \) possesses a \( D \)-invariant Sylow \( p \)-subgroup \( P \). The group \( O(N)O(C) \) is of odd order, is normalized by \( T \), and contains \( P \) as \( C \) has a normal 2-complement. Hence there is a \( T \)-invariant Sylow \( p \)-subgroup \( R^* \) of \( O(N)O(C) \) containing \( P \). It follows that \( R = O(N) \cap R^* \) is a \( T \)-invariant Sylow \( p \)-subgroup of \( O(N) \) normalized by \( P \) and \( R^* = RP \). Moreover, \( C_n(x_2) = P \cap R \); indeed, \( P \) is a Sylow \( p \)-subgroup of \( C \) and \( x \) is central in \( N \). Thus \( p \) is inverted if \( P \cap R = 1 \) and \( p \) is centralized if \( P \cap R = R \). Hence we may assume that

\[
1 \subseteq P \cap R \subseteq R
\]

and derive a contradiction. To do this, we set \( H = N(P) \) and \( K = N(P \cap R) \), so \( H \) and \( K \) are \( p \)-local subgroups of \( G \). These groups and their properties provide the desired contradiction.

First, \( K \) is a \( Q \)-group of characteristic power \( q \) and \( K = O(K)(K \cap N) \). Indeed, \( C(R) \) covers \( L_0/O(N) \) as \( p \) is nonconstrained, so \( C(P \cap R) \) also covers \( L_0/O(N) \). Thus \( K \) is as described, by Proposition 1.1, as \( x \in K \).

Second, \( H \) is a solvable \( D \)-group. Indeed, \( H = N(P) \) covers \( M/C \) by the Frattini argument, so \( A_H(T) = \text{Aut}(T) \). Moreover, \( D \subseteq H \) as \( P \) is \( D \)-invariant. Hence \( H \) is either a \( QD \)-group or a \( D \)-group with respect to \( T \), again by Proposition 1.1. Suppose that \( H \) is a \( QD \)-group or a nonsolvable \( D \)-group with respect to \( T \). We shall derive a contradiction. It follows from Propositions 2.2.2 and 2.3.4 and Lemma 2.5.1 that \( \overline{H} = H/O(H) \) possesses a normal subgroup \( \overline{H}_1 = H_1/O(H) \), which is simple and contains \( T \). Therefore \( \overline{H}_1 \) is the normal closure of \( T \) in \( \overline{H}_1 \). Since \( C(P) \) contains \( T \) and \( C(P) \) is normal in \( H \), we have \( \overline{C(P)} \subseteq \overline{H}_1 \), so \( C(P) \) is also a \( QD \)-group or a nonsolvable \( D \)-group. However, \( C(P) \subseteq C(P \cap R) \subseteq K \). But \( K \) contains no \( QD \)-subgroups or \( D \)-subgroups by Lemma 2.4.17, since \( K \) is a \( Q \)-group. This contradiction forces \( H \) to have the desired structure. In particular, since \( H \) contains
a Sylow 2-subgroup of $M$, it follows from Proposition 2.3.4 that $H$ is isomorphic to $PGL_n(2, 3)$ for some $n \geq 1$.

Since $P \cap R \subseteq R$ and $R$ is normal in $PR$, it follows that $P_1 = N_H(P) \cap P \cap R$. Hence $P_1$ is a $T$-invariant $p$-subgroup of $H$ and so $P_1$ is a $T$-invariant $p$-subgroup of $H$. But then $P_1 = 1$ by Lemma 2.5.9, forcing $P_1 \subseteq O(H)$; therefore if $P^*$ is a $T$-invariant Sylow $p$-subgroup of $O(H)$, then $P = P^*$ and so $T$ does not centralize $P^*$. But $N_H(P^*)$ is also a $D$-group with respect to $T$ by the Frattini argument and so all involutions of $T$ are conjugate in $N_H(P^*)$. Hence no involution of $T$ centralizes $P^*$. In particular, $x$ does not, so by Lemma 2.8.1, there is a nonidentity element $u$ of $P^*$ inverted by $x$ and centralizing $C_{p^*}(x)$. Then $u \in K$ as $u$ centralizes $P \cap R$ and $P \cap R \subseteq C_{p^*}(x)$. But $x$ centralizes $K/O(K)$, so $u \in O(K)$ and $\langle u \rangle$ is an $x$-invariant $p$-subgroup of $O(K)$ not centralized by $x$. This contradicts Lemma 2 and the proposition is proved.

We conclude the section by giving a property of ordinary primes.

**Lemma 3.** If $p$ is an ordinary prime, $R$ is a $T$-invariant Sylow $p$-subgroup of $O(N)$, and $u$ is a nonidentity element of $R$, then

(i) $C(u)$ is $T$-invariant.

(ii) Every $T$-invariant $p$-subgroup of $C(u)$ lies in $N$.

**Proof.** (i) Since $p$ is ordinary, $R$ is inverted or centralized by each element of $T$. Thus $T$ normalizes $\langle u \rangle$ and so normalizes $C(\langle u \rangle) = C(u)$.

(ii) We set $H = N(\langle u \rangle)$ and thus $T \subseteq H$. Furthermore, $C(R)$ covers $L_0/N$ as $p$ is nonconstrained by the proposition, so $H$ is a $Q$-group of characteristic power $q$ and $H = O(H)C_H(x)$ by Proposition 1.1. Moreover, by Lemma 2, $x$ centralizes every $p$-subgroup of $O(H)$ that it normalizes. Since $x$ centralizes $H/O(H)$, it follows, just as in the proof of Lemma 2, that $x$ centralizes every $p$-subgroup of $H$ that it normalizes. In particular, any $T$-invariant $p$-subgroup of $H$ certainly lies in $N$.

3. Proof of Theorem 1.1. The task to be accomplished in this section is a proof of Theorem 1.1. We must show that a prime $p$ is exceptional if and only if $L(p)$ has a certain property. We begin as follows:

**Lemma 1.** If $p$ is an ordinary prime and $H \in L(p)$, then

(i) The element $x$ centralizes each $p$-subgroup of $H$ that it normalizes.

(ii) $H$ is not $p$-constrained within $S(H)$.

**Proof.** (i) Since $H \in L(p)$, $x$ centralizes $H/O(H)$. Thus we need only establish that $x$ centralizes each $p$-subgroup of $O(H)$ that it normalizes. In particular, it suffices to show that $x$ centralizes some Sylow $p$-subgroup of $O(H)$.

Since $H \in L(p)$, there is a $D$-invariant Sylow $p$-subgroup $R$ of $O(N)$ contained in $O(H)$ by Lemma 1.1. Let $R^*$ be a $D$-invariant Sylow $p$-subgroup of $O(H)$ which contains $R$. We shall prove that $R^* = R$ and so demonstrate (i).

Suppose that $x$ centralizes $R^*$. Thus $R^* \subseteq N$, so $R^* \subseteq O(N)$ by Lemma 1.1 as...
Next, assume that \( x \) does not centralize \( R^* \); we shall derive a contradiction. By Lemma 2.8.1, there is \( u \in R^* \), \( u \neq 1 \), such that \( u \) is inverted by \( x \) and \( u \) centralizes \( C_p(x) \). Hence \( u \in C(R) \) as \( R \subseteq R^* \cap N = C_p(x) \). But \( N(R) \in \mathcal{L}(p) \) as \( N(R) \) contains both \( D \) and \( R \) and covers \( L_0/O(N) \) by the Frattini argument applied to the normal subgroup \( O(N) \) of \( N \). Hence \( x \) centralizes \( N(R)/O(N(R)) \), so \( u \in O(N(R)) \) as \( u \in N(R) \) and \( x \) inverts \( u \). But \( p \) is stationary, being ordinary, so \( R \) is a Sylow \( p \)-subgroup of \( O(N(R)) \). However, \( x \) does not centralize \( \langle u \rangle \) and does centralize \( R \). This is a contradiction and (i) is proved.

(ii) The subgroup \( O(N) \cap H \) is a normal subgroup of \( L_0 \cap H \) and contains \( R \). Hence by the Frattini argument there is a Sylow 2-subgroup \( S_0 \) of \( L_0 \cap H \) which normalizes \( R \). However, \( H \) covers \( L_0/O(N) \) as \( H \in \mathcal{L}(p) \), so \( S_0 \) is a Sylow 2-subgroup of \( L_0 \). Since \( p \) is ordinary, it is nonconstrained by Proposition 2.1; hence \( C_{l_0}(R) \) covers \( L_0/O(N) \) by Lemma 2.1 and so \( C_{l_0}(R) \) has odd index in \( N_{l_0}(R) \). Thus \( S_0 \subseteq C_{l_0}(R) \). But \( S_0 \subseteq H \), so \( S_0 \subseteq C_H(R) \). Since \( R \) is a Sylow \( p \)-subgroup of \( O(H) \) and \( S_0 \) is generalized quaternion, it follows from Lemma 2.6.2 that \( H \) is not \( p \)-constrained within \( S(H) \) and the lemma is proved.

We remark that actually this lemma is superfluous, for the only part of Theorem 1.1 that we require for the proof of Theorem B is the existence of elements \( H \) of \( \mathcal{L}(p) \) that are \( p \)-constrained in \( S(H) \) when \( p \) is exceptional. However, we think the fuller picture is clearer.

**Lemma 2.** If \( p \) is an exceptional prime and \( R \) is a \( D \)-invariant Sylow \( p \)-subgroup of \( O(N) \), then \( H = N(R) \) is an element of \( \mathcal{L}(p) \) and \( H \) is \( p \)-constrained within \( S(H) \).

This result together with the previous lemma will clearly provide a proof of Theorem 1.1.

**Proof.** The subgroup \( H \) contains both \( D \) and \( R \) and it covers \( N/O(N) \) by the Frattini argument. Thus \( H \in \mathcal{L}(p) \) by Definition 1.4 and also \( H \) contains a Sylow 2-subgroup of \( N \) and hence of \( G \). We now prove that \( H \) is constrained as stated.

First, suppose that \( p \) is constrained; that is, \( C_p(R) \leq S(N) \) by Lemma 2.1 and consequently \( C_p(R) \leq Z(D) \) as \( S(N) = O(N)Z(D) \) by Lemma 2.4.14. Let \( R^* \) be a \( D \)-invariant Sylow \( p \)-subgroup of \( O(H) \) containing \( R \). Hence \( C_p(R^*) \leq Z(D) \). Let \( S \) be a Sylow 2-subgroup of \( H \) containing \( D \) and normalizing \( R^* \). Thus \( S \cap C_p(R^*) \) is a Sylow 2-subgroup of \( C_H(R^*) \) as \( S \) is a Sylow 2-subgroup of \( N_H(R^*) \). But \( H \) is a \( Q \)-group and \( S \) is a Sylow 2-subgroup of \( G \), so that it now suffices to prove that \( C_p(S) = S \cap C_p(R^*) \leq Z(S) \) by Lemma 2.6.2. However, \( C_p(S) \) is a normal subgroup of \( S \), which is either quasi-dihedral or wreathed, and \( C_p(S) \) intersects \( D \) in a subgroup of \( Z(D) \). In the latter case, the desired assertion is clear as then \( D = S \), while in the former case, it follows from Lemma 2.1.1 as then \( D \) is dihedral of order eight.
Next, assume that \( p \) is not constrained. Since \( p \) is exceptional, it follows from Proposition 2.1 that \( p \) is not stationary. Thus, if \( R^* \) is as above, then \( R^* \Rightarrow R \). Hence the proof will obviously be concluded once we establish the following result:

**Lemma 3.** If \( H \in \mathcal{L}(p) \), \( R \) is a \( D \)-invariant Sylow \( p \)-subgroup of \( O(N) \) contained in \( O(H) \) and \( R^* \) is a \( D \)-invariant Sylow \( p \)-subgroup of \( O(H) \) properly containing \( R \), then \( H \) is \( p \)-constrained within \( O(H) \).

**Proof.** First, \( x \) does not centralize \( R^* \). For if it did, then \( R^* \subseteq N \cap O(H) \), so \( R^* \subseteq O(N) \) by Lemma 1.1 and \( R = R^* \) as \( R \) is a Sylow \( p \)-subgroup of \( O(N) \). This contradicts our assumption that \( R^* \Rightarrow R \).

Let \( S \) be a Sylow 2-subgroup of \( H \) containing \( D \) and normalizing \( R^* \). Such a subgroup exists by Sylow's theorem applied to \( N_H(R^*) \). Moreover, since \( H \in \mathcal{L}(p) \), \( S \) is a Sylow 2-subgroup of \( G \) by Lemma 1.1. However, the subgroup \( C_S(R^*) \) is a normal subgroup of \( S \) not containing \( x \). But \( \langle x \rangle = \Omega_2(Z(S)) \) by Lemmas 2.1.1 and 2.1.2, so \( C_S(R^*) \cap Z(S) = 1 \), which is possible only if \( C_S(R^*) = 1 \). Hence \( |C_H(R^*)| \) is odd and so \( H \) is \( p \)-constrained within \( O(H) \) by Lemma 2.6.2. The lemma is proved, as is the previous one, and so is Theorem 1.1.

4. **Structure of \( L_0 \).** The proposition to be established here is to be used to prove the third statement of Theorem B, on the assumption that Theorem \( B^* \) is valid. We shall prove the result in much greater generality in order to make certain uses of it in the next chapter.

**Proposition 1.** Let \( \pi \) be the set of primes which divide \( |O(N)| \) and which are neither centralized nor inverted. Set \( \bar{N} = N/O_\pi(O(N)) \). Then the following conditions hold:

(i) Any \( \bar{T} \)-invariant Sylow subgroup of \( O(\bar{N}) \) is centralized or inverted by \( \bar{x}_\bar{q} \).

(ii) \( L_0 \) has a normal subgroup \( J \) containing \( O_\pi(O(N)) \) such that \( L_0 = JO(N) \) and either

(a) \( J \) is isomorphic to \( SL(2,q) \) and \( J \cap O(\bar{N}) = 1 \) or

(b) \( J \) is isomorphic to \( SL^+(2,9) \), \( q = 9 \), and \( |J \cap O(\bar{N})| = 3 \).

(iii) \( J \) centralizes \( O(\bar{N}) \).

**Proof.** We first establish statement (i). Let \( X \) be a \( \bar{T} \)-invariant Hall \( \pi \)-subgroup of \( O(N) \). By the definition of \( \pi \), we need only show that every \( \bar{T} \)-invariant Sylow subgroup of \( \bar{X} \) is centralized by \( \bar{T} \). We set \( \bar{Y} = O_{\bar{x}}(O(\bar{N})) \). Since \( O(\bar{N}) \) is solvable, and \( O_\pi(O(\bar{N})) = 1 \), Theorem 6.3.2 of [19] implies that \( C_{O_{\bar{x}}}(\bar{Y}) \subseteq \bar{Y} \) and \( C_{\bar{x}}(\bar{Y}) = 1 \). Thus it suffices to show that \( [\bar{X}, \bar{T}] \) centralizes \( \bar{Y} \), as then \( [\bar{X}, \bar{T}] = 1 \) and \( \bar{T} \) centralizes \( \bar{X} \).

Let \( r \) be a prime divisor of \( |\bar{Y}| \). There exists a Sylow \( r \)-subgroup \( \bar{R} \) of \( \bar{Y} \) that is normalized by \( \bar{T} \) and \( \bar{X} \). Indeed, \( \bar{Y}X\bar{T} \) is a solvable group having \( \bar{Y} \) and \( \bar{X} \) as Hall subgroups, so there is a Sylow \( r \)-subgroup \( \bar{R} \) of \( \bar{Y} \) permutable with \( \bar{X}T \). But
as \( \overline{Y} \) is a \( \pi' \)-group, we see that \( \overline{R} = \overline{Y} \cap \overline{R} \overline{T} \). Since \( \overline{Y} \) is normal in \( O(\overline{N}) \overline{T} \), \( \overline{Y} \cap \overline{R} \overline{T} \) is normal in \( \overline{R} \overline{T} \) and we conclude that \( \overline{R} \) is normalized by \( \overline{T} \).

It suffices to prove that \( [\overline{X}, \overline{T}] \) centralizes \( \overline{R} \), as \( r \) was an arbitrary prime divisor of \( |\overline{Y}| \). However, each element of \( \overline{T} \) either inverts or centralizes \( \overline{R} \), by the definition of \( \pi \) and the fact that \( r \in \pi' \). Thus, \( \overline{T}C(\overline{R})/C(\overline{R}) \) has order at most two and is normal in \( N(\overline{R})/C(\overline{R}) \), so \( \overline{T}C(\overline{R})/C(\overline{R}) \) is central in \( N(\overline{R})/C(\overline{R}) \) and hence \( [\overline{T}, \overline{X}] \subseteq C(\overline{R}) \), as was required to be demonstrated. Part (i) is proved.

We now turn our attention to (ii) and (iii). These are simply statements about \( \overline{N} \). Since we shall work entirely in that group, we drop the "bars" and for the rest of this proof—only—we use \( N \), \( L_0 \), \( T \), and so forth, for \( \overline{N} \), \( \overline{L}_0 \), \( \overline{T} \).

Let \( S \) be a Sylow 2-subgroup of \( N \) containing \( D \) and let \( y \) be the element of \( S' \) of order four defined in §4 of Chapter II, so that \( y \in L_0 \) and \( y \notin Z(S) \) by the remarks at the beginning of that section. We need only prove that \( y \) centralizes \( O(N) \), for then \( C_N(O(N)) \neq S(N) \) as \( S(N) = O(N)Z(S) \) by Lemma 2.4.14. Thus the hypotheses of Lemma 2.4.16 will be satisfied and both (ii) and (iii) will follow from that lemma.

Let \( p \) be a prime divisor of \( |O(N)| \) and let \( R \) be an \( S \)-invariant Sylow \( p \)-subgroup of \( O(N) \). Also set \( K = N_0(R) \) and \( K_0 = C_0(R) \). It will suffice to show that \( K_0 \) is a \( Q \)-group. Indeed, assume that this is the case. We have \( S \subseteq K \) as \( R \) is \( S \)-invariant and consequently \( S \cap K_0 \) is a Sylow 2-subgroup of \( K_0 \) as \( K_0 \) is normal in \( K \). But then \( S \cap K_0 \) clearly contains a quaternion subgroup. However, Lemmas 2.1.1 and 2.1.2 imply that any quaternion subgroup of \( S \) contains \( y \). Thus \( y \in S \cap K_0 \) and so \( y \) centralizes \( R \). Since \( p \) is arbitrary, it will then follow that \( y \) centralizes \( O(N) \), as required.

By the Frattini argument \( N = O(N)K \), so \( K \) is a \( Q \)-group of characteristic power \( q \) and \( O(K) \subseteq O(N) \). Furthermore, we have \( S \subseteq K \), \( S(K) = O(K)Z(S) \) by Lemma 2.4.14, and \( K_0T = K_0<(x_2)> \) as \( x \in Z(N) \). On the other hand, \( x_2 \) either inverts or centralizes \( R \), by (i), and so \( K_0<(x_2)> = K_0T \) is normal in \( K \). Since \( Z(S) \) is cyclic, \( K_0T \neq S(K) \). But \( L_0S(K)/S(K) \) is the unique minimal normal subgroup of \( K/S(K) \) and is isomorphic to \( PSL(2, q) \) by Lemma 2.4.15, as \( q > 5 \). Since \( K_0TS(K)/S(K) \) is a nontrivial normal subgroup of \( K/S(K) \), it follows that \( L_0 \subseteq K_0TS(K) \). Since \( L_0 \) is nonsolvable and \( K_0S(K) \) is normal in \( K_0TS(K) \), this implies that \( K_0 \) is also nonsolvable. Since \( K_0 \) is a subgroup of the \( Q \)-group \( K \) and is invariant under the Sylow 2-subgroup \( S \) of \( N \), Lemma 2.4.17, together with Proposition 1.1 now yield that \( K_0 \) is a \( Q \)-group and the proposition is proved.

5. Reduction to local subgroups. This section is devoted to a proof that Theorem B* implies Theorem B. Hence, we assume throughout that Theorem B* holds and verify the statements (i), (ii), (iii), and (iv) of Theorem B.

We begin with the last assertion. Since every prime divisor of \( |O(N)| \) is inverted or centralized, by Theorem B*, the set \( \pi \) of prime divisors of \( |O(N)| \) which is neither centralized nor inverted is empty and \( O_\pi(O(N)) = 1 \). Proposition 4.1 applies and gives us the existence of a normal subgroup \( J \) of \( L_0 \) such that \( L_0 = JO(N) \),
$J$ centralizes $O(N)$, and either $J$ is isomorphic to $SL(2, q)$ and $J \cap O(N) = 1$ or $J$ is isomorphic to $SL^\sim(2, 9), q = 9,$ and $|J \cap O(N)| = 3$. Thus to complete the proof of (iv), it remains to establish that $G$ has quasi-dihedral Sylow 2-subgroups in the case that $J$ is isomorphic to $SL^\sim(2, 9)$.

Suppose then that $J$ is isomorphic to $SL^\sim(2, 9)$ and assume by way of contradiction that $G$ has wreathed Sylow 2-subgroups, in which case $D$ is wreathed. Since $q = 9$, we have $e = 1$ and $n = 3$, whence also $\delta = -1$. Setting $\mathcal{N} = N|O(N)$, we have $\mathcal{N} = \mathcal{L}$ by Proposition 2.3.3 as $q = 9$ and hence $O(C) \leq \mathcal{L}$. But $(q + \delta e)/2^n = 1$ in this case and consequently $O(C) = 1$ by Lemma 2.4.2. Thus $O(C) \subseteq O(N)$.

We claim next that $O(J) \subseteq O(C)$. Indeed, since $J$ is perfect and $O(N)$ is solvable, $J$ is the terminal member of the derived series of $L_0$ and so $J$ is characteristic in $L_0$. Hence $J$ is $S$-invariant and therefore so also is $J \cap O(N)$. But $J \cap O(N)$ contains $O(J)$ and so $J \cap O(N) = O(J)$ and is of order three. Furthermore, $D \cap J$ is a Sylow 2-subgroup of $J$ and so is generalized quaternion of order sixteen. Since $J$ is isomorphic to $SL^\sim(2, 9)$, $O(J) \subseteq Z(A)$ and hence $D \cap J$ centralizes $O(J)$. In addition, we know that $Z(D)$ is cyclic of order eight and, as $|O(J)| = 3$, hence $\mathfrak{T}^4(Z(D))$ necessarily centralizes $O(J)$. But $T \subseteq \mathfrak{T}^4(Z(D))(D \cap J)$ by Lemma 2.1.2 and, as the latter group centralizes $O(J)$, we conclude that $T$ centralizes $O(J)$. Thus $O(J) \subseteq O(C)$, as asserted.

Finally set $R = O_g(O(C))$. Since $O(J)$ is normal in $O(N)$ and $O(C) \subseteq O(N)$, we have that $O(J) \subseteq R$ and hence that $R \neq 1$. It follows therefore that $H = N(R)$ is a local subgroup of $G$. Since $J$ centralizes $O(N)$ and $O(N)$ contains $R$, we see that $J \subseteq H$. But clearly $J$ covers $L_0/O(N)$, so $H$ must be a $Q$-group of characteristic power $q$ by Proposition 1.1. On the other hand, $R$ is characteristic in $O(C)$ and hence in $C$, while $C$ is normal in $M$, so $R$ is normal in $M$ and $M \subseteq H$. Since $M/C$ is isomorphic to $Aut(T)$, we see that $|A_{AB}(T)|$ is divisible by three. Moreover, since $C$ is $D$-invariant, so also is $R$ and hence $D \subseteq H$. But now Proposition 1.1 forces $H$ to be a $D$-group or $QD$-group. This contradiction completes the proof of part (iv) of Theorem B.

The argument we have just given did not use anything about ordinary or exceptional primes, but was solely a consequence of the factorization $L_0 = JO(N)$ with $J$ isomorphic to $SL^\sim(2, 9)$ and normal in $L_0$. We record this result here for later use.

**Proposition 1.** If $L_0 = JO(N)$, where $J$ is normal in $L_0$, $J$ is isomorphic to $SL^\sim(2, 9)$, $q = 9$, and $J$ centralizes $O(N)$, then $G$ has quasi-dihedral Sylow 2-subgroups.

We continue our analysis of Theorem B. Let us look a little more at the structure of $N$. First, we have noted above that $J$ is the terminal member of the derived series of $L_0$ and so $J$ is characteristic in $L_0$ and is canonically determined. Since Theorem B holds, certainly $O(N) = AB$, where $A$ and $B$ are as defined in §1. Let $W = O(C) \cap J$. It follows, since $C$ has a normal 2-complement and $C \cap O(N) = A$, that $O(C) \cap L = WA$. Since $N/L$ is cyclic, we also have that $O(C)/O(C) \cap L$ is cyclic and that $O(C) \subseteq WA$.
Moreover, $O(C) \cap L$ is the direct product of $W$ and $A$. Indeed, if $J$ is isomorphic to $SL(2, q)$, in which case $J \cap O(N) = 1$, this is clear as $W \subseteq J$ and $A \subseteq O(N)$. Suppose, on the other hand, that $q = 9$ and $J$ is isomorphic to $SL^-(2, 9)$, in which case $|J \cap O(N)| = 3$. By what we have shown above, the Sylow 2-subgroups of $N$ are quasi-dihedral in this case. Since $x_2$ normalizes $J$ as $J$ is characteristic in $L_0$, it follows that $\langle J, x_2 \rangle$ has quasi-dihedral Sylow 2-subgroups, so that by Lemma 2.2.2, $\langle J, x_2 \rangle$ is isomorphic to $SU_1(2, 9)$ and $x_2$ inverts $O(J)$ which has order three. But $J \cap O(N) = O(J)$ and so $J \cap O(N)$ is contained in $B$. Thus, $W \cap A = 1$ in this case as well.

Finally, since $M/C$ is isomorphic with $\text{Aut}(T)$, it follows that there is a 3-element $a$ in $M$ and not in $C$ such that $x_1^a = x_2$, $x_2^a = x_3$, and $x_3^a = x_1$ and such that $a$ is inverted by the involution $x_2d$ which lies in $D - T$. This last condition holds since the normalizer of a Sylow 3-subgroup of $M$ covers $M/C$ and intersects $C$ in a subgroup of $O(C)$. We set $N_i = C(x_i), 1 \leq i \leq 3$, and let $J_i, W_i, A_i, B_i$, and so on, be the obvious subgroups of $N_i$. Here, of course, we have $N = N_1$.

The group $W$ is cyclic of order $(q + 8e)/2n$. In fact, if $J$ is isomorphic to $SL(2, q)$, this follows from Lemma 2.4.2, while if $J$ is isomorphic to $SL^-(2, 9)$, this is still true by Lemma 2.4.12 as $G$ has quasi-dihedral Sylow 2-subgroups and $\langle J, x_2 \rangle$ is isomorphic to $SU_1(2, 9)$ in this case.

We shall now prove assertions (i) and (ii) of Theorem B assuming (iii) holds. It will then remain to prove (iii); this we save for last. Under these hypotheses and with all the above notation, we first demonstrate the

**Lemma 1.** (i) $WA$ is normal in $M$;
(ii) $C_4(a) = 1$;
(iii) $A$ is cyclic of order dividing $|W|$.

**Proof.** (i) Since $O(C)/O(C) \cap L$ is cyclic, as mentioned above, it follows that $O(C) \cap L \subseteq O(C) \cap L$. If $\overline{N} = N/O(N)$, then $O(\overline{C}) = O(C)$ and $C_{O(C)}(O(C)) = O(C) \cap L = \overline{W}$ by Lemma 2.4.2. Hence

$$X = C_{O(C)}(O(C)) \subseteq O(C) \cap L = WA.$$

However, $W \subseteq X$ as $O(C) \subseteq O(C) \cap L = WA = W \times A$ and $W$ is cyclic. Now $x_2$ centralizes both $A$ and $N/L$. By the remarks at the beginning of §4 of Chapter II, $d \in L_0$ and so $d \in J$. But then also $d$ centralizes both $A$ and $N/L$. Hence, $x_2d$ centralizes $O(C)/O(C) \cap L$ and $O(C) \cap L/W$. But $x_2d$ is an involution and $O(C)$ is of odd order, so $x_2d$ centralizes $O(C)/W$. Thus, $x_2d$ centralizes $O(C)/X$. Since $X$ is characteristic in $O(C)$, by its definition, $X$ is normal in $M$. Since $x_2d$ inverts $a$, we have that $a$ centralizes $O(C)/X$. However, as $M = \langle C, x_2d, a \rangle$, this implies that every normal subgroup of $C$ contained in $O(C)$ and containing $X$ is normal in $M$. In particular, $X \subseteq WA \subseteq O(C)$ and $WA = O(C) \cap L$ is normal in $C$, so $WA$ is normal in $M$, as desired.
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(ii) If \( u \in C_A(a) \), then \( a \in C(u) \). However, if \( u \neq 1 \), \( C(u) \leq N \), since we are assuming, for now, that part (iii) of Theorem B is valid. But \( a \notin N \) as \( x_1 \) and \( x_2 \) are not conjugate in \( N \) and \( x_1^2 = x_2 \). Hence \( u = 1 \) and (ii) is proved.

(iii) By (i), we have that \( A \subseteq WA \). Since \( WA \) is the direct product of \( W \) and \( A \), and \( W \) is cyclic, it will follow that \( A \) is cyclic and is of order dividing \( |W| \) provided we can show that \( A \cap A = 1 \). However, suppose that \( A \cap A \neq 1 \). Hence, there exist nonidentity elements \( u \) and \( v \) of \( A \) such that \( u^a = v \). But \( x_2d \) centralizes \( A \) and inverts \( a \), so \( u^{-1} = v \). Thus \( u^a = u \), whence \( x^a = u \) as \( a \) is a 3-element and again \( a \in C(u) \leq N \), giving the same contradiction as in (ii), and (iii) is proved.

Since \( W \) is of order \( (q + 5)/2^a \), in order to establish (i) of Theorem B, assuming Theorem B* and part (iii) of Theorem B, we need only prove that \( AB \) is a Frobenius group with kernel \( B \) and complement \( A \), when \( A \neq 1 \) and \( B \neq 1 \). However, if \( A \neq 1 \) and \( B \neq 1 \) and this is not true, then there is an element \( u \) of prime order \( p \) in \( A \) such that \( C_B(u) \neq 1 \). Since \( A \) and \( W \) are cyclic and \( |A| \) divides \( |W| \) by the preceding lemma, we have that \( AW \) possesses a characteristic subgroup \( R \) of type \( (p, p) \) and that \( R = \langle u \rangle \cap W \). But \( B \) centralizes \( W \), so \( C_B(R) \neq 1 \) as \( C_B(u) \neq 1 \). But \( WA \) is normal in \( M \) by the preceding lemma and \( R \) is characteristic in \( WA \), so \( H = N(R) \) contains \( M \) as well as \( C_B(R) \). Thus \( a \in H \), so \( C_B(R) \leq C(R) \leq C(u) \). Therefore \( C_B(R) \leq N \) by part (ii) of Theorem B. But \( C_B(R) \) is inverted by \( x \) since the fact that \( x_3 \) inverts \( B \) implies that \( x = x_1 = x_3 \) inverts \( B^a \). This contradiction completes the proof.

We next demonstrate (ii) of Theorem B. Setting \( U = C_B(T) \), we have that \( U \) normalizes both \( A \) and \( B \) as \( A = C_{o(N)}(T) \) and \( B = [O(N), T] \). If \( G \) has quasi-dihedral Sylow 2-subgroups, then \( U = T \), so \( U \) centralizes \( A \) and \( U/C_B(B) = T/\langle x \rangle \) has order 2 and inverts \( B \). Since \( n = 1 \) in this case, all parts of (ii) hold. Hence we can suppose that \( G \) has wreathed Sylow 2-subgroups, in which case \( D \) is a Sylow 2-subgroup of \( N \) and \( U \) is the unique abelian subgroup of index two in \( D \). Moreover, \( J \) is isomorphic to \( SL(2, q) \) by part (iv) of Theorem B.

We known that \( D \cap J \) is the unique generalized quaternion subgroup of \( D \) of order \( 2^{n+1} \). It follows therefore from Lemma 2.1.2 that \( U \cap J \neq 1 \) and that \( U = D' \times V \), where \( V \) is cyclic of order \( 2^n \) and \( \Omega_2(V) = \langle x_3 \rangle \). (In fact, we can take \( V = \langle s \rangle \) in the notation of that lemma.) Since \( x_3 \) inverts \( B \), \( V \) must act regularly on \( B \). On the other hand, \( D' \) centralizes \( B \) as \( D' \leq J \) and \( J \) centralizes \( O(N) \). We conclude that \( D' = C_B(B) \) and that \( U/C_B(B) \) is cyclic of order \( 2^n \) and acts regularly on \( B \).

Thus to complete the proof of (ii), we need only show that \( U \) centralizes \( A \). Suppose false, in which case \( A_1 = [U, A] \neq 1 \). By Lemma 2.4.2, applied to \( JD \), we have that \( U \) centralizes \( W \) and consequently \([U, WA] = [U, A] = A_1 \). On the other hand, \( U \) is a Sylow 2-subgroup of \( C \) and \( C \) is normal in \( M \), so by the Frattini argument there is a 3-element of \( M - C \), which without loss we may assume to be \( a \), which normalizes \( U \). But \( a \) also leaves \( WA \) invariant as \( WA \) is normal in \( M \) by Lemma 1. Therefore \( a \) also leaves \( A_1 = [U, WA] \) invariant. Moreover, \( D \) leaves \( A_1 \)
invariant as it normalizes both \( U \) and \( A \). Hence, if \( p \) is a prime divisor of \(|A_1|\) and we set \( H = N(O_p(A_1)) \), then \( H \) is a local subgroup of \( G \) containing \( a, D, \) and \( J \). Since \( a \in H \), \(|N_{H}(T)|\) is divisible by three, so \( H \) is either a \( D \)-group or a \( QD \)-group by Proposition 1.1. On the other hand, since \( J \subseteq H \), the same proposition forces \( H \) to be a \( Q \)-group of characteristic power \( q \), a contradiction. Thus \( U \) centralizes \( A \) and part (ii) of Theorem B is completely proved.

We are now left with demonstrating part (iii) of Theorem B. We shall accomplish this with a sequence of lemmas. Let \( u \) be a nonidentity element of \( O(N) \). We wish to prove that \( H = N(\langle u \rangle) \subseteq N \); hence we may assume that \( u \) has prime order \( r \). Moreover, since \( O(N) \) is solvable and \( A \) and \( B \) have relatively prime orders, we may assume that \( u \in A \) or \( u \in B \). In particular, \( \langle u \rangle \) is \( T \)-invariant, so \( T \subseteq H \).

**Lemma 2.** The subgroup \( H \) contains \( J \), is a \( Q \)-group of characteristic power \( q \) and \( H = O(H)(H \cap N) \).

**Proof.** We know that \( H \) is a local subgroup of \( G \) containing \( x \). Furthermore, \( J \subseteq H \) as \( J \) centralizes \( O(N) \) by part (iii) of Theorem B, which we have already proved. Since \( J \) covers \( L_0/O(N) \), the lemma now follows from Proposition 1.1.

In the case that \( J \cap O(N) \neq 1 \), we have

**Lemma 3.** If \( J \) is isomorphic to \( SL^-(2, 9) \), then \( A = 1 \).

**Proof.** Indeed, in this case, \( q = 9, |A| \) divides 5, and \( J \cap O(N) \subseteq B \) as it is inverted by \( x_2 \). But \( A(J \cap O(N)) \) is a Frobenius group if \( A \neq 1 \), which is impossible as \( |J \cap O(N)| = 3 \). Hence, \( A = 1 \).

Suppose now that \( J \subseteq N \). Lemma 2 implies that \( O(H) \subseteq N \), so there is a \( T \)-invariant Sylow \( p \)-subgroup \( R \) of \( O(H) \) for some prime \( p \) dividing \( |O(H)| \), such that \( R \subseteq N \). Hence with the usual \( T \)-decomposition notation of §8 of Chapter II, we have \( R_i \neq 1 \) for \( i = 2 \) or 3. We first investigate the structure of \( R \) and \( H \).

**Lemma 4.** The following conditions hold:

(i) \( R \) is abelian and inverted by \( x \);

(ii) \( R_i = 1 \) and \( R_i = R_i' \), \( 2 \leq i \leq 3 \);

(iii) \( R_i \) is an abelian subgroup of \( J_i B_i \), \( 2 \leq i \leq 3 \).

**Proof.** It will suffice to show that \( R \) is inverted by \( x \). Indeed, if that is so, then \( R \) is abelian and \( R_i = 1 \). Thus, \( R \) is the direct product of \( R_2 \) and \( R_3 \) and \( R_i = R_i', 2 \leq i \leq 3 \). Moreover, \( R_i \subseteq O(N) \) as \( x \) centralizes \( N_i/J_i O(N) \), this quotient being isomorphic to \( N/L_0, 2 \leq i \leq 3 \). Hence \( R_i \subseteq J_i B_i \) as \( x \) centralizes \( A_i \) and \( J_i O(N)/J_i B_i \) is isomorphic to \( A_i, 2 \leq i \leq 3 \), so all parts of the lemma will hold.

Hence, we assume that \( R \) is not inverted by \( x \) and derive a contradiction. It follows that \( R_i \neq 1 \). Moreover, \( R_i \subseteq R \) as \( R_i' \neq 1 \) for some \( i, 2 \leq i \leq 3 \). Hence by Lemma 2.8.1, there is a nontrivial \( T \)-invariant \( p \)-subgroup \( R^* \) of \( R \) centralizing \( R_i \) such that \([R^*, x] = R^*\).
We claim next that $R_1 \subseteq O(N)$. Indeed, $J \subseteq H$ by Lemma 2 and $R_1 \subseteq N \cap O(H)$ by definition of $R$ and $H$, so $[J, R_1]$ is a subgroup of $N$ of odd order. Setting $\overline{R} = N/O(N)$, it follows that $[\overline{R}, \overline{R}_1]$ has odd order as $J = \overline{J}$, Since $|\overline{R}_1|$ is odd, Lemma 2.4.7 now yields that $\overline{R}_1 = 1$, whence $R_1 \subseteq O(N)$, as asserted.

Thus $R_1$ is a subgroup of a $T$-invariant Sylow $p$-subgroup of $O(N)$. Since we are assuming Theorem B*, it follows therefore from Lemma 2.3 for any $v \neq 1$ in $R_1$ that every $T$-invariant $p$-subgroup of $C(v)$ lies in $N$. But $R_1 \subseteq C(v)$ as $R_1$ centralizes $R_1$ and $R$ is $T$-invariant by construction. Since $[R^*, x] = R^*$, we conclude that $R^* = 1$, which is not the case. Hence $R_1 = 1$ and the proof is complete.

Before going on, we require a subsidiary result:

**Lemma 5.** Any subgroup of $L_0$ which covers $L_0/O(N)$ contains $J$.

**Proof.** Let $X$ be a subgroup of $L_0$ covering $L_0/O(N)$. Since $L_0/O(N)$ is perfect, it follows that each member of the derived series of $X$ covers $L_0/O(N)$. In particular, the terminal member $X_0$ does. However, as we have noted at the beginning of this section, $J$ is the terminal member of the derived series of $L_0$, whence $X_0 \subseteq J$.

However, $X_0$ covers $L_0/O(N)$, so this implies that $X_0$ covers $J/J \cap O(N)$. Thus, $X_0 = J$ and certainly $X \supseteq J$.

**Lemma 6.** The following conditions hold:

(i) $J$ normalizes $R$.

(ii) $R_2$ and $R_3$ are conjugate in $H$.

**Proof.** We first observe that (ii) will follow from (i). In fact, $d \in J$ and $x_2^d = x_3$. Hence, if $J$ normalizes $R$, so does $d$. Thus,

$$R_3 = C_R(x_3) = C_R(x_2)^d = R_2^d$$

and (ii) holds.

It remains to establish (i). We set $H_0 = N_H(R)$ and must demonstrate that $J \subseteq H_0$.

In any case, $J \subseteq H$, by Lemma 2. It now suffices to show that

$$H \cap N = (H_0 \cap N)(O(H) \cap N).$$

Indeed, suppose this factorization holds. Since $[J, O(H) \cap N]$ has odd order, it follows from Lemma 2.4.7 exactly as in the proof of Lemma 4 above that $O(H) \cap N \subseteq O(N)$. Since $J \subseteq H \cap N$, the given factorization thus implies that $(H_0 \cap N)O(N) \supseteq J$. Hence, $H_0 \cap N$ is a subgroup of $N$ covering $L_0/O(N)$, so $H_0 \cap N \supseteq J$ by the previous lemma.

We now derive the required factorization. It suffices to show that $H \cap N \subseteq (H_0 \cap N)O(H)$. But $H \cap N$ covers $H/O(H)$ by Lemma 2 and $H_0 \cap N \subseteq H \cap N$, so it is enough to prove that $H_0 \cap N$ covers $H/O(H)$. However, $H_0$ covers $H/O(H)$ by the Frattini argument. Moreover, $O(H)x$ is central in $H/O(H)$ and $x \in H_0$ inasmuch as $x \in H$ and $x$ normalizes $R$. Thus, $(O(H) \cap H_0)x$ is central in $H_0/O(H) \cap H_0$, so $H_0 = (H_0 \cap N)(O(H) \cap H_0)$ by the Frattini argument and we are done.
Lemma 7. Either $R_i \cap B_i \neq 1$, $2 \leq i \leq 3$, or the following conditions hold:

(i) $q = p^m = |R_2| = |R_3|$ for a suitable positive integer $m$;

(ii) $u \in B$.

Proof. Assume for the sake of definiteness that $R_2 \cap B_2 = 1$. We shall prove that (i) and (ii) hold. Since $R_2 \subseteq J_2 B_2$ by Lemma 4, it follows that $R_2$ is isomorphic to a $p$-subgroup $P_2$ of $J_2$.

Suppose that $p$ is not the characteristic of $J_2$. It follows from Lemma 2.4.1 that $P_2$ is cyclic, so $R_2$ is cyclic as well. But $R_2$ and $R_3$ are conjugate in $H$ by Lemma 6, so $R_3$ is cyclic. Since $x$ inverts $R$, by Lemma 4, and $J$ normalizes $R$, by Lemma 6, we have that either $J$ or $J/O(J)$ is faithfully represented on the Frattini quotient group of $R$, which is elementary abelian of order $p^2$. Hence, $J$ or $J/O(J)$ is isomorphic with a subgroup of $GL(2, p)$. Since $J$ is perfect, $J$ or $J/O(J)$ is isomorphic with a subgroup of $SL(2, p)$. Moreover, $J$ is not solvable and is not of characteristic $p$, so Lemma 2.4.8 now forces $q = 5$, contrary to our assumption $q > 5$.

Hence, $p$ is the characteristic of $J_2$. Since $J_2$ has characteristic power $q$, we have now established that $q = p^m$ for a suitable integer $m$. Since $P_2$ is a $p$-subgroup of $J_2$ and $J_2$ has characteristic power $q$, it follows from Lemma 2.4.1 that $|P_2| \leq q$ and $P_2$ is elementary abelian. Thus, $R_2$ is elementary abelian of order at most $q = p^m$, so $R$ is elementary of order at most $p^{2m}$, since $R = R_2 R_3$ by Lemma 4 while $|R_3| = |R_3|$ by Lemma 6. Hence, in order to establish (i), it suffices to show that $|R| \geq p^{2m}$. But $J$ or $J/O(J)$ is faithfully represented on $R$, so $|R| \geq p^{2m}$ by Lemma 2.4.18.

Suppose now that (ii) is false. In this case $u \in A$, by our choice of $u$, and $T$ centralizes $u$. We shall show that $J_2 \subseteq H$, which will contradict the factorization $H = O(H) C_H(u)$ obtained in Lemma 2.

First, $u \in N_2$ since $x \in T$ and $T$ centralizes $u$. Moreover, $R_2$ centralizes $u$. Indeed, $\text{Aut}(\langle u \rangle)$ is abelian and $R_2 = [R_2, x]$ as $R_2 = R'_2$ by Lemma 4, and so $R_2 \subseteq H' \subseteq C(u)$. We set $\bar{N}_2 = N_{R_2}(O(N_2))$; it follows from above that $\bar{N}_2 = \bar{R}_2$ and $\bar{R}_2$ is a Sylow $p$-subgroup of $\bar{J}_2$. Furthermore, $u$ has prime order $r$ by choice. Since $R_1 = 1$ by Lemma 4 and $\langle u \rangle$ is normal in $H$, it follows that $r \neq p$. On the other hand, since $\bar{R}_2$ is a Sylow $p$-subgroup of $\bar{J}_2$, it follows from Lemma 2.4.4 that $C_{R_2}(\bar{R}_2) = Z(\bar{N}_2) \bar{R}_2$. Since $r \neq p$ and $Z(\bar{N}_2)$ is a 2-group, $C_{R_2}(\bar{R}_2)$ is thus an $r'$-group. Since $\bar{u} \in C_{R_2}(\bar{R}_2)$, we conclude that $\bar{u} = 1$. Thus $u \in O(N_2)$, so $J_2$ centralizes $u$ and $J_2 \subseteq H$, as desired.

We know that $R'_2 \neq 1$ or $R'_3 \neq 1$ and so $R_2 \neq 1$ or $R_3 \neq 1$ by Lemma 4. But $R_2$ and $R_3$ are conjugate in $H$ by Lemma 6, so $R_2 \neq 1$ and $R_3 \neq 1$. We now set $K = C(R_2)$ and shall study this group in the next two lemmas. The final contradiction will come from the interrelations of $H$ and $K$.

Lemma 8. $K$ is $T$-invariant and either $K$ is a $Q$-group and $K = O(K)(K \cap N_2)$ or $K$ has a normal 2-complement.

Proof. We treat the quasi-dihedral and wreathed cases separately. The latter, being easier, is considered first. In this case, $D$ is wreathed of height $n$ and $D \cap J$
is the unique generalized quaternion subgroup of $D$ of order $2^{n+1}$. Moreover, by Lemma 2.1.2, $C_D \cap f(x_2) = D'$ and so is cyclic of order $2^n$. Now $J$, and hence $D \cap J$, normalizes $R$ by Lemma 6 and $T$ normalizes $R$ by construction, so $TD'$ normalizes $R_2 = C_R(x_2)$. Thus $K = C(R_2)$ is $TD'$-invariant. In addition, since $x$ inverts $R_2$ and $x$ is the unique involution of $D'$, we have $K \cap D' = 1$. We see then that all the conditions of Lemma 2.3.3 are satisfied with $KD'$, $K$, and $D'$ in the roles of $H$, $K$, and $A$, respectively. We conclude that either $KD'$, and hence also $K$, has a normal 2-complement or that $K$ is a $Q$-group with generalized quaternion Sylow 2-subgroups. Finally, in the latter case, we note that $x_2 \in K$ as $x_2$ centralizes $R_2$ and so $\langle x_2 \rangle$ is the center of some Sylow 2-subgroup of $K$. Hence $K = O(K)C_R(x_2) = O(K)(K \cap N_2)$ by Proposition 2.3.1. Thus the lemma holds when $D$ is wreathed.

Suppose next that $G$ has quasi-dihedral Sylow 2-subgroups. Again we have that $x_2 \in A$ and that $x$ inverts $R_2$, so $K$ is $T$-invariant and $K$ is of index two in $KT$. Thus a Sylow 2-subgroup of $K$ is not a Sylow 2-subgroup of $G$ and so is not quasi-dihedral, which implies that $K$ is not a $QD$-group. Hence by Proposition 1.1 $K$ is either a $Q$-group, a $D$-group, or has a normal 2-complement. We assert that $K$ is not a $D$-group; we assume that it is and derive a contradiction.

First, $R_2 \cap B_2 = 1$. Indeed, if $R_2 \cap B_2 \neq 1$, then $N(R_2 \cap B_2)$ contains $J_2$ as well as $K$. This implies that $N(R_2 \cap B_2)$ covers $J_2O(N_2)/O(N_2)$ and so is a $Q$-group of characteristic power $q$ by Proposition 1.1. As such it cannot contain the $D$-group $K$ by Lemma 2.4.17. Thus $R_2 \cap B_2 = 1$ and now the preceding lemma implies that $q = p^m$ for some integer $m$.

On the other hand, $K$ is of index two in $KT$ and $K$ is a $D$-group, so $KT$ is also a $D$-group by Proposition 2.1.1. Furthermore, a Sylow 2-subgroup of $KT$ is either dihedral of order at least eight or quasi-dihedral, by the structure of $D$-groups enunciated in Proposition 2.3.4. We choose a Sylow 2-subgroup $S^*$ of $KT$ which contains $T$. It follows that $|Z(S^*)| = 2$ and $Z(S^*) \subseteq T$, no matter which structure $S^*$ has. But $K \cap S^*$ is normal in $S^*$ and is not trivial, so $Z(S^*) \subseteq K$. Since $x_2$ is the unique involution of $T$ which centralizes $R_2$, we conclude that $\langle x_2 \rangle = Z(S^*)$. In particular, $S^* \subseteq N_2$. If we set $\overline{N}_2 = N_2/O(N_2)$, we have that $\overline{R}_2$ is an $S^*$-invariant $p$-subgroup of $\overline{J}_2$. Moreover, $\overline{R}_2 \neq 1$ as $R_2 \subseteq J_2B_2$ and $R_2 \cap B_2 = 1$. However, this is impossible by Lemma 2.4.9 as $\overline{J}_2$ has characteristic $p$ and $S^*$ contains a dihedral subgroup of order eight.

Thus, $K$ is a $Q$-group or has a normal 2-complement. It remains to demonstrate in the former case that $K = O(K)(K \cap N_2)$. However, $K \cap S^*$ is of index two in $S^*$ and $K \cap S^*$ is a Sylow 2-subgroup of $K$. Hence, if $K$ is a $Q$-group, $K \cap S^*$ is necessarily generalized quaternion and now the desired conclusion follows exactly as in the wreathed case.

**Lemma 9.** The following containments hold:

(i) $\langle B_2, u \rangle \subseteq K$;

(ii) $u \in O(K)$ if $u \in B$. 
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Proof. We have proved in Lemma 4 that $R_2 \subseteq J_2 B_2$. Since $B$ centralizes $J$ and $B_2$ is abelian, it follows that $B_2 \subseteq C(R_2) = K$. Moreover, $R_2 = R'_2$, so $R_2$ is inverted by $x$. Since $R_2 \subseteq H$, we have that $R_2$ normalizes $\langle u \rangle$. But $x$ inverts or centralizes $u$, so $R_2$ must centralize $u$. Hence, $u \in K$ and (i) is valid.

Assume next that $u \in B$; we shall establish (ii). If $K$ has a normal 2-complement, then this is automatic. If not, then Lemma 8 yields that $K$ is a $Q$-group and $K = O(K)(K \cap N_2)$, whence $[x_2, K] \subseteq O(K)$. But $u \in B$, so $x_2$ inverts $u$ and again $u \in O(K)$.

We are now ready to derive the final contradictions and thus establish assertion (iii) of Theorem B. Suppose first that $u \in B$, so $u \in O(K)$ by the previous lemma. Moreover, $B_2 \subseteq K$ by the same result. Since $\langle u \rangle$, $B_2$, and $O(K)$ are $T$-invariant and $u$ has prime order $r$, it follows that $O(K)B_2$ possesses a $T$-invariant Sylow $r$-subgroup $Q$ which contains $u$. But $x = x_1$ centralizes $u$ and $x_2$ inverts $u$, as $u \in B$, so $Q'_1 \neq 1$ in the $T$-decomposition of $Q$. On the other hand, $B_2$ is inverted by $x$ and centralized by $x_2$ and $r$ divides $|B_2|$ as $|B_2| = |B|$ and $u \in B$ has order $r$. Thus, $Q'_2 \neq 1$ as well and so $Q \supseteq Q_1$.

By Lemma 2.8.1, there is a $T$-invariant subgroup $Q^*$ of $Q$ centralizing $Q_1$ such that $[Q^*, x] \neq 1$. But $u \in Q_1$ as $u \in Q$ and so $Q^*$ is a $T$-invariant $r$-subgroup of $C(u)$ not centralized by $x$. Since $r$ is an ordinary prime, by Theorem $B^*$, which we are assuming, this contradicts Lemma 2.3.

In particular, we may now assume that if $v$ is any nonidentity element of $B$, then $N(\langle v \rangle) \subseteq N$. We shall use this in dealing with the case that $u \in A$.

Finally, assume that $u \in A$, which is the only remaining possibility, by our choice of $u$. Hence, by Lemma 7, $R_2 \cap B_2 \neq 1$. If $v \in R_2 \cap B_2$ and $v \neq 1$, then $v^{-1}$ is a nonidentity element of $B = B_1$. Thus $N(\langle v^{-1} \rangle) \subseteq N$, so $N(\langle v \rangle) \subseteq N_2$. We shall contradict this fact.

Since $R$ is abelian, we have that $R \subseteq K$. However, $x_2$ inverts $R_2 = R'_2$, so $R_2 \subseteq O(K)$ by Lemma 8. In particular, $x_2$ does not centralize a $T$-invariant Sylow $p$-subgroup $R^*$ of $O(K)$; that is, $R^* \not\supset R^* \cap N_2$. Thus, by Lemma 2.8.1, $C_{R^*}(R^* \cap N_2) \not\subseteq R^* \cap N_2$, so $C(R^* \cap N_2) \not\subseteq N_2$. But $R_2 \subseteq R^* \cap N_2$ as $R_2$ is normal in $K$. Hence, choosing $v$ as above, we have $v \in R_2 \subseteq R^* \cap N_2$ and therefore $C(v) \supseteq C(R^* \cap N_2)$. Thus $C(v) \not\subseteq N_2$, which yields the desired contradiction $N(\langle v \rangle) \not\subseteq N_2$. This completes the proof.

6. Properties of the elements of $L(p)$. There are two key results on the elements of the important collection $L(p)$ of $p$-local subgroups of $G$ which we shall establish in this section. They are as follows:

Proposition 1. If $p$ is an exceptional prime and $H \in L(p)$, then $H$ is $p$-constrained within $S(H)$.

This is an extension of part of Theorem 1.1, which states that there is at least one element of $L(p)$ satisfying this proposition. The next result is a "pushing-up" lemma.
Proposition 2. If \( H \in \mathcal{L}(p) \) for a prime \( p \), \( R_1 \) is a nonidentity \( D \)-invariant \( p \)-subgroup of \( O(H) \) and \( N(R_1) \) covers \( H/O(H) \) and contains a Sylow \( p \)-subgroup of \( O(H) \), then \( N(R_1) \in \mathcal{L}(p) \).

This will be used in the following form:

Corollary 1. If \( p \) is an exceptional prime, \( H \in \mathcal{L}(p) \), \( R^* \) is a Sylow \( p \)-subgroup of \( H \) with \( R^* \cap O(H) \) being \( D \)-invariant and if \( O_p(H)Z(J(R^*)) \) is normal in \( H \), then \( N(Z(J(R^*))) \in \mathcal{L}(p) \).

Proof (of Proposition 1). Let \( H \) be an element of \( \mathcal{L}(p) \). As usual, it follows from Lemma 1.1 that \( H \) contains a \( D \)-invariant Sylow \( p \)-subgroup \( R \) of \( O(N) \) and that \( R \leq O(H) \). Let \( R^* \) be a \( D \)-invariant Sylow \( p \)-subgroup of \( O(H) \) containing \( R \).

First, suppose that \( R^* \supseteq R \). The hypotheses of Lemma 3.3 apply and we deduce that \( H \) is \( p \)-constrained within \( O(H) \) and consequently \( p \)-constrained within \( S(H) \). Hence we may assume that \( R^* = R \).

Let \( S \) be a Sylow 2-subgroup of \( H \) normalizing \( R \). Since \( H \) covers \( L/O(N) \) by Lemma 1.1, \( S \) is a Sylow 2-subgroup of \( G \) and consequently is a Sylow 2-subgroup of \( N(R) \). However, \( N(R) \) is \( p \)-constrained within \( S(N(R)) \) by Lemma 3.2. Thus \( C_2(R) \subseteq Z(S) \) by Lemma 2.6.2. But \( C_2(R) \) is also a Sylow 2-subgroup of \( C_2(R) \), so \( H \) is \( p \)-constrained within \( S(H) \), again by Lemma 2.6.2. This proves the proposition.

Proof (of Proposition 2). First, we note that \( N(R_1) \) contains \( D \) inasmuch as \( R_1 \) is \( D \)-invariant by assumption.

Next, we show that \( N(R_1) \) contains a Sylow \( p \)-subgroup of \( O(N) \). Since \( N_{O(H)}(R_1) \) is \( D \)-invariant and contains a Sylow \( p \)-subgroup of \( O(H) \), by hypothesis, it follows that there is a \( D \)-invariant Sylow \( p \)-subgroup \( R^* \) of \( O(H) \) containing \( R_1 \) as a normal subgroup. However, any two \( D \)-invariant Sylow \( p \)-subgroups of \( O(H) \) are conjugate by an element of \( C_{O(H)}(D) \) and there is a \( D \)-invariant Sylow \( p \)-subgroup of \( O(N) \) contained in \( O(H) \), by Lemma 1.1. It follows that \( C_{O(H}^N(x) \) is a Sylow \( p \)-subgroup of \( O(N) \) (and it is \( D \)-invariant since \( R^* \) is and \( x \in Z(D) \)). But \( N(R_1) \supseteq R^* \), so our assertion is valid.

Hence, it remains to establish the covering property to show that \( N(R_1) \in \mathcal{L}(p) \). Let \( K = N_q(R_1) \), so \( K \subseteq N(R_1) \); it suffices to show that \( K \) covers \( L_0/O(N) \).

We set \( H_0 = (L_0 \cap H)O(H) \) and claim that \( H_0/O(H) \) and \( L_0/O(N) \) are incident sections. Indeed, \( O(N) \cap H_0 \subseteq O(H) \), \( O(H) \cap N \subseteq O(N) \), \( H \) covers \( L_0/O(N) \), and \( N \) covers \( H/O(H) \), so this is clear. In particular, \( L_0/O(N) \) and \( H_0/O(H) \) are isomorphic.

The subgroup \( K \) covers \( H/O(H) \) by the Frattini argument. Let \( K_0 = H_0 \cap K \), so \( H_0/O(H) \) and \( K_0/O(H) \cap K \) are incident sections. Moreover, \( O(H) \cap K = O(K) \) since \( K \) covers \( H/O(H) \). Furthermore, \( x \in K \) and \( K/O(K) \) is a \( Q \)-group with the image of \( x \) central. Thus, \( K \cap N \) covers \( K/O(K) \). In particular, \( K \cap N \) is incident with \( K_0/O(K) \). Thus, \( L_0/O(N) \) is isomorphic to \( K_0 \cap N/O(K) \cap N \).
However, 
\[ K_0 \cap N \leq H_0 \cap N = O(H)(L_0 \cap H) \cap N \leq L_0, \]
as \( O(H) \cap N \leq O(N) \). Finally, 
\[ O(N) \cap (K_0 \cap N) \leq O(N) \cap H \cap K \leq O(H) \cap K \cap N = O(K) \cap N. \]

Thus, Lemma 2.8.6 applies to the sections \( L_0/O(N) \) and \( K_0 \cap N/O(K) \cap N \) and they are incident. In particular, \( K_0 \) covers \( L_0/O(H) \) and \( K_0 \leq K \). This proves the proposition.

**Proof (of Corollary 1).** We set \( Z = Z(J(R^*)) \) and we shall verify that \( Z \) satisfies the conditions for \( R_1 \) in Proposition 2; this will suffice for the proof.

First, \( Z \leq O(H) \). Indeed, \( O_p(J(R)) \leq S(H) \) since \( H \) is \( p \)-constrained within \( S(H) \) by Proposition 1. Thus, \( O_p(H)Z \leq S(H) \) as \( Z \) is a \( p \)-group and \( O_p(H)Z \) is normal in \( H \) by assumption. However, \( H \) is a \( Q \)-group, since \( H \in \mathcal{L}(p) \), so \( S(H) \) has \( O(H) \) as a normal \( 2 \)-complement by Lemma 2.4.14. Consequently \( Z \leq O(H) \), as asserted.

It follows that \( Z \) is \( D \)-invariant. In fact, \( Z = O_p(H)Z \cap R^* \). But \( Z \leq O(H) \), so 
\[ Z = O_p(H)Z \cap (R^* \cap O(H)). \]

However, \( O_p(H)Z \), being normal in \( H \), is \( D \)-invariant and \( R^* \cap O(H) \) is, by assumption. Thus \( Z \) is also \( D \)-invariant.

Moreover, \( Z \) is normal in \( R^* \), by definition of \( Z \); it follows that \( N(Z) \) covers \( H/O_p(H)Z \), so \( N(Z) \) covers \( H/S(H) \), as we have seen that \( O_p(H)Z \leq S(H) \). But \( S(H) = O(H)Z(D) \) by Lemma 2.4.14 as \( H \) is a \( Q \)-group and \( H = O(H)(H \cap N) \). Since \( Z \) is \( Z(D) \)-invariant, it follows that \( N(Z) \) covers \( H/O(H) \) and the corollary is proved.

7. A subgroup of \( C \). In this section and the two that follow, we let \( p \) be a fixed prime divisor of \( |O(N)| \) such that \( p \) divides \( |C \cap L| \) and \( p \) is not stationary in the case that \( N \) is not \( p \)-constrained within \( S(N) \); our purpose here is to construct a very important nonidentity \( p \)-subgroup \( Q \) of \( C \). Its normalizer \( N(Q) \) will then be a \( p \)-local subgroup of \( G \) of a very special sort. This will lead to the study of another family of \( p \)-local subgroups of \( G \); the existence of \( Q \) will show that the family is nonempty. These local subgroups will then turn out to be \( D \)-groups which "mesh" with \( N \) in a nontrivial way.

We now fix a \( D \)-invariant Sylow \( p \)-subgroup \( P \) of \( C \). Since \( DPO(N) \) is solvable, there exist \( DP \)-invariant Sylow \( p \)-subgroups of \( O(N) \); we let \( R \) be such a subgroup and fix it. Hence, by Lemma 2.1, \( N \) is \( p \)-constrained within \( S(N) \) if and only if \( C_N(R) \subseteq S(N) \); moreover, if \( C_N(R) \not\subseteq S(N) \), then \( C_N(R) \) covers \( L_0/O(N) \), again by Lemma 2.1.

The main result of this section is as follows:

**Proposition 1.** There is a nonidentity characteristic subgroup \( Q \) of \( P \) and a \( Q \)-subgroup \( N^* \) of \( G \) with the following properties:
(i) $N^*$ is $p$-constrained within $S(N^*)$, covers $L/O(N)$, and contains $DQ$.
(ii) $C^* = N_{C \cap N^*}(Q)$ covers $C \cap L/C \cap S(L)$.
(iii) There is a $DQ$-invariant Sylow $p$-subgroup $R^*$ of $O_{p',p}(N^*)$, such that $C_\sigma(QC_{\nu}(Q)) \subseteq C^*$.

The exceedingly complicated form of the result is due to the fact that the proof divides into a number of separate cases. Let us, in advance, examine one of the easier possibilities, in order to gain insight into the nature of the proposition.

Thus, suppose that $N$ itself is $p$-constrained in $S(N)$. We set $N^* = N$ and also assume that $Q$ is some nonidentity characteristic subgroup of $P$. Let us see what the conditions amount to under these special hypotheses. First, (i) is clear as $N$ certainly covers $L/O(N)$ and contains both the subgroups $D$ and $Q$. Hence, only the second and third conditions need to be met.

However, even that requirement is simplified in this case. Indeed, $C^* = N_{C}(Q)$ as $C \cap N^* = C \cap N = C$. Moreover, $N$ is $p$-constrained within $S(N)$, so $O_{p',p}(N) \subseteq S(N)$. Since $S(N)$ has a normal 2-complement by Lemma 2.4.14, so does $DQO_{p',p}(N)$ and hence there does exist a $DQ$-invariant Sylow $p$-subgroup $R^*$ of $O_{p',p}(N)$. For any such Sylow subgroup, we have

$$C_\sigma(QC_{\nu}(Q)) \subseteq C_\sigma(Q) \subseteq N_{C}(Q) = C^*.$$

Hence the only other condition $Q$ needs to satisfy (besides being a nonidentity characteristic subgroup of $P$) is that $N_{C}(Q)$ covers $C \cap L/C \cap S(L)$.

Let us conclude this introductory explanation by exhibiting the appropriate subgroup $Q$ under one further assumption. We suppose that $p$ does not divide $|C : C \cap O(N)|$. This is indeed the case except for a finite number of primes for a given value of the characteristic power $q$ of $G$. With all these hypotheses, we assert that $Q = P$ will do. Indeed, $P \subseteq C \cap O(N)$ as $C \cap O(N)$ is normal in $C$. Since $P$ is a Sylow $p$-subgroup of $C \cap O(N)$, $N_{C}(Q)$ covers $C/C \cap O(N)$ by the Frattini argument, so certainly covers $C \cap L/C \cap S(L)$. Moreover, $P \neq 1$ as $p$ divides $|C \cap L|$ by assumption.

The proof of the proposition is divided into a sequence of lemmas. The first of these embodies the arguments we have just given. With the above notation, it is as follows:

**Lemma 1.** If $N$ is $p$-constrained within $S(N)$ and $Q$ is a nonidentity characteristic subgroup of $P$ such that $N(Q)$ covers $C \cap L/C \cap S(L)$, then $N^* = N$ and $Q$ satisfies the proposition.

We shall begin by considering this case: namely, that $N$ is $p$-constrained within $S(N)$ and we shall construct the desired subgroup $Q$. In fact, we shall show that we may take $Q$ to be $Z(J(P))$ or $\Omega_m(P')$ for a suitable positive integer $m$.

We set $K = N_{C \cap L}(P \cap L)P$, so $K$ is a group as $P$ normalizes $P \cap L$ and $C \cap L$. Let $U = O_{p'}(K)O_p(K)$. 
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Lemma 2. With the above notation, we have

(i) $K$ is a subgroup of $C$.
(ii) $K$ covers $C \cap L/C \cap S(L)$.
(iii) $O_p(K) = P \cap L$.

Proof. (i) This is clear as $P$ is a subgroup of $C$.
(ii) In fact, we shall show that $N_{C \cap L}(P \cap L)$ covers $C \cap L/C \cap S(L)$. Since $C \cap L$ is a normal subgroup of $C$, it follows that $P \cap L$ is a Sylow $p$-subgroup of $C \cap L$. Furthermore, $C \cap L/C \cap S(L)$ is abelian by Lemma 2.4.2, so $K_1 = (C \cap S(L))(P \cap L)$ is a normal subgroup of $C \cap L$. Thus, by the Frattini argument,

$$C \cap L = N_{C \cap L}(P \cap L)K_1 = N_{C \cap L}(P \cap L)(C \cap S(L)) = N_{C \cap L}(P \cap L)(C \cap S(L)),$$

and our assertion is valid.

(iii) Certainly $P \cap L \leq O_p(K)$ as $P \cap L$ is normal in $N_{C \cap L}(P \cap L)$ and in $P$. Suppose that the inclusion is proper and set $\overline{N} = N/O(N)$. Thus, $\overline{P} \cap \overline{L} \leq O_p(\overline{K})$, so there is a $p$-element $\overline{u}$ of $O_p(\overline{K})$ not contained in $\overline{L}$. However, by (ii), it follows that $\overline{W} = \overline{O(C)} \cap \overline{L} = \overline{O(C)} \cap \overline{L}$ is contained in $\overline{K}$. Hence $\overline{W}$ is normal in $\overline{K}$ as $\overline{K} \leq \overline{C}$ and $\overline{W} = \overline{O(C)} \cap \overline{L}$ is normal in $\overline{C}$. Moreover, $\overline{u}$ centralizes $O_p(\overline{W})$ as $\overline{u} \in O_p(\overline{K})$ and this contradicts Lemma 2.4.2, applied to $\overline{N}$.

Lemma 3. If $U = O_{p',p}(K)$, then $Q = Z(J(P))$ satisfies the proposition.

Proof. Indeed, we need only demonstrate that $Q$ is normal in $K$ and then $N(Q)$ covers $C \cap L/C \cap S(L)$ by the preceding lemma. However, $C$ is the product of $C_D(T)$ and $O(C)$, $K$ contains $C_D(T)$ as $D$ normalizes $P \cap L$, and $K \leq C$ by Lemma 2. Since $O(C)$ is a normal 2-complement in $C$, it follows that $K = O(K)C_D(T)$. Since $O(K)$ is normal in $K$ and of odd order, Glauberman's theorem now implies that $O_{p'}(K)Q$ is a normal subgroup of $K$. But this yields that $Q \leq O_{p',p}(K)$ which is, by assumption, the direct product of $O_{p'}(K)$ and $O_p(K)$. Hence, $Q$ centralizes $O_{p'}(K)$ and so $Q$ is normal in $K$.

Therefore, we shall assume for the remaining considerations in the constrained case that

$$U = O_{p'}(K)O_p(K) \leq O_{p',p}(K).$$

Again, set $\overline{N} = N/O(N)$. Since $P$ is a Sylow $p$-subgroup of $C$, it follows that $\overline{P}$ is a Sylow $p$-subgroup of $\overline{C}$. Thus $\overline{P}/\overline{P} \cap \overline{L}$ is a Sylow $p$-subgroup of $\overline{N}/\overline{L}$, so it is cyclic by Proposition 2.3.3. However, $P \cap L \geq P \cap O(N)$, so $P/P \cap L$ is also cyclic. As $O_p(K)$ is not a Sylow $p$-subgroup of $O_{p',p}(K)$, neither is $P \cap L$ by Lemma 2. It follows that if $v \in P$ and $v^p \in P \cap L$, then $v \in O_{p',p}(K)$. We choose $v \in P$ of minimal order such that $v^p \in P \cap L$, $v \notin P$. Let $v$ have order $p^m$.

Lemma 4. If $\Omega_m(P)$ is nonabelian, then $Q = \Omega_m(P)'$ satisfies the proposition.
Proof. Because of our assumption on $\Omega_m(P)$, $Q$ is nontrivial. As in the preceding lemma, it suffices to prove that $Q$ is normal in $K$. We set $P_1 = \langle P \cap L, \nu \rangle$. Our choice of $\nu$, and the discussion that went with it, shows that $P_1/P \cap L$ is of order $p$. Moreover, as $P/P \cap L$ is cyclic, $P \cap L = O_p(K)$ and $P_1 \subseteq O_p(K)$, it follows that $O_p(K)P_1$ is a normal subgroup of $K$. Thus, by the Frattini argument, we have $K = O_p(K)N_K(P_1)$.

We claim that the minimal choice of $\nu$ forces the containment $\Omega_m(P) \subseteq P_1$. Indeed, suppose $u \in P$, $u \notin P_1$, and $u^m = 1$. Since $P/P \cap L$ is cyclic, this implies that there is a positive integer $r$ such that $P_1 = \langle P \cap L, u^r \rangle$. However, $u^r$ has order less than $\nu$ and this contradicts our choice of $\nu$. Hence, we have $\Omega_m(P) \subseteq P_1$, so $\Omega_m(P) = \Omega_m(P_1)$.

Thus, the above factorization of $K$ yields now that $K = O_p(K)N_K(\Omega_m(P))$, so $K = O_p(K)N_K(Q)$ as $Q$ is a characteristic subgroup of $\Omega_m(P)$. Hence we need only show that $Q$ centralizes $O_p(K)$. To do this, we require only that $Q \subseteq P \cap L$ as $O_p(K) = P \cap L$. However, since $\Omega_m(P) = \Omega_m(P_1)$,

$$Q = \Omega_m(P_1)' \subseteq P_1' \subseteq P \cap L$$

as $P_1/P \cap L$ has order $p$ and the result is proved.

To conclude the constrained case, we shall establish that, in fact, $\Omega_m(P)$ is not abelian. This will be accomplished once we verify the following complicated, independent property of solvable groups.

Lemma 5. Assume that $Y$ is a normal subgroup of odd order of the solvable group $X$ and that the following conditions hold:

(a) The quotient $X/Y$ is a Frobenius group of order $2pr$, where $p$ and $r$ are distinct odd primes, with Frobenius kernel of order $r$ and cyclic complement of order $2p$.

(b) If $R$ is a Sylow $p$-subgroup of $Y$, then $C_X(R) \subseteq Y$.

(c) There is an involution $t$ and a $p$-element $u$ of $C_X(t)$ such that the image of $tu$ in $X/Y$ generates a cyclic complement of order $2p$.

Under these conditions, there is a $\langle tu \rangle$-invariant Sylow $p$-subgroup $R$ of $Y$ such that $u$ does not centralize $\Omega_1(C_R(t))$.

The proof is by induction on $|X|$; the situation finally reached will also motivate the result itself.

Proof. As we have just stated, we shall proceed by induction on $|X|$; we may assume the result holds for all groups of order less than $|X|$ inasmuch as the case $|X| = 1$ is vacuous.

Suppose that $X_0$ is a subgroup of $X$ containing both $tu$ and a Sylow $p$-subgroup of $Y$ and covering $X/Y$. We set $Y_0 = Y \cap X_0$ and we claim that $X_0$ fulfills all the hypotheses of the lemma. Indeed, $Y_0$ is a normal subgroup of odd order of $X_0$. Moreover, $X_0/Y_0$ is isomorphic with $X/Y$ since $X_0$ covers $X/Y$; hence condition (a) is satisfied by $X_0$. Furthermore, if $R_0$ is a Sylow $p$-subgroup of $Y$ contained in $X_0$, then $C_{X_0}(R_0) \subseteq X_0 \cap Y = Y_0$, so (b) holds. Finally, (c) is valid for $X_0$ as $\langle tu \rangle$
$\subseteq X_0$ and the isomorphism between $X/Y$ and $X_0/Y_0$ shows that $Y_0tu$ is a generator for a cyclic complement of the Frobenius group $X_0/Y_0$.

Thus if $X_0 \subset X$, we may apply our induction assumption to $X_0$. Hence, there is a $\langle tu \rangle$-invariant Sylow $p$-subgroup $R_0$ of $Y_0$ such that $u$ does not centralize $\Omega_1(C_{R_0}(t))$. However, $R_0$ is a Sylow $p$-subgroup of $Y$, by assumption, and so the result holds for $Y$. Consequently, we shall assume that if $X_0$ is any such subgroup, then $X_0 = X$.

Since $\langle Y, t, u \rangle$ is a solvable group with Sylow 2-subgroup $\langle t \rangle$, there is a $\langle tu \rangle$-invariant Sylow $p$-subgroup $R$ of $Y$. We now set $X_0 = N_X(R)$ and we claim that $X_0 = X$. Indeed, $X_0$ contains $t$, $u$ and the Sylow $p$-subgroup $R$ of $Y$. Moreover, $X_0$ covers $X/Y$ by the Frattini argument. Thus, $X_0 = X$ as claimed and so $R$ is normal in $X$.

Next, we assert that if $\pi = \{2, p, r\}$, then $X$ is a $\pi$-group. Since $X$ is solvable, there is a Hall $\pi$-subgroup $X_1$ of $X$ containing $t$ and $u$. Moreover, $X_1$ certainly contains $R$ and covers $X/Y$. Hence $X_1 = X$, again by the above discussion, and so $X$ is a $\pi$-group.

Thus if $K/Y$ is the Frobenius kernel of $X/Y$, then $K/R$ is an $r$-group. Indeed, $K/Y$ is of order $r$. Furthermore, $Y$ is a $\{r, p\}$-group since $Y$ is a $\pi$-group of odd order. As $R$ is a normal Sylow $p$-subgroup of $Y$, it follows that $Y/R$ is an $r$-group. Hence, $K/R$ is also an $r$-group.

This now implies that $K/R$ is cyclic. To see this, we let $V$ be the subgroup of $K$ containing $R$ such that $V/R$ is the Frattini subgroup of $K/R$. Since $K/Y$ is of order $r$, it follows that $Y \supseteq V$. Furthermore, $K/R$ is cyclic if $Y = V$. However, $K/V$ is a completely reducible $X$-module since $X/K$ and $K/V$ have coprime orders. Hence if $Y \supsetneq V$, then there are normal subgroups $K_1$ and $K_2$ of $X$ such that $K_2 \subseteq K$, $K = K_1K_2$, $K_1 \cap K_2 = V$, and $K_2/V$ is incident with $K/Y$. Thus, if $X_2 = \langle K_2, tu \rangle$, then $X_2 \subsetneq X$. However, $R \subseteq X_2$, $\langle tu \rangle \subseteq X_2$, and $X_2$ covers $X/Y$. This is a contradiction, so we must have that $Y = V$ and so $K/R$ is indeed a cyclic $r$-group.

We now claim that $R$ contains a characteristic subgroup $R^*$ of exponent $p$ such that $C_X(R^*) \subseteq Y$. Indeed, $R$ contains a characteristic subgroup $R_1$ of class at most two such that no $p'$-automorphism of $R$ centralizes $R_1$, by Theorem 5.3.11 of [19]. Since $C_X(R) \subseteq Y$, it follows that $C_X(R_1) \subseteq Y$. But $X/Y$ is a Frobenius group, so $C_X(R_1) \subseteq Y$. We now set $R^* = \Omega_1(R_1)$, so that no $p'$-automorphism of $R_1$ centralizes $R^*$, by Theorem 5.3.10 of [19]. Thus, by an argument similar to the one just given, we have that $C_X(R^*) \subseteq Y$. Moreover, since $R_1$ has class at most two and $p$ is odd, it follows that $R^*$ has exponent $p$ and our assertion is valid.

Hence, in order to complete the proof, it suffices to show that there is a chief factor $H/H_0$ of $X$ with the following properties:

1. $H \subseteq R^*$;
2. $t$ does not centralize $H/H_0$;
3. $u$ does not centralize the fixed points of $t$ on $H/H_0$.

Indeed, suppose that $H/H_0$ is such a factor. Thus, $C_H(t)$ covers the fixed points of $t$ on $H/H_0$ as $H$ is of odd order. But $u$ normalizes $C_H(t)$ as $t$ and $u$ commute,
so \( u \) does not centralize \( C_H(t)/C_{H_0}(t) \) by (3). Thus, \( u \) does not centralize \( C_H(t) \).

However,

\[ C_H(t) \subseteq C_{R^*}(t) \subseteq \Omega_1(C_A(t)) \]

as \( R^* \) is of exponent \( p \) and we obtain the desired conclusion of the lemma.

However, let \( R^* = H_1 \supset H_2 \supset \cdots \supset H_k = 1 \) be part of a chief series of \( X \); set \( F_i = H_i/H_{i+1}, 1 \leq i \leq k - 1 \), and set

\[ Z = \bigcap_{i=0}^{k-1} C_X(F_i). \]

Since \( R^* \) is a \( p \)-group, it follows that \( Z/C_X(R^*) \) is a \( p \)-group. But \( C_X(R^*) \subseteq Y \), \( Z \) is normal in \( X \), and \( O_p(X/Y) = 1 \), so \( Z \subseteq Y \). Moreover, \( C_X(F_i) \supseteq R \) as \( R \) is a \( p \)-group and \( F_i \) is a chief factor of \( X \). But \( K/R \) is a cyclic \( r \)-group and \( K/Y \) is the Frobenius kernel of \( X/Y \), so \( X/R \) is a Frobenius group with kernel \( K/R \). Hence if \( C_X(F_i) \not\subseteq Y \), then \( C_X(F_i) \supseteq K \). Thus, there must exist an index \( j \) with \( 1 \leq j \leq k - 1 \) such that \( C_X(F_j) \subseteq Y \) since \( Z \subseteq Y \).

We claim that \( A = A_j \) is the desired chief factor. Indeed, \( X/C_X(F) = \bar{X} \) is clearly a Frobenius group with kernel \( \bar{K} \) a cyclic \( r \)-group and with cyclic complement of order \( 2p \). Hence, by Lemma 2.8.4, \( F \) is a free module for any complement of \( \bar{X} \) and, in particular, for the complement \( \langle \bar{v} \rangle \). We conclude from this that \( u \) does not centralized all the fixed points of \( t \) on \( F \). This proves the lemma.

At last we can finish the considerations of the constrained case by proving

**Lemma 6.** The subgroup \( \Omega_m(P) \) is nonabelian.

**Proof.** We assume that \( \Omega_m(P) \) is abelian and derive a contradiction. We begin by setting \( N = N/O(N) \) and showing that we may assume that \( \bar{v} \in \bar{E} \). We were careful to choose \( P \) as a \( D \)-invariant Sylow \( p \)-subgroup of \( C \); consequently, \( D \) normalizes \( \Omega_m(P) \). Thus, \( D \) normalizes the section \( \Omega_m(P)/\Omega_m(P) \cap L \), which is incident with \( P/L \cap L \). But \( D \) centralizes \( N/L \), so \( D \) centralizes these sections. Thus, there is \( v_1 \in \Omega_m(P) \cap C(D) \), \( v_1 \notin P \cap L \). Since \( \Omega_m(P) \) is abelian by assumption, this implies that \( r_1^m = 1 \), so that \( v_1 \) has order \( p^m \) precisely by the minimality of \( m \). Hence, we may replace \( v \) by \( v_1 \); thus, we may assume \( v \in C(D) \). However, \( C_R(\bar{D}) \) is the direct product of \( Z(\bar{D}) \) and \( \bar{E} \) by Lemma 2.4.3, so that \( \bar{v} \in \bar{E} \) as we claimed. In particular, this implies that \( \bar{v}^p \in O(N) \) as \( \bar{N} \) is the semidirect product of \( L \) and \( \bar{E} \).

Again by the same lemma, there is a cyclic subgroup \( \bar{V} \) of odd order in \( L \) inverted by \( \bar{x}_2 \) such that \( \bar{v} \) does not centralize \( O_p(\bar{V}) \). Hence there is an odd prime divisor \( r \) of \( O_p(\bar{V}) \) such that \( \bar{v} \) normalizes a subgroup \( \bar{K} \) of order \( r \) of \( O_p(\bar{V}) \) but centralizes no nonidentity element of \( \bar{K} \). Moreover, \( \bar{x}_2 \) inverts \( \bar{K} \). Since \( \bar{v} \) has prime order \( p \), it follows that \( \langle \bar{K}, \bar{x}_2, \bar{v} \rangle \) is a Frobenius group with Frobenius kernel cyclic of order \( 2p \) and complement \( \langle \bar{x}_2, \bar{v} \rangle \) cyclic of order \( 2p \).

Thus, if \( \bar{K} = K/O(N) \) for a subgroup \( K \) of \( N \) and if we set \( X = \langle K, x_2, v \rangle \), \( Y = O(N), t = x_2, \) and \( u = v \), then all the hypotheses of Lemma 5 are satisfied. Hence there is a \( \langle x_2, v \rangle \)-invariant Sylow \( p \)-subgroup \( R \) of \( Y = O(N) \) such that \( v \) does not
centralize \( \Omega_1(C_n(x_2)) \). Hence there is an element \( z \) of order \( p \) in \( C_n(x_2) \) such that \( z \) and \( v \) do not commute, but do generate a \( p \)-subgroup. Thus, \( z \) and \( v \), in fact, generate a nonabelian \( p \)-subgroup of \( C \) as each lies in \( C \). Let \( P^* \) be a Sylow \( p \)-subgroup of \( C \) containing \( \langle z, v \rangle \). Since \( z \) has order \( p \) and \( v \) has order \( p^m \), it follows that \( \langle z, v \rangle \leq \Omega_n(P^*) \) and so \( \Omega_n(P^*) \) is nonabelian. Hence, \( \Omega_m(P) \) is also nonabelian, which is the contradiction we have been seeking.

This establishes the lemma and concludes the proof of the proposition in the constrained case.

Thus, we assume for the remainder of the section that \( N \) is not \( p \)-constrained within \( S(N) \). We let \( R \) be as at the beginning of the section, so \( C_n(R) \) covers \( L_0/O(N) \), as we remarked much earlier. To verify the proposition in this case, we shall set \( Q = Z(P) \). Moreover, we shall take \( N^* = N(Q \cap O(N)) \) if \( P \cap O(N) \neq 1 \) and \( N^* = N(R) \) if \( P \cap O(N) = 1 \). Our first result, however, tells us about \( Z(P) \).

Lemma 7. The subgroup \( Z(P) \) is contained in \( L \).

Proof. We shall assume that \( Z(P) \not\subseteq L \) and derive a contradiction. We begin by observing that \( P \cap L \leq O(N) \). Indeed, set \( \bar{N} = N/O(N) \), so \( \bar{P} \) is a \( D \)-invariant Sylow \( p \)-subgroup of \( O(C) \). Hence, by Lemma 2.4.2, \( Z(\bar{P}) \leq \bar{L} \) or \( \bar{P} \cap \bar{L} = 1 \). Thus, we must assume that \( \bar{P} \cap \bar{L} = 1 \), whence \( P \cap L \leq O(N) \) as we claimed. Since \( P \cap L \neq 1 \) by our choice of the prime \( p \), this implies that \( P \cap O(N) \neq 1 \).

We now distinguish two cases: \( P \) abelian; \( P \) not abelian. We shall deal with each of these separately, beginning with the easier of the two.

Thus, suppose that \( P \) is not abelian. Since \( N/L \) is cyclic, by Proposition 2.3.3, it follows that \( P' \leq O(N) \). Hence \( P' \leq P \cap O(N) \leq R \) is \( DP \)-invariant. Consequently, \( C(P') \) covers \( L_0/O(N) \), so \( N(P') \) does also. Hence, \( N(P') \) is a \( Q \)-group of characteristic power \( q \) by Proposition 1.1 as \( P' \neq 1 \). However, \( P' \) is a characteristic subgroup of \( P \), so \( N(P') \) covers \( M/C \) by the Frattini argument. Thus, \( N_u(P') \) is a \( D \)-subgroup of the \( Q \)-group \( N(P') \), contrary to Lemma 2.4.17.

We now assume that \( P \) is abelian. We claim that it suffices to show that \( N(P) \) contains a \( Q \)-subgroup. Indeed, if that is the case, then \( N(P) \) is a \( Q \)-group or a \( QD \)-group by Proposition 1.1 inasmuch as \( N(P) \) contains \( D \). But \( N(P) \) covers \( M/C \), by the Frattini argument; therefore, \( N(P) \) must be a \( QD \)-group, again by Lemma 2.4.17. Now \( C(P) \cong T \), so \( C(P) \) is a normal subgroup of even order of the \( QD \)-group \( N(P) \). It follows therefore from Proposition 2.2.2 that \( C(P) \) is also a \( QD \)-group. However, \( C(P) \leq C(P \cap O(N)) \), so the latter group is also a \( QD \)-group. But \( C(R) \) covers \( L_0/O(N) \); consequently, \( C(P \cap O(N)) \) covers \( L_0/O(N) \). Since \( P \cap O(N) \neq 1 \), it follows from Proposition 1.1 that \( C(P \cap O(N)) \) must be a \( Q \)-group of characteristic power \( q \), contrary to the fact that it is a \( QD \)-group. Thus, we shall conclude the proof by establishing that \( N(P) \) contains a \( Q \)-subgroup.

We set \( X_0 = C_{L_0}(R) \) and let \( Y_0 = O(N) \cap X_0 \). We shall now examine the structure of \( X_0 \). First, \( X_0 \) covers \( L_0/O(N) \) by hypothesis; therefore \( X_0/Y_0 \) is isomorphic to \( L_0/O(N) \), which is isomorphic to \( SL(2, q) \). Furthermore, since \( Y_0 = C_{O(N)}(R) \) and
$R$ is a Sylow $p$-subgroup of $O(N)$, it follows that $Y_0$ is the direct product of $Z(R)$ and a $p'$-group $K$. Since $SL(2,q)$ has no nontrivial normal subgroup of odd order, we have that $O(X_0) = Y_0$; also $K$ is a characteristic subgroup of $Y_0$.

The group $Z(R)$ is in the center of $X_0$. Hence $X_0/K$ is the extension of the central $p$-subgroup $Y_0/K$ by the group $X_0/Y_0$, which is isomorphic to $SL(2,q)$. However, $N \nmid L$ as $p \nmid L$, so $q > 9$, as $N/L$ is isomorphic with a subgroup of odd order of the group of automorphisms of the Galois field with $q$ elements. Hence by Lemma 2.4.16, $X_0/K$ is the direct product of $Y_0/K$ and a group $J_0/K$, the latter being isomorphic to $SL(2,q)$. Thus, it follows that $J_0/K = O^*(X_0/K)$ and so $J_0/K$ is a characteristic subgroup of $X_0$. Moreover, $J_0/K$ is clearly incident with $L_0/O(N)$.

We now conclude the proof. The subgroups $L_0$ and $R$ are normalized by $P$, so $X_0$ is $P$-invariant. Consequently, $J_0$ and $K$ are also normalized by $P$. Thus $C_{Ho}(P)$ is isomorphic to $C_{Ho}(\bar{P})$, where $L_0$, $\bar{P}$ are the images of $L_0$, $P$ respectively in $N = N/O(N)$. Moreover, $K$ is a $p'$-group; therefore, $C_{Ho}(P)$ covers $C_{Ho}(P)$. Hence it suffices to show that $C_{Ho}(\bar{P})$ is isomorphic to $SL(2,q_0)$ for some prime power $q_0$. Indeed, this will imply directly that $C_{Ho}(P)$ is a $Q$-group. Since $C_{Ho}(P) \subseteq N(P)$, this will establish the desired assertion concerning $N(P)$.

However, we are assuming that $Z(P) \nsubseteq L$, so that $Z(\bar{P}) \nsubseteq \bar{L}$. Hence by Lemma 2.4.2, $\bar{P} \equiv E$. Thus, by the same lemma, $C_{Ho}(\bar{P})$ is isomorphic to $SL(2,q_0)$, where $q = q_0^n$ and $m = |\bar{P}|$. The lemma is now proved completely.

The next result will be used to show that the subgroup we take for $N^*$ has the desired properties.

**Lemma 8.** If $R_0$ is a nonidentity $DP$-invariant subgroup of $R$, then $N(R_0)$ is a $Q$-group which covers $L_0/O(N)$, contains $DP$, and is $p$-constrained within $O(N(R_0))$.

**Proof.** Since $C(R)$ covers $L_0/O(N)$, certainly $N(R_0)$ does as well. Moreover, $DP$ is contained in $N(R_0)$ as $R_0$ is $DP$-invariant. Hence by Proposition 1.1, $N(R_0)$ is a $Q$-group and $N(R_0) = O(N(R_0))/N(R_0) \cap N$. Thus, $N$ is verified except the last statement: we need only establish that $N(R_0)$ is $p$-constrained within $O(N(R_0))$.

It will suffice to show that $x$ normalizes but does not centralize a $p$-subgroup of $N(R_0)$. Indeed, if this is the case, then $x$ will normalize but not centralize a $p$-subgroup of $O(N(R_0))$ as the image of $x$ is central in $N(R_0)/O(N(R_0))$. But then if $S$ is a Sylow 2-subgroup of $N(R_0)$ containing $D$ and $R^*$ is an $S$-invariant Sylow $p$-subgroup of $O(N(R_0))$, it will follow that $x$ does not centralize $R^*$. However, $S$ is quasi-dihedral or wreathed, so $Z(S)$ is cyclic and $\langle x \rangle = \Omega_2(Z(S))$. Thus $C_{2\Omega_2}(R^*) = 1$. Since $C_{2\Omega_2}(R^*)$ is normal in $S$, it follows that $C_{2\Omega_2}(R^*) = 1$. But $C_2(R^*)$ is a Sylow 2-subgroup of $C_{2\Omega_2}(R^*)$ and consequently the latter group is of odd order. Now Lemma 2.6.2 implies that $N(R_0)$ is $p$-constrained within $O(N(R_0))$, as asserted.

However, $N$ is not $p$-constrained within $S(N)$; our assumptions thus yield that $p$ is not stationary. Let $R_1$ be a $\langle x \rangle$-invariant Sylow $p$-subgroup of $O(N(R))$. As usual, $R_1$ is not centralized by $x$ and $R = C_{R_1}(x)$. Hence by Lemma 2.8.1, there is a nonidentity element $u$ of $R_1$ which is inverted by $x$ and which centralizes $R$. Thus
$u \in N(R_0)$ and $x$ normalizes but does not centralize the $p$-subgroup $\langle u \rangle$. This proves the lemma.

We now deal with the first of the two possibilities:

**Lemma 9.** If $P \cap O(N) \neq 1$, then $Q = Z(P)$ and $N^* = N(Q \cap O(N))$ satisfy the conditions of the proposition.

**Proof.** Since $P \cap O(N)$ is a nonidentity normal subgroup of $P$, it follows that $Q \cap O(N) \neq 1$. Thus, $Q \cap O(N)$ is a nonidentity DP-invariant subgroup of $P$; since $R$ is $P$-invariant, we also have that $P \cap O(N) \subseteq R$. The previous lemma now applies with $R_0 = Q \cap O(N)$ and implies that $N^*$ satisfies condition (i) of the proposition.

We claim that in this case we have $C^* = N_C(Q)$. Indeed, we need only show that $N_C(Q) \subseteq N^*$ by definition of $C^*$. Hence, it suffices to verify that $N_C(Q)$ normalizes $Q \cap O(N)$. However, $N_C(Q)$ certainly normalizes $Q$ and $C \cap O(N)$ is a normal subgroup of $C$. Thus, $N_C(Q)$ normalizes $C \cap O(N) \cap Q = Q \cap O(N)$, as desired.

By Lemma 8, $N^*$ is $p$-constrained in $O(N^*)$; thus $O_{p',n}(N^*) \subseteq O(N^*)$ and so $DQO_{p',n}(N^*)$ has a normal 2-complement. Therefore there is a $DQ$-invariant Sylow $p$-subgroup $R^*$ of $O_{p',n}(N^*)$. It follows that

$$C_C(QC_{p'}(Q)) \subseteq C_C(Q) \subseteq N_C(Q) = C^*,$$

which establishes part (iii) of the proposition. It now remains to prove that $N_C(Q)$ covers $C \cap L/C \cap S(L)$. Since $L = L_0D$ with $L_0$ normal in $L$ and since $D \subseteq N_C(Q)$, it will suffice to show that $N_C(Q)$ covers $C \cap L_0/C \cap S(L_0)$.

To this end, we set $X = C_{L_0}(P \cap O(N))$. Since $P \cap O(N) \subseteq R$, we have $X \supseteq C_{L_0}(R)$, which in turn covers $L_0/O(N)$. In particular, $X/S(L_0) \cap X$ is isomorphic with $L_0/S(L_0)$. This implies that $S(X) = S(L_0) \cap X$.

The subgroups $S(X)$ and $S(L_0)$ are each the direct product of $\langle x \rangle$ and a group of odd order as $X \subseteq L_0 \subseteq N$. Hence, $C_{L_0/S(L_0)}(T)$ is isomorphic to $C \cap L_0/C \cap S(L_0)$ and $C_{X/S(X)}(T)$ is isomorphic to $C \cap X/C \cap S(X)$.

We now set $H_1 = C \cap L_0$, $K_1 = C \cap S(L_0)$, $H_2 = C \cap X$, $K_2 = C \cap S(X)$, and $H = C^* = N_C(Q)$. We assert that we need only demonstrate that $H$ covers $H_2/K_2$. Indeed, we already know that $K_2 \cap H_1 \subseteq K_1$, that $H_2 \subseteq H_1$, and that $H_1/K_1$ and $H_2/K_2$ are isomorphic. Hence, by Lemma 2.8.6, $H_1/K_1$ and $H_2/K_2$ are incident. Thus, by Lemma 2.8.5, if $H$ covers $H_2/K_2$, then it covers $H_1/K_1$. Since $H = C^*$, it will therefore follow that $C^*$ covers $C \cap L_0/C \cap S(L_0)$, which is what we have to prove. Hence our assertion is valid.

We note that $P \cap H_2$ is a Sylow $p$-subgroup of $H_2$. In fact, $P$ normalizes $L_0$ and $P \cap O(N)$. Thus, $P$ normalizes $X$ and so $P$ normalizes $C \cap X$. The subgroup $P(C \cap X)$ has Sylow $p$-subgroup $P$ as $P \subseteq P(C \cap X) \subseteq C$ and has $C \cap X$ as a normal subgroup; consequently, $P \cap H_2 = P \cap (C \cap X)$ is a Sylow $p$-subgroup of $H_2 = C \cap X$. 
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Furthermore, \( C \cap S(L_0) \) is normal in \( C \), so \( P \cap S(L_0) = P \cap O(N) \) is a Sylow \( p \)-subgroup of \( C \cap S(L_0) \). Thus, \( Z(P \cap O(N)) \) is a Sylow \( p \)-subgroup of \( C \cap S(L_0)(P \cap O(N)) \), which is just \( C \cap S(L_0) \cap X = K_2 \) inasmuch as \( S(L_0) \cap X = S(X) \) and \( K_2 = C \cap S(X) \).

The subgroup \( H_2/K_2 \) is isomorphic to \( C_{2,0}/S(1,0)(A) \), which is cyclic, by Lemma 2.4.2. But \( Q = Z(P) \subseteq C \cap X = H_2 \), so this implies that \( K_2Q \) is a normal subgroup of \( H_2 \). However, \( Z(P \cap O(N)) \) is a Sylow \( p \)-subgroup of \( K_2 \) and is clearly normalized by \( Q \), so \( Q* = Z(P \cap O(N))Q \) is a Sylow \( p \)-subgroup of \( K_2Q \). The Frattini argument now yields

\[
H_2 = N_{H_2}(Q*)K_2.
\]

However, \( K_2Q/K_2 \) and \( Z(P \cap O(N)) \) are central factors of \( H_2 \), inasmuch as \( H_2/K_2 \) is cyclic and \( Z(P \cap O(N)) \) is central in \( X \subseteq C(P \cap O(N)) \). Hence, since the automorphism group of a stability chain of a \( p \)-group is also a \( p \)-group and since \( Z(P \cap O(N))Q \) is normal in the Sylow \( p \)-subgroup \( P \cap H_2 \) of \( H_2 \), it follows that

\[
N_{H_2}(Q*) = (P \cap H_2)C_{H_2}(Q*) \subseteq C(Q).
\]

Thus \( N(Q) \) covers \( H_2/K_2 \). Since \( H_2 \leq C \), it follows that \( C* = N_C(Q) \) covers \( H_2/K_2 \) and the lemma is proved.

The next result is the final one of the section. It completes the nonconstrained case of Proposition 1 and so gives the last step of the proof of that proposition. We note that this last case is the only one in which \( C* \neq N_C(Q) \).

**Lemma 10.** If \( P \cap O(N) = 1 \), then \( Q = Z(P) \) and \( N* = N(R) \) satisfy the conditions of the proposition. Furthermore, \( R \subseteq C_{R*}(Q) \).

**Proof.** As in the preceding lemma, we have that \( N* \) fulfills condition (i) of the proposition as a direct consequence of Lemma 8.

We now claim that \( Q \) centralizes \( R \). To see this, we set \( \overline{N} = N/O(N) \). Lemma 7 implies that \( \overline{Q} \subseteq \overline{L} \). Hence, \( \overline{Q} \) is a subgroup of \( \overline{D(C)} \cap \overline{L} = O(C) \cap \overline{L} \), which is inverted by \( \overline{d} \) by Lemma 2.4.2. Since \( P \cap O(N) = 1 \), \( \overline{Q} \) is isomorphic to \( Q \) and so \( Q \) is inverted by \( d \). However, \( C(R) \) covers \( L_0/O(N) \), so \( A_{L_0}(R) \) is of odd order. Thus, as \( d \in L_0 \) and \( d \) normalizes \( R \), we have that \( d \) centralizes \( R \). Hence, \( Q = [Q, d] \) also centralizes \( R \). Thus, \( Q \subseteq N* \).

As in the previous lemma, there is a \( DQ \)-invariant Sylow \( p \)-subgroup \( R* \) of \( O_{r*,p}(N*) \). Moreover, \( R \subseteq R* \) as \( R \) is obviously normal in \( N* \). Hence, \( C_{R*}(Q) \supseteq R \) and so

\[
C_C(QC_{R*}(Q)) \subseteq C_C(R) \cap N_C(Q) \subseteq N* \cap N_C(Q) \subseteq C*.
\]

This proves part (iii) of the proposition and also establishes the final statement of the lemma.
We now set $X = C_{Q_0}(R)$, so $X$ covers $L_0/O(N)$ and, as before, $S(X) = S(N) \cap X$. Moreover, just as in the previous result, using Lemmas 2.8.5 and 2.8.6, it suffices to prove that $C^*$ covers $C \cap X/C \cap S(X)$. However, $C \cap X \subseteq N^*$, so it is enough to show that $N_C(Q)$ covers $C \cap X/C \cap S(X)$. Again this quotient is cyclic and $Q \subseteq L_0$ by Lemma 7, so $Q \subseteq X$. Thus $(C \cap S(X))Q$ is normal in $C \cap X$. Moreover, $P \cap O(N) = 1$ by assumption, so $x_2$ inverts $R$. Hence $C \cap S(X)$ is a $p'$-group as $Z(R)$ is a Sylow $p$-subgroup of $S(X)$. Thus, $Q$ is a Sylow $p$-subgroup of $(C \cap S(X))Q$ and the Frattini argument yields that

$$C \cap X = N_{C \cap X}(Q)(C \cap S(X)),$$

as desired. This proves the lemma and completes the proof of the proposition.

8. A second family of local subgroups. We shall define and examine another set of local subgroups of $G$. The preceding section will imply that this collection is nonempty. We preserve all the hypotheses of the preceding section. We choose $Q$, $N^*$, and $R^*$ in accordance with Proposition 7.1. Moreover, we set $C^* = N_{C \cap N^*}(Q)$, as before, and we now let $g^* = gCB.(g)$. Hence, $g^* = D$-invariant and $C_C(Q^*) \subseteq C^*$. To get started, we list some properties of $A(g)$:

**Lemma 1.** If $H = N(Q)$, then

1. $H$ contains $DQ^*$;
2. $A_H(T) = \text{Aut}(T)$;
3. $C^* \cap H$ covers $C^* \cap L/C^* \cap S(L)$;
4. $C^* \cap O_{p'}(H) \subseteq S(L)$.

**Proof.** The group $Q$ is $D$-invariant, as it is characteristic in $P$, so $D \subseteq H$. Moreover, $Q^*$ normalizes $Q$, by its definition. This establishes (i). Furthermore, again as $Q$ is characteristic in $P$, $N(Q)$ covers $M/C$, so (ii) is valid. Statement (iii) is immediate from Proposition 7.1 as $C^* \subseteq N_C(Q) \subseteq H$. Finally the last assertion is a direct consequence of the next result:

**Lemma 2.** If $K$ is any subgroup of $G$ containing $Q^*$, then

$$C^* \cap O_{p'}(K) \subseteq S(L).$$

**Proof.** We set $X = C^* \cap O_{p'}(K)$ and we shall first prove that $X \subseteq S(N^*)$. Let $N^* = N^*/O_{p'}(N^*)$. Since $X \subseteq C^* \subseteq N^*$ and $N^*$ is $p$-constrained in $S(N^*)$, it is sufficient to establish that $X$ centralizes $R^*$ inasmuch as $R^* = O_{p'}(N^*)$ by definition of $R^*$. However, $O_{p'}(N^*)$ is certainly a $p'$-group, so $C_{R^*}(Q)$ is the centralizer of $Q$ in $R^*$. Thus, by Theorem 5.3.4 of [19], we need only prove that $X$ centralizes both $Q$ and $C_{R^*}(Q)$ to conclude that $X$ centralizes $R^*$. But $[X, Q^*] \subseteq O_{p'}(K)$, so $[X, Q]$ and $[X, C_{R^*}(Q)]$ are $p'$-groups, since $Q^* = QC_{R^*}(Q)$. Moreover, $X \subseteq C^* \subseteq N_C(Q)$, so $[X, Q]$ is a $p'$-group and $X$ centralizes $Q$, which is one of the conclusions we want. Finally, we have

$$[X, C_{R^*}(Q)] \subseteq [X, R^*] \subseteq R^*$$

as $R^*$ is normal in $N^*$ and so $X$ also centralizes $C_{R^*}(Q) = C_{R^*}(Q)$. 
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We claim next that \( N \cap S(N^*) \subseteq S(L) \). Indeed, we have \( N \cap S(N^*) \subseteq S(N \cap N^*) \). But \( N^* = O(N^*)(N \cap N^*) \) by Lemma 2.4.14 as \( N^* \) is a \( Q \)-group containing \( D \). Since \( N^* \) covers \( L_0/O(N) \), it follows that \( N \cap N^* \) covers \( L_0/O(N) \), so \( S(N \cap N^*) \subseteq S(N) \). Since \( S(N) = S(L) \), we conclude that \( N \cap S(N^*) \subseteq S(L) \), as claimed.

Finally, \( X \subseteq S(N^*) \) by the first paragraph of the proof and \( X \subseteq C^* \subseteq C \subseteq N \), so \( X \subseteq S(N^*) \). Thus, \( X \subseteq S(L) \) and the lemma is proved.

We are now ready to define the new collection of \( p \)-local subgroups.

**Definition 1.** The family \( \mathcal{M}(p) \) is the collection of all \( p \)-local subgroups \( H \) of \( G \) satisfying the following conditions:

(a) \( DQ^* \leq H \);
(b) \( A_H(T) = \text{Aut}(T) \);
(c) \( C^* \cap H \) covers \( C^* \cap L/C^* \cap S(L) \);
(d) \( C^* \cap O_p(H) \leq S(L) \).

In particular, it is immediate from Lemma 1 that \( N(Q) \in \mathcal{M}(p) \). Our next result lists some properties of the elements of \( \mathcal{M}(p) \). We shall then state and prove the main result of this section.

**Lemma 3.** If \( H \) is an element of \( \mathcal{M}(p) \), then

(i) \( H \) is a \( D \)-group with respect to \( T \).
(ii) \( O_p(H) \) is of odd order.
(iii) \( C^* \cap O_p(H) \neq 1 \).

Notice that the last assertion is an improvement of the statement of Lemma 2 for the elements of \( \mathcal{M}(p) \).

**Proof.** To prove (i), it will suffice to show that \( C \cap H \) covers \( C \cap L/C \cap O(N) \). Indeed, assume this is the case. Since \( H \) contains \( D \) by part (a) of Definition 1, Proposition 1.1 implies that \( H \) is not a \( QD \)-group. But \( A_H(T) = \text{Aut}(T) \) by part (b) of Definition 1, so \( H \) must be a \( D \)-group with respect to \( T \), again by Proposition 1.1, and our assertion is valid.

But \( C^* \) covers \( C \cap L/C \cap S(L) \), by Proposition 7.1, and

\[
C^* \cap L \leq (C^* \cap S(L))(C^* \cap H)
\]

by (c) of Definition 1. Hence

\[
C \cap L = (C \cap S(L))(C^* \cap L) \\
\leq (C \cap S(L))(C^* \cap S(L))(C^* \cap H) \\
\leq (C \cap S(L))(C \cap H),
\]

as \( C^* \leq C \), so \( C \cap H \) covers \( C \cap L/C \cap S(L) \). Furthermore, as \( D \leq H \), \( C_D(T) \leq C \cap H \). Since \( S(L) = S(N) = O(N)Z(D) \) by Lemma 2.4.14 and \( Z(D) \leq C_D(T) \), we conclude that \( C \cap H \) covers \( C \cap L/C \cap O(N) \), as required. This proves (i).

Next, suppose that \( O_p(H) \) is of even order; it follows that \( T \cap O_p(H) \neq 1 \). Indeed, since \( H \) is a \( D \)-group, its Sylow \( 2 \)-subgroups are either dihedral, quasi-dihedral or wreathed. Now \( D \leq H \), so if \( S \) is a Sylow \( 2 \)-subgroup of \( H \) containing
D, it is immediate that any nonidentity normal subgroup of S has a nontrivial intersection with T. In particular, \( T \cap O_p(H) \neq 1 \) as \( S \cap O_p(H) \) is normal in S and is a Sylow 2-subgroup of \( O_p(H) \).

However, \( H \) is a D-group with respect to T, so all the involutions of T are conjugate in H. Thus, \( T \leq O_p(H) \). But \( T \leq C^* \), by Proposition 7.1, so \( T \leq C^* \cap O_p(H) \) and hence \( T \leq S(L) \) by statement (d) of Definition 1. This is a contradiction as \( Z(D) \) is a Sylow 2-subgroup of \( S(L) \) by Lemma 2.4.14 and \( Z(D) \) is cyclic. Thus (ii) is proved.

The last statement of the lemma now follows directly. In fact, \( C^* \cap O_p(H) \subseteq S(L) \) by statement (d) of Definition 1 and \( C^* \cap O_p(H) \) is of odd order, by part (ii) of this lemma. But \( O(N) = O(L) \) is a normal 2-complement in \( S(L) \), again by Lemma 2.4.14 and we conclude that \( C^* \cap O_p(H) \subseteq O(L) \). The lemma is thus completely proved.

The main result of this section is as follows:

**Proposition 1.** If \( H \) is an element of \( \mathcal{M}(p) \), \( R_1 \) is a nonidentity \( DQ^* \)-invariant \( p \)-subgroup of \( H \) and \( O_p(H)R_1 \) is normal in \( H \), then \( N(R_1) \in \mathcal{M}(p) \).

This proposition, which is analogous to Proposition 6.2 for the elements of \( \mathcal{L}(p) \), will be used in the next chapter to construct elements of \( \mathcal{M}(p) \) containing Sylow \( p \)-subgroups of \( G \). Before giving the proof we shall state and prove an important consequence, which is likewise analogous to Corollary 6.1.

**Corollary 1.** If \( H \) is an element of \( \mathcal{M}(p) \), \( P_1 \) is a Sylow \( p \)-subgroup of \( H \) and \( O_p(H)Z(J(P_1)) \) is normal in \( H \), then there is a conjugate of \( Z(J(P_1)) \) in \( H \) whose normalizer in \( G \) is an element of \( \mathcal{M}(p) \).

**Proof (of the corollary).** By the proposition, it suffices to exhibit a \( DQ^* \)-invariant conjugate in \( H \) of \( Z=Z(J(P_1)) \). However, \( Q^* \subseteq H \) as \( H \in \mathcal{M}(p) \), so there is \( h \in H \) such that \( Q^* \subseteq P_1^h \), by Sylow's theorem. Thus, \( Q^* \) normalizes \( Z^h \), since \( Z \) is a normal subgroup of \( P_1 \). Moreover, \( D \) normalizes \( Q^* \) and \( O_p(H)Z^h = O_p(H)Z \) is normal in \( H \), so \( D \) normalizes \( K = O_p(H)Z^hQ^* \). However, \( Z^hQ^* \) is a Sylow \( p \)-subgroup of \( K \), \( Q^* \) is \( D \)-invariant, and \( K \) has odd order as \( O_p(H) \) is of odd order by (ii) of Lemma 3. Hence, there is a \( D \)-invariant Sylow \( p \)-subgroup of \( K \) containing \( Q^* \). We may assume that it is \( (Z^hQ^*)^k \) for some \( k \in K \), Thus,

\[
Z^{hk} = O_p(H)Z \cap (Z^hQ^*)^k
\]

is both \( D \)-invariant and \( Q^* \)-invariant and the corollary is demonstrated.

**Proof (of Proposition 1).** First, \( D \) and \( Q^* \) both normalize \( R_1 \), by assumption, so \( DQ^* \subseteq H_1 = N(R_1) \). This establishes (a) of the definition of \( \mathcal{M}(p) \) for \( H_1 \). Moreover, \( O_p(H) \) is of odd order, by (ii) of Lemma 3, so \( A_{H_1}(T) \) and \( A_{H_1}(\overline{T}) \) are isomorphic, where \( \overline{H} = H/O_p(H) \). Similarly, since \( H_1 \) covers \( H/O_p(H) \), by the Frattini argument, it follows that \( A_{H_1 \cap H}(T) \) and \( A_{H_1}(\overline{T}) \) are isomorphic. Thus, \( A_{H_1}(T) = \text{Aut}(T) \) and so \( H_1 \) satisfies (b) of Definition 1. Statement (d) is also clear.
In fact, \( Q^* \leq H_1 \), so \( C^* \cap O_p(H_1) \leq S(L) \) by Lemma 2. It therefore remains to demonstrate the covering property given by (c).

However, if we set \( K = H \cap H_1 = N_{H_1}(R_1) \), then it suffices to show that \( C^* \cap K \) covers \( C^* \cap L/C^* \cap S(L) \) since \( C^* \cap K \leq C^* \cap H_1 \). This is a question concerning the structure of \( H \), rather than of \( H_1 \), and we shall now deal with it.

First of all, since \( H \in \mathcal{M}(p) \), \( C^* \cap H \) covers \( C^* \cap L/C^* \cap S(L) \); that is,

\[
C^* \cap L \leq (C^* \cap S(L))(C^* \cap H).
\]

Hence, it is sufficient to prove that

\[
C^* \cap H \leq (C^* \cap O_p(H))(C^* \cap K).
\]

Indeed, then

\[
C^* \cap L \leq (C^* \cap S(L))(C^* \cap O_p(H))(C^* \cap K) = (C^* \cap S(L))(C^* \cap K),
\]

as \( C^* \cap O_p(H) \leq S(L) \), since \( H \in \mathcal{M}(p) \). However, this last statement is just the assertion that \( C^* \cap K \) covers \( C^* \cap L/C^* \cap S(L) \).

The analysis of the preceding section and the proof of Proposition 7.1 showed that there are two possibilities: namely, either

1. \( C^* = N_C(Q) \); or
2. \( Q = Z(P) \), \( N^* = N(R) \), and, by Lemma 7.10, \( Q \) centralizes \( R \).

The first case occurred if \( p \) was constrained or if \( P \cap O(N) \neq 1 \) and \( p \) was nonconstrained. The second case was for \( p \) nonconstrained, but inverted; that is, \( P \cap O(N) = 1 \). We shall conclude the proof of this proposition by establishing the desired factorization of \( C^* \cap H \) in each of these cases.

First, we shall deal with case (1), so \( C^* = N_C(Q) \). Suppose that \( u \in C^* \cap H \). It follows that \( R_1 \) and \( R_1^t \) are Sylow \( p \)-subgroups of \( O_p(H)R_1 \). Moreover, \( Q \) normalizes \( R_1 \) as \( Q \leq Q^* \) and \( R_1 \) is \( Q^* \)-invariant, by assumption. Therefore, \( Q^* \) normalizes \( R_1^t \). However, \( u \in C^* = N_C(Q) \), so \( Q = Q^* \). Hence \( R_1Q \) and \( R_1^tQ \) are Sylow \( p \)-subgroups of \( O_p(H)R_1Q \). Similarly \( T \) normalizes \( R_1 \) and \( Q \) and \( u \in C \), so \( R_1QT \) and \( R_1^tQT \) are Hall \( \{2, p\} \)-subgroups of \( O_p(H)R_1QT \) as \( O_p(H) \) is of odd order by Lemma 3. Hence, \( O_p(H)R_1QT \) is solvable and there is \( z \in O_p(H) \) such that

\[
(R_1^tQT)^z = R_1QT.
\]

However, \( [QT, z] \leq O_p(H) \) as \( z \in O_p(H) \). In addition,

\[
[QT, z] \leq \langle (QT)^z, QT \rangle \leq \langle (R_1^tQT)^z, QT \rangle = R_1QT.
\]

Since \( O_p(H) \cap R_1QT = 1 \), it follows, in fact, that \( z \) centralizes \( QT \). Thus \( z \) centralizes both \( Q \) and \( T \), so certainly \( z \in C^* \). Moreover,

\[
R_1^z = (R_1^tQT)^z \cap O_p(H)R_1 \quad \text{and} \quad R_1 = R_1QT \cap O_p(H)R_1.
\]

Thus, \( R_1^z = R_1 \) and so \( uz \in N_H(R_1) = K \). Since \( u \) and \( z \) are elements of \( C^* \), so is \( uz \). Hence, we have

\[
u = (uz)z^{-1} \in (C^* \cap K)(C^* \cap O_p(H)).
\]
The two factors are permutable as $C^* \cap O_p(H)$ is a normal subgroup of $C^* \cap H$. Since $u$ is an arbitrary element of $C^* \cap H$, the desired factorization of $C^* \cap H$ follows in case (1) described above.

We now turn to case (2); the argument here is entirely similar. In fact, we have simply to replace $Q$ by $QR$ throughout. To make this change, three points have to be checked. First, that $QR \subseteq Q^*$. Indeed, $Q$ centralizes $R$ in case (2) and $R \subseteq R^*$ as $N^* = N(R)$ in case (2), so

$$Q^* = QC^*_n(Q) \supseteq QC_n(Q) = QR.$$  

Second, $C^*$ normalizes $QR$. Indeed, in this case,

$$C^* = N_{C \cap N^*}(Q) = N_C(Q) \cap N(R).$$

Third, $C(QRT) \subseteq C^*$. Indeed,

$$C(QRT) = C(Q) \cap C(T) \cap C(R) \subseteq N_C(Q) \cap N(R) = C^*.$$  

The argument is now as follows. Again if $u \in C^* \cap H$, then $R_1$ and $R_1^c$ are Sylow $p$-subgroups of $O_p(H)R_1$. Also $QR$ normalizes $R_1$, as $Q^*$ does by assumption and $QR \subseteq Q^*$. Since $C^*$ normalizes $QR$, this yields that $QR = (QR)^u$ normalizes $R_1$. Proceeding as above, since $R$ is $T$-invariant, we obtain $z \in O_p(H)$ such that

$$(R_1^c QRT)^z = R_1 QRT$$

and also that $z \in C(QRT)$. Thus, $z \in C^*$ and so $z \in C^* \cap O_p(H)$. Again,

$$R_1^c = R_1^c QRT \cap O_p(H)R_1, \quad R_1 = R_1 QRT \cap O_p(H)R_1,$$

so $R_1^c = R_1$ and hence $uz \in K$. The rest of the proof is the same and again we obtain the desired factorization of $C^* \cap H$. This completes the proof of the proposition.

9. Constraint for elements of $\mathcal{M}^*(p)$. We again preserve our assumptions on the prime $p$ and prove a constraint result for element of $\mathcal{M}(p)$. However, it turns out to be easier to work in a larger collection of $p$-local subgroups of $G$ and, moreover, there is one application to come in which we use this larger family instead of $\mathcal{M}(p)$.

The relevant family of subgroups is defined as follows:

**Definition 1.** We let $\mathcal{J}(p)$ be the collection of all $p$-local subgroups $K$ of $G$ satisfying the two conditions:

(a) $H$ contains $D$ and is a $D$-group with respect to $T$.

(b) $O_p(H)$ is of odd order.

The following remark gives part of the motivation for considering this collection:

**Lemma 1.** Each element of $\mathcal{M}(p)$ is in $\mathcal{J}(p)$.  

**Proof.** If $K$ is an element of $\mathcal{M}(p)$, then $D \subseteq K$ by Definition 8.1, which defines $\mathcal{M}(p)$. Moreover, Lemma 8.3 shows that $K$ is a $D$-group with respect to $T$ and that $O_p(H) \subseteq O(H)$. This proves the result.
The main result of this section is as follows:

**Proposition 1.** If $K$ is an element of $\mathcal{M}^*(p)$, then $K$ is $p$-constrained within $O(K)$.

The preceding lemma and this proposition have an immediate consequence:

**Corollary 1.** If $K$ is an element of $\mathcal{M}(p)$, then $K$ is $p$-constrained within $O(K)$.

The proof of the proposition is quite long; it is broken up into a sequence of lemmas which constitute the rest of the section. We begin with a pair of lemmas which effect a reduction: the existence of a certain type of element of $\mathcal{M}^*(p)$ will be enough to prove the proposition.

We shall preserve the notation of the preceding two sections. Thus, $P$, $Q$, $R$, $R^*$, and so forth, are as usual.

**Lemma 2.** If $K$ is an element of $\mathcal{M}^*(p)$, then $K$ is $p$-constrained within $O(K)$ if and only if $T$ normalizes, but does not centralize, a Sylow $p$-subgroup of $O(K)$.

**Proof.** Since $K \in \mathcal{M}^*(p)$, we have that $O_p(H) \leq O(H)$. In particular, $O_{p',p}(H) \leq O(H)$ and so $O_{p',p}(O(H)) = O_{p',p}(H)$. Moreover, there is a $T$-invariant Sylow $p$-subgroup $X$ of $O(H)$, so $X_0 = O_{p',p}(H) \cap X$ is a $T$-invariant Sylow $p$-subgroup of $O_{p',p}(H)$.

First, if $K$ is $p$-constrained within $O(K)$, then $CT(X_0) = 1$, by Lemma 2.6.3. Hence, $T$ normalizes, but does not centralize $X$. On the other hand, suppose that $K$ is not $p$-constrained within $O(K)$. Again, we apply Lemma 2.6.3 and conclude that $T$ centralizes $X_0$. Hence $[A''_0, T] = 1$, so $[X_0, X, T] \leq [X_0, T] = 1$, $[T, X_0, X] \leq [1, X] = 1$, and consequently, by the three subgroup lemma, $[X, T, X_0] = 1$.

Thus, $[X, T]$ is a subgroup of $O(H)$ which centralizes $O_{p',p}(O(H))/O_p(O(H))$ as $X_0$ covers this section. Since $O(H)$ is solvable, it follows that $O(H)$ is $p$-constrained and so $[X, T] \leq O_{p',p}(H)$. Hence, $[X, T] \leq X \cap O_{p',p}(H) = X_0$ and so $[X, T, T] \leq [X_0, T] = 1$.

But $X$ is a $p$-group and $T$ is a 2-group, so $T$ centralizes $X$ and the lemma is proved.

**Lemma 3.** Suppose that there exists an element $K$ of $\mathcal{M}^*(p)$ with the following two properties:

(a) $K$ is $p$-constrained within $O(K)$;

(b) $K$ contains a $D$-invariant Sylow $p$-subgroup of $C$.

Under these conditions, every element $H$ of $\mathcal{M}^*(p)$ is $p$-constrained within $O(H)$.

**Proof.** Let $K$ be as described. Now any two $D$-invariant Sylow $p$-subgroups of $C$ are conjugate by an element of $C(D)$, so we may assume that $P$, our fixed $D$-invariant Sylow $p$-subgroup of $C$, is contained in $K$. Let $H$ be an arbitrary element of $\mathcal{M}^*(p)$; we shall assume that $H$ is not $p$-constrained within $O(H)$, and shall derive a contradiction.
The subgroup $O_{p^*}(H)$ is of odd order and is normalized by $D$. Hence, there is a $D$-invariant Sylow $p$-subgroup $Z$ of $O_{p^*}(H)$. By Lemma 2, it follows that $T$ centralizes $Z$, so $Z$ is a $D$-invariant $p$-subgroup of $C$. Hence, there is $u \in C_{O_{p^*}(D)}$ such that $Z^u \leq P$. However, $H^u \in \mathcal{M}^*(p)$, since $u$ centralizes $D$, so we may replace $H$ by $H^u$ and assume that $Z \leq P$.

To complete the normalization of the configuration in question, we let $U$ be a $DP$-invariant Sylow $p$-subgroup of $O(K)$. Such a subgroup exists since $O(K)DP$ is solvable and has $D$ as a Sylow 2-subgroup.

Since $K$ is $p$-constrained within $O(K)$, Lemma 2 yields that $T$ does not centralize $U$. Thus, no involution of $T$ centralizes $U$. Indeed, this follows immediately from the fact that any two $T$-invariant Sylow $p$-subgroups of $O(K)$ are conjugate by an element of $C \cap O(K)$ and the fact that the involutions of $T$ are conjugate in $K$, inasmuch as $K$ is a $D$-group with respect to $T$.

Since $P$ is a Sylow $p$-subgroup of $C$, it follows that $P = C_P(T)$. Hence by Lemma 2.8.1, since no element of $T^\#$ centralizes $PU$, we have $F_i \neq 1$, $1 \leq i \leq 3$, where $F = C_U(P)$ and $F'$ is the standard $T$-decomposition notation for $F$. Thus $F^* = \langle F_1^*, F_2^*, F_3^* \rangle$ is a noncyclic $p$-group, normalized by $T$, $[F^*, T] = F^*$, and $F^*$ centralizes $P$.

However, $H$ is a $p$-local subgroup of $G$ since $H \in \mathcal{M}^*(p)$ by assumption. Thus, there is a nonidentity $p$-subgroup $Z_0$ of $H$ such that $H = N(Z_0)$. Hence $Z_0 \subset Z$, so that, as $Z \leq P$, we have $C(P) \leq C(Z_0) \leq H$. In particular, $F^* \leq H$. But $H$ is a $D$-group, so that $F^*F^* \cap O(H)$ is cyclic, by Lemma 2.5.4. Thus, there is an index $i$, $1 \leq i \leq 3$, such that $x_i$ centralizes $F^*F^* \cap O(H)$. Hence, $F_{ij} \leq O(H)$ if $j \neq i$, $1 \leq j \leq 3$. In particular, $F_{0j} = \langle F_i^* \rangle$ for $j \neq i$ is a nonidentity $T$-invariant $p$-subgroup of $O(H)$ with $[F_0, T] = F_0$. It follows that $T$ normalizes but does not centralize some Sylow $p$-subgroup of $O(H)$; this contradicts Lemma 2 and completes the proof of this lemma.

**Lemma 4.** If $p$ is not constrained, then $N(Q)$ is $p$-constrained within $O(N(Q))$.

This will establish the proposition in the case that $p$ is not constrained. Indeed, $N(Q) \in \mathcal{M}^*(p)$, by Definition 8.1 and Lemma 8.1. Hence, $N(Q) \in \mathcal{M}^*(p)$ by Lemma 1, $N(Q)$ is $p$-constrained within $O(N(Q))$, and $N(Q)$ contains the $D$-invariant Sylow $p$-subgroup $P$ of $C$ since $Q$ is a characteristic subgroup of $P$. Thus Lemma 3 will imply the proposition in this case.

The proof of this lemma is fairly short.

**Proof.** By Lemma 2, it suffices to show that some element $t$ of $T^\#$ normalizes, but does not centralize, a $T$-invariant $p$-subgroup of $O(N(Q))$ as such a subgroup is contained in a $T$-invariant Sylow $p$-subgroup of $O(N(Q))$.

To prove this, observe first that $p$ is exceptional by assumption and so a $T$-invariant Sylow $p$-subgroup $U$ of $O(N(R))$ contains $R$ properly. Moreover, $N(R)$ covers $N/O(N)$ and contains both $D$ and $R$, so $N(R)$ is in $\mathcal{P}(p)$. The proof of Proposition 6.1 now shows that $N(R)$ is $p$-constrained within $O(N(R))$. As above,
we may choose $U$ to be $DP$-invariant; indeed, $P$ normalizes $R$ by our definition of $R$ in §7 and $O(N(R))PD$ is solvable. The constraint of $N(R)$ implies, by Lemma 2.6.2, that $x$ does not centralize $U$. Thus, in the $T$-decomposition notation, $U'_2 \neq 1$ or $U'_3 \neq 1$. But $d \in D$ interchanges $x_2$ and $x_3$, so $U'_2 \neq 1$ and $U'_3 \neq 1$ since $U$ is $D$-invariant. Since $P$ is a Sylow $p$-subgroup of $C$, we have $P = C_{p_i}(T)$, so Lemma 2.8.1 forces $F'_i \neq 1$, $i=2, 3$, where $F = C_0(P)$. But $Q \subseteq P$, so $F_0 = \langle F'_2, F'_3 \rangle \subseteq N(Q)$. Since $N(Q)$ is in $\mathcal{H}(p)$, it is a $D$-group with respect to $T$ by Lemma 8.3, so $F_0/F_0 \cap O(N(Q))$ is cyclic by Lemma 2.5.4. But $F_0$ is not cyclic as $F'_2 \neq 1$ and $F'_3 \neq 1$ and we conclude that $x$ does not centralize $F_0 \cap O(N(Q))$. Since $F_0 \cap O(N(Q))$ is $T$-invariant, the lemma is proved.

Thus we shall henceforth assume that $p$ is constrained. In particular, by Lemma 2.1, $C_R(R)$ lies in $S(A)$. Moreover, the argument following the statement of Lemma 4 shows that we may assume that $N(Q)$ is not $p$-constrained within $O(N(Q))$. We set $H = N(Q)$ and preserve that notation for the remainder of this section.

We begin by describing $H$ in some detail. We shall then return to the demonstration that there is an element of $\mathcal{H}(p)$ satisfying the hypotheses of Lemma 3.

**Lemma 5.** Under the above hypotheses, we have

(i) $H$ is of linear type of characteristic power exceeding three. In particular, $G$ has quasi-dihedral Sylow $2$-subgroups.

(ii) $P \cap O(H)$ is a Sylow $p$-subgroup of $O(H)$.

(iii) $C_H(P)$ is a $D$-group with respect to $T$.

**Proof.** (ii) Since $H$ is not $p$-constrained within $O(H)$, Lemma 2 implies that $T$ centralizes each Sylow $p$-subgroup of $O(H)$ that it normalizes. Moreover, $O(H)PT$ is a solvable subgroup of $H$, so there is a $PT$-invariant Sylow $p$-subgroup of $O(H)$. But $P$ is a Sylow $p$-subgroup of $C$ and $O(H)$ is normal in $O(H)PT$, so (ii) is proved.

(i) Observe that if $G$ has wreathed Sylow $2$-subgroups, $H$ is necessarily of linear type of characteristic power three by Proposition 2.3.4 as $D \subseteq H$, so the first assertion of (i) will imply the second.

We shall assume that $H$ is not as described and derive a contradiction. Since $D \subseteq H$, it follows from Proposition 2.3.4 that $H/O(H)$ is isomorphic with $PGL_n(2, 3)$ for some $n \geq 1$, or with $A_7$.

First, we note that no element $u$ of $D - Z(D)$ centralizes $QR \cap H = Q(R \cap H) = QN_R(Q)$. Indeed, if $u$ does not centralize $Q$, this is so. In any case $u$ does not centralize $R$ as $C_R(R) \subseteq S(N)$ and $D \cap S(N) = Z(D)$. Hence, if $u$ centralizes $Q$, then $u$ does not centralize $C_R(Q)$ by Theorem 5.3.4 of [19] and our assertion is valid.

Assume now that $H = H/O(H)$ is isomorphic with $PGL_n(2, 3)$ for some $n$. But $QR \cap H$ is a $T$-invariant subgroup of $H$, so $QR \cap H$ is a $T$-invariant subgroup of odd order in $H$. Hence $QR \cap H = 1$ by Lemma 2.5.9 and so $QR \cap H \subseteq O(H)$. However, it follows from the preceding paragraph that $T$ does not centralize $QR \cap H$ inasmuch as $T \subseteq D$ and $T \neq Z(D)$. Thus $QR \cap H$ is a $p$-subgroup of $O(H)$ normalized but not centralized by $T$. This contradicts our assumption that $H$ is not
$p$-constrained within $O(H)$, in view of Lemma 2. Hence, we may assume that $\overline{H}$ is isomorphic within $A_7$, in which case $D$ is dihedral of order eight and $G$ has quasi-dihedral Sylow 2-subgroups.

By an above paragraph, it is sufficient to prove that some four subgroup of $D$ centralizes $QR \cap H$. However, $D$ is a Sylow 2-subgroup of $H$ since $|D|=8$ and $|\overline{H}|=2520$. Moreover, any subgroup of odd order in $A_7$ that is normalized by a Sylow 2-subgroup is centralized by a four subgroup of that Sylow subgroup by Lemma 2.5.9. Thus $QR \cap H$ is centralized by a four subgroup of $D$. Hence, we need only prove that $D$ centralizes $QR \cap O(H)$ to conclude that some four subgroup of $D$ centralizes $QR \cap H$.

Thus, it suffices to show that $D$ centralizes any Sylow $p$-subgroup $U$ of $O(H)$ that it normalizes. However, $H=O(H)N_H(U)$ by the Frattini argument. Thus, $O(H)C_H(U)$ is a normal subgroup of $H$ containing $O(H)$. Moreover, it contains $T$, by Lemma 2, as $H$ is not $p$-constrained within $O(H)$. Hence, $O(H)C_H(U)=H$ as $H/O(H)$ is simple and so $A_H(U)$ is of odd order. Thus, $C_H(U)=D$ as $D \subseteq N_H(U)$ and this part of the lemma is proved.

(iii) We set $U=P \cap O(H)$ so $U$ is a Sylow $p$-subgroup of $O(H)$, by (ii). Hence, $H=O(H)N_H(U)$ by the Frattini argument. Thus, if we set $K=N_H(U)$ then $K$ is also a $D$-group with respect to $T$, contains $P$ and is of the same characteristic power $r$ as $H$. In particular, $K/O(K)$ contains a unique minimal normal subgroup, isomorphic to $PSL(2, r)$, which contains the image of $T$. Moreover, $O(K) \subseteq O(H)$ so that $U$ is a Sylow $p$-subgroup of $O(K)$. It will clearly suffice to show that $C_K(P)$ is a $D$-group with respect to $T$.

We now set $\overline{K}=K/O_P(O(K))$, so that we need only prove that $C_{\overline{K}}(\overline{P})$ is a $D$-group with respect to $T$ as $C_K(P)$ maps onto $\overline{K}$. We have $\overline{U}=O_P(\overline{K})$ is a Sylow $p$-subgroup of $O(\overline{K})=O(K)$. Moreover, if $K_1=C_K(U)$, then $\overline{K_1}=C_{\overline{K}}(\overline{U})$ and $T \subseteq \overline{K}$ as $T$ centralizes $P \subseteq U$. Thus, $\overline{K_1}$ covers the unique minimal normal subgroup of $K/O(K)$ isomorphic with $PSL(2, r)$. Moreover, $O(\overline{K}_1) \subseteq O(K)$ now follows, so $\overline{K}_1$ is also a $D$-group with respect to $\overline{T}$ of characteristic power $r$. If $\overline{U}=\overline{P}$, then (iii) follows, so we may assume that $\overline{U} \neq \overline{P}$.

In particular, this implies that $r \neq 9$. Indeed, if $r=9$, then the image of $T$ in $\overline{K}/O(\overline{K})$ is self-centralizing, by Lemma 2.5.7, part (iii), and Proposition 2.3.4. However, $\overline{U}=\overline{P}$ and $U$ is a Sylow $p$-subgroup of $O(K)$, so the image $\overline{P}$ in $\overline{K}/O(\overline{K})$ is nontrivial. This contradiction forces $r \neq 9$.

The definition of $\overline{K}$ forces $O_p(O(\overline{K}))=1$. Thus, as $O(\overline{K})$ is $p$-constrained, being of odd order, and $\overline{U}=O_P(\overline{K})$, we have $C_{O(\overline{K})}(\overline{U})=Z(\overline{U})$. Moreover, $O(\overline{K}_1) \subseteq O(\overline{K})$, so $O(\overline{K}_1)=Z(\overline{U})$. Hence, $O(\overline{K}_1)$ is central in $\overline{K}_1$ as $K_1=C_K(U)$.

Hence, the structure of $\overline{K}_1$ enunciated above, the fact that $r \neq 9$, and Lemma 2.5.6 yield that $\overline{K}_1$ has a normal subgroup which is the direct product of $Z(\overline{U})$ and a group $L_0$ containing $T$ and isomorphic with $PSL(2, r)$. Moreover, $L_0$ is a characteristic subgroup of $L_0Z(\overline{U})$, being the derived group of this product. Thus $\overline{P}$ normalizes $L_0$. 
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Thus, $X = \overline{P}/C_P(\overline{L}_0)$ is a group of automorphisms of $\overline{L}_0$ centralizing $\overline{T}$. We form the semidirect product $\overline{L}_0X$; it suffices to show that $C_{\overline{L}_0}(X)$ is a D-group with respect to $\overline{T}$. However, $C_{\overline{L}_0}(\overline{T}) = \overline{T}$, by Lemma 2.5.7, so $C_{\overline{L}_0X}(\overline{T}) = \overline{TX}$. But $O(\overline{L}_0X)$ centralizes $\overline{L}_0$ which contains $\overline{T}$, so $O(L_0X) = 1$. Hence, $\overline{L}_0X$ is a D-group with respect to $\overline{T}$ and $O(\overline{L}_0X) = 1$.

Since $C_{\overline{L}_0X}(\overline{T}) = \overline{TX}$, Lemma 2.5.7 and Lemma 2.5.8 yield the desired conclusion: $C_{\overline{L}_0}(X)$ is a D-group with respect to $\overline{T}$. Indeed, $X = E$, in the notation of those results. This proves the third assertion and establishes the lemma in all its parts.

The lemma shows, in particular, that the proposition is valid when $G$ has wreathed Sylow 2-subgroups. Thus it remains to establish the proposition in the case that $p$ is constrained and $G$ has quasi-dihedral Sylow 2-subgroups. This is the most difficult case.

We shall now choose and fix some more subgroups and notation. We note, first of all, that in the present case $D$ is dihedral of order eight, $Z(D) = \langle x \rangle$, and $y = d$. We set $A = \langle A \rangle$. The arguments of the proof of Lemma 4 show that $A$ is an element of $F(p)$, so as usual, by Proposition 6.1, $K$ is a $Q$-group of characteristic power $q$ and is $p$-constrained within $S(K)$. We also have the following obvious facts.

**Lemma 6.** The centralizer in $K$ of $R$ is contained in $S(K)$ and $S(K) = O(K)Z(D)$.

**Proof.** Indeed, $K$ is in $L(p)$, so $K = O(K) \cap N$, by Lemma 1.1. But we are assuming $C_K(R) \subseteq S(N)$, so $C_{K \cap N}(R) = S(K \cap N) \subseteq S(K)$ and $C_K(R) \subseteq O(K)S(K) = S(K)$. Moreover, $S(K) = O(K)Z(D)$ by Lemma 2.4.14.

We now choose and fix two more subgroups. Let $U$ be a normal subgroup of $K$ contained in $R$ with $C_K(U) \subseteq S(K)$ and minimal subject to these conditions. Such a subgroup exists, by the previous lemma. If $U$ is abelian, we let $V$ be a normal subgroup of $K$ contained in $U$ such that $U/V$ is a chief factor of $A$. Such a subgroup exists since $U \neq 1$ inasmuch as $S(K) \subseteq K$. Finally, if $U$ is nonabelian, we let $V = Z(U)$.

We continue the proof by analyzing $U$ and $V$ in some detail in the next lemma.

**Lemma 7.** If $U$ and $V$ are as described, then

(i) $U$ is of exponent $p$ and of class at most two;

(ii) $P \cap U$ and $P \cap V$ are Sylow $p$-subgroups of $C \cap U$ and $C \cap V$, respectively;

(iii) $P \cap U \neq 1$ and $P \cap V = 1$.

**Proof.** (i) We let $U_1$ be a critical subgroup of $U$, in accordance with Theorem 5.3.11 of [19]. Thus, $U_1$ has class at most two. Moreover, $y$ does not centralize $U$ as $y \notin S(K)$, so $y$ does not centralize $U_1$. But $C_K(U_1)S(K)$ is a normal subgroup of $K$ and $K/S(K)$ has a unique minimal normal subgroup which contains the image of $y$. Hence, $C_K(U_1) \subseteq S(K)$ and $U_1 = U$, by our minimal choice of $U$. Similarly, we can apply the same argument to $\Omega_1(U)$ as $y$ does not centralize $\Omega_1(U)$, by Theorem 5.3.10 of [19]. Thus, $U = \Omega_1(U)$. Since $p$ is odd, it follows that $U$ has exponent $p$ and so (i) is proved in full.
(ii) The group $R$ is $P$-invariant by choice, so $P \subseteq K$. Thus $P$ normalizes $U$, as $U$ is normal in $K$. It follows that $P$ normalizes $C \cap U$ and $P$ is a $p$-subgroup of $(C \cap U)P$. However, $P$ is a Sylow $p$-subgroup of $C$ and $(C \cap U)P \subseteq C$, so $P$ is a Sylow $p$-subgroup of $(C \cap U)P$. However, $C \cap U$ is a normal subgroup of $(C \cap U)P$, so $P \cap U = C \cap U \cap P$ is a Sylow $p$-subgroup of $C \cap U$. Similarly, $P \cap V$ is a Sylow $p$-subgroup of $C \cap V$.

(iii) We assume that $P \cap U = 1$ and derive a contradiction. Since $U$ is a $p$-subgroup, it follows that $C \cap U = 1$. Hence, $x_2$ inverts $U$ as $x$ centralizes $R \subseteq N$ and $U \subseteq R$. If $S$ is a Sylow $2$-subgroup of $K$ containing $D$, then $S$ is quasi-dihedral, since $K \in \mathcal{L}(p)$ forces $K$ to cover $L/O(N)$, by Lemma 1.1. Hence, $y = x_2x_2$ for some $s$ in $S$. But then $x_2$ also inverts $U$, so $y$ centralizes $U$, which is not the case. This contradiction forces us to accept that $P \cap U \neq 1$.

Finally, suppose that $P \cap V \neq 1$; again we shall derive a contradiction. Since $P \cap V \neq 1$, $N(P \cap V)$ is a $p$-local subgroup and

$$N(P \cap V) \supseteq C(P \cap V) \supseteq C(P) \supseteq C_H(P).$$

But $C_H(P)$ is a $D$-group with respect to $T$, by Lemma 5, so $N(P \cap V)$ is a $D$-group or $QD$-group by Proposition 1.1. However, the minimal nature of $U$ yields that $C_K(V) \not\subseteq N(K)$, so $C_K(V)$ covers the unique minimal normal subgroup of $K/S(K)$. Hence, $C_K(V)$ is a $Q$-group of characteristic power $q$. But $C_K(V) \subseteq N(P \cap V)$, so $N(P \cap V)$ is a $QD$-group of characteristic power $q$, contrary to Proposition 1.1.

**Lemma 8.** If we set $H_1 = N(P \cap U)$, then

(i) $H_1$ is an element of $\mathcal{M}^*(p)$.

(ii) $H_1$ contains the $D$-invariant Sylow $p$-subgroup $P$ of $C$.

**Proof.** Certainly the second assertion is valid. Indeed, $P \cap U$ is a normal subgroup of $P$ as $U$ is normal in $K$ and $P \subseteq K$ since $R$ is $P$-invariant by its very choice.

Thus, we must prove (i). But $H_1$ is a $p$-local subgroup since $P \cap U \neq 1$, by the previous result. Moreover $D$ normalizes $P$ and also normalizes $U$ since $D \subseteq K$. Hence, $D \subseteq H_1$. It remains to show that $H_1$ is a $D$-group with respect to $T$ and that $O_p(H)$ has odd order.

However, $C_H(P)$ is a $D$-group with respect to $T$, by Lemma 5. Thus, the automizer in $C_H(P)$ of $T$ has order divisible by three. But $C_H(P) \subseteq C(P \cap U) \subseteq H_1$, so $A_{H_1}(T)$ has order divisible by three. Since $D \subseteq H_1$, it follows that $A_{H_1}(T)$ is $Aut(T)$. These conditions imply that $H_1$ is a $D$-group with respect to $T$ or is a $QD$-group by Proposition 1.1. Hence, we shall assume that $H_1$ is a $QD$-group and derive a contradiction.

However, $P$ is normal in $C$ and $U$ is normal in $K$, so $P \cap U$ is normal in $C \cap K$ and $C \cap K \subseteq H_1$. Since $K \in \mathcal{L}(p)$, Lemma 1.1 implies that $H_1$ covers $C \cap L/C \cap O(N)$. Since $T \subseteq H_1$ and $H_1$ is a local subgroup of $G$, it follows from Proposition 1.1 that $H_1$ is not a $QD$-group.
We now prove that $O_p(H_x) \cap O(H_1)$. We know that $T$ does not centralize $U$ as $C_T(U) \subseteq \langle x \rangle$ and $T \subseteq K$. Hence, by Lemma 2.8.1, $T$ does not centralize $N_{O}(C_{T}(U))$, which is $N_{O}(C \cap U)$. But $C \cap U = P \cap U$, as we pointed out above, so $T$ does not centralize $N_{O}(P \cap U)$. Let $S$ be a Sylow 2-subgroup of $H_x$ containing $D$, so that $S$ is either dihedral or quasi-dihedral and $Z(S) = \langle x \rangle$. If $O_p(H_x) \not\subseteq O(H_1)$, then $S \cap O_p(H_x) \neq 1$ and so $Z(S) \cap O_p(H) \neq 1$ as $S \cap O_p(H_x)$ is normal in $S$. Thus $x \in O_p(H_x)$. But as $H_1$ is a $D$-group with respect to $T$, all the involutions of $T$ are conjugate in $H_1$. Hence, if $O_p(H_x) \not\subseteq O(H_1)$, then $T \subseteq O_p(H_x)$. But then $[N_{O}(P \cap U), T] \subseteq U \cap O_p(H_x) = 1,$ which is a contradiction. The lemma is proved.

**Lemma 9.** If $H_x$ is as above, then $H_x$ is p-constrained within $O(H_1)$.

Once this result is established, it will follow from Lemma 8 that if we set $K = H_x$, then $K$ satisfies all the hypotheses of Lemma 3. The conclusion of Lemma 3 will then show that Proposition 1 is valid. Hence, to prove Lemma 9, we shall assume for the remainder of the section that $H_1$ is not p-constrained within $O(H_1)$ and derive a contradiction. We shall, as usual, proceed by a sequence of lemmas. Our assumption implies, by Lemma 2, that $T$ centralizes every $p$-subgroup of $O(H_1)$ that it normalizes. We shall use this fact without reference.

**Lemma 10.** One of the following holds:

(i) $U$ is elementary abelian, $V = 1$, and $|U : U \cap P| = p$;

(ii) $U$ is extra-special, $V = Z(U)$ has order $p$, $U \cap P$ is abelian, and $N_{O}(U \cap P) = (U \cap P)V$.

**Proof.** First, we claim that $V$ is cyclic. There were two possibilities in our definition of $V$, but in either case $V \subseteq Z(U)$, so $V \subseteq C(P \cap U) \subseteq H_x$. Moreover, $P \cap V = 1$, by Lemma 7, so $[V, T] = V$. But $V$ is abelian, so if $V_0 = [V, T] \cap O(H_1)$, then $[V_0, T] = 1$ and $V_0 = 1$, by our assumptions on $H_1$. Hence $V$ is isomorphic to $V/(H_x)/O(H_1)$, which is cyclic, by Lemma 2.5.4.

Suppose that $U$ is nonabelian; we shall prove that (ii) holds. In fact, $U$ is of exponent $p$ and class two exactly, by Lemma 7. Hence, $V = Z(U)$ is not the identity and is cyclic, so $V$ has order $p$. Thus $U$ is extra-special. Moreover, $C \cap V = 1$, again by Lemma 7, so $[V, T] = V$ and $U \cap P$ intersects $V$ trivially; consequently, $U \cap P$ is abelian. Therefore, it remains to show that $N_{O}(U \cap P) = (U \cap P)V$. However, $U \subseteq R \leq N$, so $x$ centralizes $U$ and $U \cap P = C_{U}(x_2)$. But then $x_2$ inverts $Z(U) = V$, and $U/(U \cap P) = V$. Thus, if the desired conclusion is false, then $(U \cap P)V$ is not a maximal abelian subgroup of $U$. However, in the latter case there are elements $u_1, u_2$ of $U$ inverted by $x_2$ which do not commute. But then $V = \langle [u_1, u_2] \rangle$, so $x_2$ centralizes $V$, a contradiction.

Finally, assume that $U$ is abelian, so $U \subseteq H_1$ as $H_1 = N(P \cap V)$ and $U$ is elementary, by Lemma 7. Our choice of $U$ shows that $C_{K}(U) \subseteq S(K)$. Since $T \cap S(K) = \langle x \rangle$,
it follows that \( x_2 \) does not centralize \( U \) and hence \( U \cap P \subseteq U \). Moreover, since \( H_1 \) is a \( D \)-group and \( U \) is elementary, another application of Lemma 2.5.4 shows that \( U/U \cap P \) is cyclic, so \( |U : U \cap P| = p \). It remains to show that \( V = 1 \); if this is not so, then \( V \) has order \( p \) and it follows that \( U = (U \cap P)V \). In particular, \( x_2 \) centralizes \( U/V \), so the normal closure of \( x_2 \) in \( D \) does as well. Hence, \( y \) centralizes \( U/V \). But \( C_K(V) \notin S(K) \), by our choice of \( U \) and \( V \), so \( y \) centralizes \( V \). Thus, \( y \) centralizes \( U \), which contradicts the containment \( C_K(U) \subseteq S(K) \). This proves the lemma.

**Lemma 11.** If \( P_0 \) is a subgroup of order \( p \) in \( P \cap U \) and we set \( H_0 = N(P_0) \), then the following conditions hold:

(i) \( A_{H_0}(T) \) has order divisible by three.

(ii) \( (P \cap U)VT \subseteq H_0 \).

(iii) \( T \) centralizes every \( p \)-subgroup of \( O(H_0) \) that it normalizes.

The first assertion implies that \( H_0 \) is a \( D \)-group with respect to \( T \) or a \( QD \)-group by Proposition 1.1. We do not eliminate the latter possibility since we do not know that \( H_0 \) covers \( C \cap L/C \cap O(N) \). Note that \( P_0 \) exists as \( P \cap U \) by Lemma 7.

**Proof.** (ii) The previous lemma shows that \( P \cap U \) is abelian and \( V \) centralizes it, so \( P \cap U \) and \( V \) are contained in \( H_0 \). Furthermore, \( T \) centralizes \( P \cap U \), so \( T \subseteq H_0 \).

(i) By Lemma 5, \( C_H(P) \) is a \( D \)-group with respect to \( T \). Thus, the automizer in \( C_H(P) \) of \( T \) has order divisible by three. However, \( C_H(P) \subseteq H_0 \) as \( P_0 \subseteq P \).

(iii) Suppose that there is a \( p \)-subgroup of \( O(H_0) \) normalized but not centralized by \( T \). Hence, condition (i) implies that no involution of \( T \) centralizes any \( T \)-invariant Sylow \( p \)-subgroup of \( O(H_0) \). Let \( X \) be a \( (P \cap U)T \)-invariant Sylow \( p \)-subgroup of \( O(H_0) \); it exists since \( O(H_0)(P \cap U)T \) is solvable. In particular, if \( Y = N_X(P \cap U) \), then \( Y_i \neq 1 \), \( 1 \leq i \leq 3 \), by Lemma 2.8.1. As usual, \( Y_i \subseteq O(H_1) \) for at least two values of \( i \), by Lemma 2.5.4, and this is a contradiction.

**Lemma 12.** The subgroup \( U \) is abelian.

**Proof.** We shall assume \( U \) is not abelian and derive a contradiction. In particular, \( U \) has the structure given in part (ii) of Lemma 10. We set \( \overline{K} = K/C_K(U) \), so \( \overline{K} \) is a \( D \)-group as \( x \) centralizes \( U \subseteq R \) and \( C_K(U) \subseteq S(K) \). Thus, \( \overline{K} \) is a \( D \)-group faithfully represented on \( \overline{U} \), which is an elementary abelian group isomorphic to \( U/V \). Hence, if \( |\overline{U}| = p^h \), then \( \overline{K} \) is isomorphic with a subgroup of \( GL(h, p) \). Since \( SL(2, p) \) is a \( Q \)-group, no subgroup of \( SL(2, p) \) is a \( D \)-group by Lemma 2.4.17. Since \( GL(2, p)/SL(2, p) \) is cyclic, the same is clearly true of \( GL(2, p) \) and consequently \( h > 2 \). Thus, \( |U| = p^{2m+1} \) with \( m \geq 2 \).

This implies that \( C_U(P_0) \) contains a subgroup \( U_0 \) with the following three properties:

(a) \( U_0 \) is extra-special;

(b) \( V = Z(U_0) \);

(c) \( U_0 \) is \( T \)-invariant and \( T \) does not centralize \( U_0/V \).
Indeed, $P \cap U$ is abelian and $C_V(P \cap U) = (P \cap U)V$. Since $m \geq 2$ and $|P_0| = p$, $C_V(P_0)$ is nonabelian and so $C_V(P_0) \triangleright (P \cap U)V$. Thus $T$ does not centralize $C_V(P_0)/V$ and, as $x$ centralizes $C_V(P_0)$, we have that $C_V(P_0)$ contains a $T$-invariant subgroup $F$ of order $p$ inverted by $x_2$ with $F \not= V$. Then $F$ does not centralize $P \cap U$ and so there exists a subgroup $P_1$ of order $p$ in $P \cap U$ such that $[F, P_1] \neq 1$. Setting $U_0 = \langle F, P_1 \rangle$, it is immediate that $U_0$ has the required properties.

Since $T$ does not centralize $V$, we have $V \not\subseteq O(H_0)$ by the previous lemma. We shall derive a contradiction by showing that $V \subseteq O(H_0)$.

First, we note that $U_0 \subseteq N \cap H_0$. Indeed, $U_0 \subseteq U \subseteq R$ and $U_0 \subseteq C_V(P_0) \subseteq H_0$. Moreover, the first assertion of the previous lemma yields that $H_0$ is a $D$-group with respect to $T$ or is a $QD$-group. We shall show that $V \subseteq O(H_0)$ in either case.

Suppose first that $H_0$ is a $D$-group and set $H_0 = H_0/O(H_0)$. By Proposition 2.3.4, either $H_0$ is isomorphic to $A_7$ or $H_0 = \mathbb{E}$, where $L$ is isomorphic to $PSL(2, t)$, $PGL(2, t)$, or $PGL^*(2, t)$ for some odd $t$, $L$ is normal in $H_0$, $E$ is cyclic of odd order, $L \cap E = 1$, and $E$ centralizes $T$. Moreover, in the latter case, if $L_0$ is the normal subgroup of $L$ isomorphic to $PSL(2, t)$, then as usual $E_0$ is isomorphic to $PSL(2, t)$ or $PGL(2, t)$. Now $U_0$ is a $T$-invariant extra-special $p$-subgroup of $H_0 \cap N = C_{H_0}(x)$ and $V = U_0^T$. Hence if $H$ is isomorphic to $A_7$, then $V = U_0 = 1$ as the Sylow subgroups of $A_7$ are abelian for all odd primes. On the other hand, if $H$ is of the form $L$, then $V = U_0^T = 1$ as the Sylow subgroups of $A_7$ are abelian for all odd primes. In either case, we see that $C_{H_0}(x)$ does not contain an extra-special $p$-group. This forces $V = 1$, since otherwise $U_0$ would be an extra-special $p$-subgroup of $C_{H_0}(x)$. Thus $V \subseteq O(H_0)$ in this case as well.

Suppose, on the other hand, that $H_0$ is a $QD$-group. We have $V \subseteq O(N)$ as $V \subseteq U \subseteq R \subseteq O(N)$. Therefore, using Proposition 1.1, we have

\[ V = [V, T] \subseteq [O(N) \cap H_0, T] \subseteq [O(N \cap H_0), T] \subseteq O(H_0). \]

This proves our assertion.

We now conclude the section by proving just the opposite, namely:

**Lemma 13.** The subgroup $U$ is not abelian.

**Proof.** This time we assume that $U$ is abelian and derive a contradiction. Hence, $U$ is elementary abelian, $V = 1$, and $|U : U \cap P| = p$, by Lemma 10. We again set $K = K/C_{K(U)}$. Now $K$ is a $Q$-group of characteristic power $q$ as $K$ covers $N/O(N)$. Since $x$ centralizes $U$ and $C_K(U) \subseteq S(K) = \langle O(K), x \rangle$, it follows from Lemma 2.4.15 that $K$ is a $D$-group of linear type of the same characteristic power $q$. Moreover, $x_2 \neq K'$ by Lemma 2.4.1, applied to $K/O(K)$, and hence $\overline{x_2} \neq \overline{K'}$. Since $q > 5$ and since $C_V(\overline{x_2}) = U \cap P$, all the hypotheses of Lemma 2.5.10 are satisfied and we
conclude that there is an odd prime \( r \) other than \( p \) and a nonidentity \( r \)-element \( \bar{v} \) in \( K \) inverted by \( \bar{x}_2 \) with \( C_{F \cap v}(\bar{v}) \neq 1 \). Since \( \bar{x} = 1 \) and \( \langle x \rangle \) is a Sylow 2-subgroup of \( C_F(U) \), it follows that there is an \( r \)-element \( v \) of \( K \) with image \( \bar{v} \) in \( K \) such that \( x \) centralizes \( v \) and \( x_2 \) inverts \( v \).

We can therefore take \( P_0 \) to lie in \( C_{F \cap v}(v) \) and do so. Hence \( \langle U, v \rangle \) is a subgroup of \( H_0 \) of odd order centralized by \( x \).

We now set \( U_1 = [U, v] \); we claim that \( U_1 \subseteq O(H_0) \). Since \( v \) does not centralize \( U \) by choice, \( U_1 \neq 1 \) and \( U_1 = [U_1, v] \) as \( U \) is a \( p \)-group, \( v \) is an \( r \)-element, and \( p, r \) are distinct primes. Moreover, \( U_1 \langle v \rangle \) is \( T \)-invariant. Again there are two possible structures for \( H_0 \). If \( H_0 \) is a \( D \)-group, we again set \( \bar{H}_0 = H_0/O(H_0) \), so that either \( \bar{H}_0 \) is isomorphic to \( A_7 \) or \( \bar{H}_0 = \bar{L}E \), where \( \bar{L} \) and \( E \) are as in the preceding lemma. Since \( A_7 \) possesses no nonabelian subgroups of odd order invariant under a four group, \( \bar{U}_1 = 1 \) in the first case and so \( U_1 \subseteq O(H_0) \). On the other hand, in the second case, \( \bar{v} \in \bar{L} \) as \( \bar{x}_2 \) inverts \( \bar{v} \) and \( \bar{x}_2 \in \bar{L} \). For the same reason, \( \bar{v} \in \bar{L}_0 \), where again \( \bar{L}_0 \) denotes the normal subgroup of \( \bar{H}_0 \) isomorphic to \( PSL(2, t) \) and of index at most two in \( \bar{L} \). But then also \( \bar{U}_1 \subseteq \bar{L}_0 \). Furthermore, \( C_{\bar{L}_0}(\bar{x}) \) is again dihedral and so contains no nonabelian subgroups of odd order. Since \( \langle \bar{U}_1, \bar{v} \rangle \subseteq C_{\bar{L}_0}(\bar{x}) \), we conclude that \( \bar{U}_1 = [\bar{U}_1, \bar{v}] = 1 \) and so \( U_1 \subseteq O(H_0) \).

On the other hand, if \( H_0 \) is a \( QD \)-group, then we have, since \( U \subseteq O(N) \), that
\[
U_1 = [U, v] \subseteq [O(N) \cap H_0, N \cap H_0] \\
\subseteq [O(N \cap H_0), N \cap H_0] \\
\subseteq O(H_0),
\]
again by Proposition 1.1.

But \( [U_1, T] \) is a \( p \)-subgroup not centralized by \( T \). Indeed, if \( T \) centralizes \( U_1 \), then \( v \) does also since \( v \) is inverted by \( x_4 \), contrary to the fact that \( U_1 = [U_1, v] \neq 1 \). Thus \( [U_1, T] \) is as described; but \( [U_1, T] \subseteq O(H_0) \) and this contradicts Lemma 11. This completes the proof, the section, and the chapter.

**Chapter V. The Structure of \( O(N) \). Proof of Theorem B***

1. **Outline of chapter.** This chapter is devoted to a proof of Theorem B*; this section contains an outline of the chapter and explains the break-up of the proof into several stages. It is, of course, to be understood that our simple group \( G \) with quasi-dihedral or wreathed Sylow 2-subgroups satisfies the working hypotheses listed in §1 of Chapter IV. As a consequence, all results to Chapter IV hold for the group \( G \).

In order to discuss the long proof to follow, we introduce yet another property of prime divisors of \( |O(N)| \), namely:

**Definition 1.** If \( p \) is a prime divisor of \( |O(N)| \), then \( p \) is **totally inverted** if \( C \cap L \) is a \( p' \)-group.

That is, if \( P \) is a Sylow \( p \)-subgroup of \( C \), then \( P \cap L = 1 \). In particular, if \( p \) is totally inverted, then it is certainly inverted. The relevance of this concept is as
follows: the assumption on the prime $p$ in §§7, 8 and 9 of the last chapter was that $p$ was exceptional and not totally inverted.

In order to establish Theorem B*, we must prove there are no exceptional primes. We prove this in three stages:

1. If $p$ is not the characteristic of $G$ and $p$ is not totally inverted, then $p$ is ordinary.
2. If $p$ is the characteristic and $p$ is not totally inverted, then $p$ is ordinary.
3. If $p$ is totally inverted, then $p$ is ordinary.

The first assertion is shown in §2; the next is proved in §§3, 4, 5 and 6; the third statement is demonstrated in the next five sections.

The reader interested in the idea of the proof, but not wishing to go into all the details, might do well to read the chapter under the assumption that the characteristic, if it divides $|O(N)|$, is an ordinary prime. This considerably reduces the argument but leaves contact with all the essential ideas.

We preserve all the notation introduced in the preceding chapter.

2. Elimination of the first set of primes. As the title of the section suggests, we shall carry out the first step of the proof of Theorem B* as described above. We shall prove

**Proposition 1.** If $p$ is a prime divisor of $|O(N)|$ other than the characteristic of $G$ and $p$ is not totally inverted, then $p$ is ordinary.

This result has a consequence for the structure of $N$; namely, the following application of Proposition 4.4.1.

**Corollary 1.** If $p$ is the characteristic of $G$ and $N = N/O_p(N)$, then

(i) Any $T$-invariant Sylow subgroup of $O(N)$ is centralized or inverted by $T_x$.

(ii) $L_o$ has a normal subgroup $J$ containing $O_p(N)$ such that $L_o = JO(N)$ and either

(a) $J$ is isomorphic to $SL(2, q)$ and $J \cap O(N) = 1$, or

(b) $J$ is isomorphic to $SL^*(2, 9)$, $q = 9$, and $|J \cap O(N)| = 3$.

(iii) $J$ centralizes $O(N)$.

For the moment let us assume the proposition is valid.

**Proof of Corollary 1.** We let $\pi$ be the set of prime divisors of $|O(N)|$ which are neither centralized nor inverted. Proposition 4.4.1 yields detailed information about the structure of $N/O_p(O(N))$. However, the above proposition implies that every prime divisor of $|O(N)|$, other than the characteristic of $G$, is ordinary or exceptional and totally inverted. But ordinary primes are centralized or inverted by Definition 4.1.3, while totally inverted primes are certainly inverted. Hence, $\pi$ is either empty or consists of the characteristic $p$ alone and so $O_p(O(N)) = O_p(O(N))$ which, in turn, is $O_p(N)$ as $p$ is odd. The corollary is now a direct consequence of Proposition 4.4.1.

The proposition will follow from the next two lemmas.
Lemma 1. If $p$ is an exceptional prime and not totally inverted, then there is a Sylow $p$-subgroup $P$ of $G$ such that $N(Z(J(P)))$ is an element of $\mathcal{M}(p)$.

Proof. Choose $H \in \mathcal{M}(p)$ maximizing $|H|^p$. It is a consequence of Lemma 4.8.3 that $H$ is a D-group with respect to $T$ and that $O_p(H) \subseteq O(H)$. Moreover, $O_p(H) \neq 1$ as $H$ is a $p$-local subgroup, by Definition 4.8.1. Hence, $H$ is $p$-stable by Proposition 2.6.1. Moreover, $H$ is $p$-constrained by Corollary 4.9.1. Hence, if $P$ is a Sylow $p$-subgroup of $H$, then

$$H = O_p(H)N_H(Z(J(P)))$$

by Theorem 2.7.1. In particular, $O_p(H)Z(J(P))$ is a normal subgroup of $H$. Thus, by Corollary 4.8.1, replacing $P$ by a conjugate in $H$, if necessary, we may assume that $H_1 = N(Z(J(P))) \in \mathcal{M}(p)$. To prove the lemma, we simply must now show that $P$ is a Sylow $p$-subgroup of $G$. However, if this is not the case, then $P$ is a proper normal subgroup of a $p$-subgroup $P_1$. Since $Z(J(P))$ is a characteristic subgroup of $P$, it is normal in $P_1$ and

$$|H_1|^p \geq |P_1| > |P| = |H|^p,$$

which contradicts the choice of $H$. This proves the lemma.

Lemma 2. If $p$ is an exceptional prime, not totally inverted and not the characteristic of $G$, then there is a Sylow $p$-subgroup $P$ of $G$ such that $N(Z(J(P)))$ is an element of $\mathcal{L}(p)$.

Proof. This argument is very similar to the preceding one. Choose $H \in \mathcal{L}(p)$ maximizing $|H|^p$. Thus, $H$ is a $p$-local subgroup, by Definition 4.1.4, so $O_q(H) \neq 1$ and $H$ is a $Q$-group of characteristic power $q$, by Lemma 4.1.1. Moreover, $H$ is $p$-constrained within $S(H)$ by Proposition 4.6.1; in particular, $O_p(H) \subseteq S(H)$, by Definition 2.6.1. But $p$ is not the characteristic of $H$ by hypothesis and so $H$ is $p$-stable by Proposition 2.6.1 since $q > 5$ is a constant assumption. Thus, if $P$ is a Sylow $p$-subgroup of $H$, then

$$H = O_p(H)N_H(Z(J(P)))$$

by Theorem 2.7.1. In particular, $O_p(H)Z(J(P))$ is a normal subgroup of $H$. Thus, we may assume, after replacing $P$ by a conjugate in $H$, if necessary, that $N(Z(J(P))) = H_1 \in \mathcal{L}(p)$, by Corollary 4.6.1. Our choice of $H$ now implies that $P$ is a Sylow $p$-subgroup of $G$, just as in the proof of the previous lemma.

Proof (of Proposition 1). Let $p$ be a prime which violates the proposition, so $p$ is exceptional, not totally inverted, and $p$ is not the characteristic of $G$. Hence, by Lemma 1, there is a Sylow $p$-subgroup $P_1$ of $G$ such that $N(Z(J(P_1))) = H_1 \in \mathcal{M}(p)$. Similarly, by Lemma 2, there is a Sylow $p$-subgroup $P_2$ of $G$ such that $N(Z(J(P_2))) = H_2 \in \mathcal{L}(p)$. But $H_1$ is then a $D$-group, by Lemma 4.8.3 and $H_2$ is a $Q$-group, by Lemma 4.1.1. This is a contradiction as $H_1$ and $H_2$ are conjugate subgroups of $G$. 
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3. A family of cyclic subgroups. We now fix $p$ as the characteristic of $G$ for the
next four sections of this chapter. In particular, $N$ has the structure described in
Corollary 1 of the previous section. In dealing with $\mathcal{M}(p)$ it was important to
include the covering property. Since $N$ is now known to have a more restricted
structure, we can simplify any work with the covering property.

We do this by introducing the following concept:

**Definition 1.** The set of all $D$-invariant subgroups of $J$ incident with

$$\langle O(C) \cap J \rangle O_p(N)/O_p(N)$$

is denoted by $\mathcal{W}$.

Here $J$ is the subgroup which exists by virtue of Corollary 2.1, whence either

$$J \cap O(N) = O_p(N)$$

and $J/O_p(N)$ is isomorphic to $SL(2, q)$ or $|J \cap O(N) : O_p(N)| = 3$, $q=9$, and $J/O_p(N)$ is isomorphic to $SL^\ast(2, 9)$.

**Lemma 1.** The section $(C \cap J)O_p(N)/\langle x \rangle O_p(N)$ is cyclic of order $\frac{1}{2}(q+8\varepsilon)$. The

collection $\mathcal{W}$ is nonempty and each element of $\mathcal{W}$ is cyclic of order $(q+8\varepsilon)/2^n$, is

centralized by $CD(T)$, and is inverted by $d$.

**Proof.** We set $\mathcal{N} = N/O_p(N)$. Since $O_p(N)$ has odd order, the section in question

is isomorphic to $C_f(T)/\langle \bar{x} \rangle$.

There are two possible structures for $J$. If $J$ is isomorphic to $SL(2, q)$, then $C_f(T)$

is cyclic of order $q+8\varepsilon$ by Lemma 2.4.2. Suppose, on the other hand, that $J$ is

isomorphic to $SL^\ast(2, 9)$, in which case $q=9$. Thus the characteristic of $G$ is three

and so $p=3$. But $J \cap O(\mathcal{N}) = O(\mathcal{J})$ has order three and is normal in $O(\mathcal{N})$. Since

$O_3(O(\mathcal{N})) = O_3(\mathcal{N}) = O_p(\mathcal{N})$, it follows that $O_p(\mathcal{N}) \neq 1$, contrary to the fact that

$\mathcal{N} = N/O_p(N)$ by definition. Thus this case cannot arise and so the first assertion is

established.

Furthermore, by Lemma 2.4.2, $O(C_f(T)) = \overline{W}$ is cyclic of order $(q+8\varepsilon)/2^n$, $\overline{W}$

centralizes $C_p(\overline{T})$, and $\overline{W}$ is inverted by $\overline{d}$. Moreover, $\overline{D} = \langle C_p(\overline{T}), \overline{d} \rangle$ as $C_p(\overline{T}) = \overline{T}$

and $\overline{d} = \overline{y}$ if $G$ has quasi-dihedral Sylow 2-subgroups, while $C_p(\overline{T})$ is abelian of

index two in $D$ and $\overline{d} \in D - C_p(\overline{T})$ if $G$ has wreathed Sylow 2-subgroups. On the

other hand, $(q+8\varepsilon)/2^n$ is relatively prime to 2 and to $p$, since $p$ is the characteristic

of $G$ and so divides $q$. Since $x$ is central in $(C \cap J)O_p(N)$, which is in turn $D$-

invariant, there exist $D$-invariant Hall $\langle 2, p \rangle$-subgroups of $(C \cap J)O_p(N)$. If $W$ is

such a subgroup, then $W$ is incident with $(O(C) \cap J)O_p(N)/O_p(N)$ and the remaining

conditions of the second assertion hold for $W$. Thus $\mathcal{W}$ is nonempty and the

lemma is proved.

We shall frequently make a choice of an element $W$ of $\mathcal{W}$. This leads to no

ambiguity largely because of the following remark:

**Lemma 2.** If $W$ and $W_1$ are elements of $\mathcal{W}$ and $P$ is a $D$-invariant Sylow $p$-subgroup

of $C$, then $W_1 \leq \langle W, P \rangle$. 
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Proof. The definition of $\mathcal{W}$ and Lemma 1 yield immediately that any two elements $W$ and $W_1$ of $\mathcal{W}$ are certainly conjugate by an element of $C \cap O_p(N)$. Indeed, $W$ and $W_1$ are $D$-invariant Hall $p$-complements of $WO_p(N)$. However, $C \cap O_p(N)$ is a normal subgroup of $C$ as $O_p(N)$ is normal in $N$, so $C \cap O_p(N) = P \cap O_p(N)$ and hence $W_1 \subseteq \langle W, P \rangle$.

We shall see in the next result that $\langle W, P \rangle$ is, in fact, just $WP$.

We now collect some properties of the elements of $\mathcal{W}$.

Lemma 3. If $W$ is an element of $\mathcal{W}$, then the following conditions hold:

(i) $W \cap O(N) = 1$;

(ii) $CO(N) = O_p(N)N_{CO(N)}(W)$;

(iii) $W$ is permutable with any Sylow $p$-subgroup of $C$;

(iv) $C = (C \cap O_p(N))N_C(W)$;

(v) If $p$ is exceptional, but not totally inverted, then $W$ normalizes $Q$.

In statement (v), $Q$ is the subgroup which we proved existed in §7 of the previous chapter under the hypothesis that $p$ was exceptional, but not totally inverted.

Proof. (i) By definition, $W \leq J$ and the incidence condition (or the fact that $W$ is a $p'$-group) forces $W \cap O_p(N) = 1$. Hence, if $N = N/O_p(N)$, it suffices to prove that $\overline{W} \cap O(\overline{N}) = 1$. But we have already noted in the proof of Lemma 1 that $\overline{J}$ is necessarily isomorphic to $SL(2, q)$, whence $\overline{J} \cap O(\overline{N}) = 1$. Since $\overline{W} \leq \overline{J}$, the desired conclusion $\overline{W} \cap O(\overline{N}) = 1$ holds.

(ii) First, $O(\overline{N})$ centralizes $\overline{J}$ by Corollary 2.1, so $O(\overline{N})$ centralizes $\overline{W}$. Moreover, $\overline{W}$ is normal in $\overline{C}$ as $\overline{W} = O(\overline{C}) \cap \overline{J}$ and $O(\overline{C}) \cap \overline{J}$ is normal in $\overline{C}$. Thus $\overline{W}$ is normal in $O(\overline{N})\overline{C}$. However, $O(\overline{N})\overline{C} = O(\overline{N})\overline{C}$ and so the product $WO_p(N)$ is normal in $O(N)C$. But $W$ is a Hall $p'$-subgroup of $WO_p(N)$, so (ii) follows from the Frattini argument.

(iii) Let $P$ be a Sylow $p$-subgroup of $C$. Since $WO_p(N)$ is normal in $O(N)C$ by (ii), it follows that $WO_p(N) \cap C = W(O_p(N) \cap C)$. Since $O_p(N)$ is normal in $N$, we also have that $O_p(N) \cap C$ is normal in $C$ and so $O_p(N) \cap C = O_p(N) \cap P$ as $P$ is a Sylow $p$-subgroup of $C$. Hence $W(O_p(N) \cap C)P = WP$ is a group and (iii) is valid.

(iv) As we have just seen, $C \cap O_p(N)$ and $W(C \cap O_p(N))$ are normal subgroups of $C$. Since $W$ is a Hall $p'$-complement in $W(C \cap O_p(N))$, (iv) follows by the Frattini argument.

(v) The subgroup $Q$ was a characteristic subgroup of a fixed $D$-invariant Sylow $p$-subgroup of $C$; let this Sylow $p$-subgroup be $P$. We claim that it suffices to show that there is an element $W_1$ of $\mathcal{W}$ such that $W_1$ normalizes $Q$. Indeed, if that is the case, then $W \leq W_1P$ by Lemma 2 and part (iii) of this lemma, so $W$ also normalizes $Q$ as $P$ certainly does.

We let $X/O(N)$ be the subgroup of $L_0/O(N)$ of order $(q+δe)/2^n$ in $O(C)O(N) \cap L_0/O(N)$. We now claim that we need only produce a $D$-invariant subgroup $W_1$ of $X$ incident with $X/O(N)$. Indeed, if $W_1$ is such a subgroup, then
$W_1 \in \mathcal{W}$ once we know that $W_1 \subseteq J$, since $X/O(N)$ and $(O(C) \cap J)O_p(N)/O_p(N)$ are incident. However, the element $d$ of $D$ centralizes $O(N)/O_p(N)$ as it lies in $L_0$, so any subgroup of odd order in $L_0/O(N)$ inverted by $d$ lies in $J/O_p(N)$. Thus, if $W_1$ is as described, then $d$ inverts $W_1$ since $d$ inverts $X/O(N)$ and $W_1$ is $D$-invariant. Thus $W_1 \subseteq J$ and our reduction is established.

Proposition 4.7.1 yields that $N(Q)$ covers $C \cap L/C \cap S(L)$, so certainly $N(Q)$ covers $X/O(N)$. Let $X_0 = X \cap N(Q)$ and $Y_0 = O(N) \cap N(Q)$. Thus $X_0/Y_0$ is incident with $X/O(N)$. In particular, $X_0/Y_0$ is cyclic of order $(q + \delta e)/2^n$, is centralized by $C_D(T)$ and is inverted by $d$. Moreover, by the reduction of the previous paragraph, it suffices to establish the existence of a $D$-invariant subgroup of $X$ incident with $X_0/Y_0$.

We set $Z_0 = O_p(N) \cap N(Q)$, so $Z_0$ is a normal $p$-subgroup of $X_0$ contained in $Y_0$. Set $\overline{X}_0 = X_0/Z_0$, so $\overline{Y}_0 = Y_0/Z_0$. We now assert that we need only construct a $D$-invariant subgroup of $\overline{X}_0$ incident with $\overline{X}_0/\overline{Y}_0$. Indeed, if $\overline{X}/\overline{Z}_0$ is such a subgroup, then $\overline{K}/\overline{Z}_0$ is cyclic of order $(q + \delta e)/2^n$, is centralized by $C_D(T)$, and is inverted by $d$. In particular, $\overline{K}/\overline{Z}_0$ has order prime to $p$ and is $D$-invariant. Since $Z_0$ is a $p$-group, $K$ thus contains a $D$-invariant Hall $p$-complement and this subgroup clearly satisfies all the requirements.

Finally set $\overline{X}_1 = C_{\overline{X}_0}(C_D(T))$ and $\overline{Y}_1 = \overline{X}_1 \cap \overline{Y}_0$. Since $C_D(T)$ centralizes $\overline{X}_0/\overline{Y}_0$ and $\overline{X}_0$ is of odd order, it follows that $\overline{X}_1/\overline{Y}_1$ is also cyclic of order $(q + \delta e)/2^n$. Moreover, as $d$ normalizes $C_D(T)$ and inverts $\overline{X}_0/\overline{Y}_0$, we also have that $d$ inverts $\overline{X}_1/\overline{Y}_1$. But $d$ centralizes $O(N)/O_p(N)$, as we have noted above, and so $d$ centralizes both $\overline{Y}_1$ and $\overline{Y}_0$. In particular, $\overline{Y}_1 = C_{\overline{X}_1}(d)$. Since $\overline{X}_1$ has odd order, the subset $\overline{W}_1$ of $\overline{X}_1$ inverted by $d$ covers $\overline{X}_1/\overline{Y}_1$. But $\overline{X}_1/\overline{Y}_1$ is cyclic and $\overline{W}_1 \cap \overline{Y}_1 = 1$, which together imply that $\overline{W}_1$ is a subgroup. Thus $\overline{W}_1$ is cyclic of order $(q + \delta e)/2^n$ and $\overline{W}_1$ centralizes $C_D(T)$ as $\overline{W}_1 \subseteq \overline{X}_1$, so $\overline{W}_1$ is invariant under $D = \langle C_D(T), d \rangle$. But $\overline{W}_1 \cap \overline{Y}_0 = 1$ as $d$ inverts $\overline{W}_1$ and centralizes $\overline{Y}_0$, whence $\overline{X}_0 = \overline{W}_1 \overline{Y}_0$. Thus $\overline{W}_1$ is the required $D$-invariant subgroup of $\overline{X}_0$ incident with $\overline{X}_0/\overline{Y}_0$. This completes the proof of the lemma.

4. Properties of signalizers. We preserve our hypotheses on the prime $p$; we shall be studying the $D$-invariant $p$-subgroups of $G$, namely the elements of $\mathcal{U}(D; p)$. It is through use of these subgroups that we shall be able to prove later that $p$ is, in fact, an ordinary prime. We shall use the specialized signalizer notation which we defined in Chapter I.

Our main result in this section is as follows:

**Proposition 1.** Let $H$ be a subgroup of $G$ containing $D$ satisfying the following conditions:

(a) $O(H) \neq 1$;
(b) $P$ is a $D$-invariant Sylow $p$-subgroup of $C$ contained in $H$;
(c) $W$ is an element of $\mathcal{W}$ contained in $H$;
(d) $V$ is an element of $\mathcal{U}_H(D, W; p)$ containing $P$.
Under these conditions we have

(i) There is an element $U$ of $\mathcal{V}_H(D, W; p)$ containing $V$ such that $U \in \mathcal{V}_H^*(D; p)$ and $U \cap O(H)$ is a $D$-invariant Sylow $p$-subgroup of $O(H)$.

(ii) If $U_1$ and $U_2$ are elements of $\mathcal{V}_H(D, W; p)$ containing $V$, both of which are elements of $\mathcal{V}_H^*(D; p)$, then $U_1$ and $U_2$ are conjugate by an element of $N_G(W)$ which centralizes $D$.

The subgroups $P$ and $W$ are permutable, by Lemma 3.3. Moreover, $W$ is $D$-invariant, by Definition 3.1, so $PW$ is also and $PWD$ is a group. The proof of the proposition depends on a few preliminary lemmas. Throughout these five lemmas we assume that the elements of $\mathcal{W}$ are nontrivial; equivalently, that $(q + \delta e)/2^n > 1$.

First, we fix some notation. Let $\rho$ be the set of primes dividing $|W| = (q + \delta e)/2^n$ and let $s = \rho \cup \{p\}$. As in the last chapter, let $N_i = C(x_i)$, $1 \leq i \leq 3$, so $N = N_1$. We begin with one more special fact about elements of $\mathcal{W}$.

**Lemma 1.** If $W$ is an element of $\mathcal{W}$, then $W \in O(N_i)$ for at most one value of $i$, $1 \leq i \leq 3$.

**Proof.** Indeed, $W \notin O(N) = O(N_1)$, by the definition of $\mathcal{W}$. Thus, if the lemma is false, then $W \in O(N_2) \cap O(N_3)$. However, $N_2$ and $N_3$ have the same structure as does $N$, since all the involutions of $T$ are conjugate in $G$. In particular, if we set $\overline{N}_i = N_i/O_p(N_i)$, $2 \leq i \leq 3$, we have that $\overline{N}_i$ is normal in $\overline{N}_i$ and $\overline{N}_i$ centralizes $O(\overline{N}_i)$, by Corollary 2.1. Since $\overline{W} \in O(\overline{N}_i)$, it follows that $\overline{W}$ centralizes $\overline{N}_i$, $2 \leq i \leq 3$. However, $K_i = C_i(W)$ maps onto $\overline{J}_i$ as $W$ is a $p'$-group; consequently, $K_i$ is a $Q$-group of characteristic power $q$ and $O(K_i)x_i$ is central in $K_i/O(K_i)$, $2 \leq i \leq 3$. Since $N(W)$ contains $K_i$ and $W \neq 1$, it follows from Proposition 4.1.1 that $N(W)$ is also a $Q$-group of characteristic power $q$ in which $O(N(W))x_i$ is central in $N(W)/O(N(W))$, $2 \leq i \leq 3$. However, the center of that quotient group is cyclic by Lemma 2.4.7, so we have a contradiction. The lemma is proved.

The next result is to be used in proving the one that follows.

**Lemma 2.** If $W$ is an element of $\mathcal{W}$, then $W \in L_i$ for all $i$, $1 \leq i \leq 3$.

**Proof.** Let $X$ be a Hall $p$-complement of $O(C)$ which contains $W$ and set $Y = C_X(X')$. It will suffice to show that $W \subseteq Y \subseteq L$. Indeed, suppose this is the case. Since $O(C)$ is a characteristic subgroup of $C$, it is normal in $M = N(C)$. Hence $M = O(C)N_M(X)$, by the Frattini argument, inasmuch as $X$ is a Hall subgroup of $O(C)$. Thus, it follows that $M = O(C)N_M(Y)$. Therefore, there is $a_i \in N_M(Y)$ so that $a_i$ cyclically permutes $x_1$, $x_2$ and $x_3$ by conjugation. We have now $W \subseteq L_1 = L$ and $W^{a_i} \subseteq Y^{a_i} = Y \subseteq L$, so that $W \subseteq L_1^{a_i} = L_3$. Similarly, $a_1^{-1} \in N_M(Y)$, so $W \subseteq L_3$.

We shall now show that $Y \subseteq L$ and we begin by setting $N = N/O(N)$. Since $W \subseteq X \subseteq O(C)$, we have $\overline{W} \subseteq \overline{X} \subseteq O(\overline{C})$ and $\overline{W} = O(\overline{C}) \cap L$; consequently, $\overline{X} = O(C_{\overline{X}}(\overline{T}))$. It follows therefore from Lemma 2.4.2, applied to the $Q$-group $L\overline{X}$, that $C_{\overline{X}}(\overline{Y}) = \overline{W}$ and hence, that $C_{\overline{X}}(\overline{X}) \subseteq L$. But clearly $Y \subseteq C_X(X')$, so $\overline{Y} \subseteq L$ and $Y \subseteq L$. 
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It remains to prove that \( W \subseteq Y \). To do this, we now set \( \bar{N} = \bar{N}/O_p(N) \). Since \( X \) is a \( p' \)-group, it is isomorphic with \( \bar{X} \), so that it suffices to show that \( \bar{W} \subseteq \bar{Y} \). However, \( \bar{N}/\bar{L} \) is cyclic, by Proposition 2.3.3, and consequently \( \bar{X}' \subseteq \bar{L} \). Moreover, \( \bar{Y} = C_p(\bar{X}) \) since \( X \) and \( \bar{X} \) are isomorphic. Hence, it is enough to demonstrate that \( \bar{W} \) is central in \( O(\bar{C}) \cap \bar{L} \). But \( \bar{W} = O(\bar{C}) \cap \bar{J} \), by Definition 3.1, and so \( O(\bar{C}) \cap \bar{L} = O(\bar{C}) \cap O(\bar{N}) \). However, \( \bar{W} \subseteq \bar{J} \) and \( \bar{J} \) centralizes \( O(\bar{N}) \), by Corollary 2.1; in particular, \( \bar{W} \) centralizes \( O(\bar{C}) \cap O(\bar{N}) \). Since \( \bar{W} \) is cyclic, by Lemma 2.4.2, it follows that \( \bar{W} \) is central in \( O(\bar{C}) \cap \bar{L} \), as required.

We employ the usual \( T \)-decomposition notation in stating the next result:

**Lemma 3.** If \( X \) is a \( T \)-invariant \( r \)-subgroup of \( G \) for some \( r \) in \( \rho \), \( W \) is an element of \( \langle X, W \rangle \) of odd order, then the following conditions hold:

(i) If there is an integer \( j \), \( 1 \leq j \leq 3 \), such that \( X_j \neq 1 \) and \( W \notin O(N_j) \), then \( X'_j \subseteq O(N_j) \) and \( r \) is ordinary and inverted.

(ii) There is an integer \( i \), \( 1 \leq i \leq 3 \), such that \( X \subseteq N_i \).

**Proof.** (i) First, suppose that \( X'_j \subseteq O(N_j) \); we shall show that \( r \) is as required. Since \( X_j \neq 1 \) and \( X'_j \subseteq O(N_j) \), it follows that \( r \) divides \( |O(N_j)| \). Moreover, \( r \) divides \( |W| \) as \( r \in \rho \). Hence, \( r \) divides \( |C \cap L| \) and \( r \) is not totally inverted. Since \( r \neq p \), as \( p \) and \( q + \delta e \) are coprime, Proposition 2.1 yields that \( p \) is ordinary. Furthermore, any \( T \)-invariant Sylow \( r \)-subgroup of \( O(N) \) is centralized or inverted by \( x_2 \). However, \( \langle X'_j \rangle \) is a \( T \)-invariant \( r \)-subgroup of \( O(N_j) \) not centralized by \( T \), so \( r \) is indeed inverted.

Thus it suffices to show that \( Y' = \langle X'_j \rangle \) is contained in \( O(N_j) \). Hence, we assume that \( Y \notin O(N_j) \) and derive a contradiction. In any case, \( Y \) is an \( r \)-subgroup of \( N_j \) and \( [Y, T] = Y \). Since \( T \subseteq L_j \), we have, in fact, that \( Y \subseteq L_j \).

We set \( N_j = N_j/O(N_j) \), so \( \bar{Y} \) is a nonidentity \( r \)-subgroup of \( L_j \) and \( [\bar{Y}, \bar{T}] = \bar{Y} \). Moreover, \( W \subseteq C \subseteq N_j \) and \( \bar{W} \neq 1 \) as \( \bar{W} \notin O(N_j) \). Thus, \( \bar{W} \) is a nonidentity subgroup of \( O(\bar{C}) \). In addition, Lemma 2 implies that \( \bar{W} \subseteq \bar{L}_j \). Hence, it will suffice to prove that \( |\bar{Y}| \) divides \( q + \delta e \). Indeed, if this is the case, we have an immediate contradiction to Lemma 2.4.6 with \( \bar{W}, \bar{Y}, \bar{L}_j, \bar{T} \) in the roles of \( W_0, X, L, T \) respectively since \( \langle \bar{W}, \bar{Y} \rangle \) has odd order.

But \( \bar{Y} \) is an \( r \)-subgroup of \( L_j \) and \( r \) is a divisor of \( q + \delta e \). Thus \( |\bar{Y}| \) also divides \( q + \delta e \) by Lemma 3.1(v) of [22] applied to \( L_j/\langle \bar{x}_j \rangle \).

(ii) We assume the assertion is invalid, so that \( X'_i \neq 1 \) for at least two values of \( i \), \( 1 \leq i \leq 3 \). By Lemma 1, we may choose \( j \), \( 1 \leq j \leq 3 \), such that \( X'_j \neq 1 \) and \( W \notin O(N_j) \). Hence, by (i), \( X_j \subseteq O(N_j) \) and \( r \) is ordinary and inverted. Therefore, by Lemma 4.2.3, if \( u \) is a nonidentity element of \( X_j \), then every \( T \)-invariant \( r \)-subgroup of \( C(u) \) lies in \( N_j \).

However, as \( X'_i \neq 1 \) for at least two values of \( i \), \( 1 \leq i \leq 3 \), we have \( X_j \subseteq X \). Thus, by Lemma 2.8.1, there is a nonidentity \( T \)-invariant subgroup \( Y \) of \( X \) centralizing \( X \), such that \( [Y, x_j] = Y \). Therefore, \( Y \) is a nonidentity \( T \)-invariant \( r \)-subgroup of
$C(u)$ and $Y$ does not lie in $N_j$. This is the desired contradiction and the lemma is proved in full.

The next lemma is quite technical; however, it is only to be used in the argument of the last of the preliminary lemmas.

**Lemma 4.** Let $R$ and $Y$ be subgroups of $G$ with the following properties:

(a) $R$ is a $D$-invariant $p$-subgroup;
(b) $Y$ is a $D$-invariant $r$-subgroup for some $r$ in $p$;
(c) $R$ and $Y$ are permutable;
(d) $\langle Y, W\rangle$ has odd order for some element $W$ of $W$.

Under these conditions, we have that

$$[R, T] \subseteq O_p(RY).$$

**Proof.** We set $K = RY$, so that $K$ is a subgroup of $G$. We let $\overline{K} = K/O_p(K)$; it must be shown that $[\overline{A}, \overline{A}] = 1$.

As a first step, in the usual $T$-decomposition notation, we prove that $R_i = 1$. To do this, it suffices to demonstrate that $\overline{R}_i$ centralizes $O_p(\overline{K})$, since $K$ is a solvable $\{p, r\}$-group. However, set $Z = Y \cap O_p(K)$, so that $Z$ is a Sylow $r$-subgroup of $O_p(K)$ and $\overline{Z} = O_r(\overline{K})$. Moreover, let $F = C_z(x_2)$ and let $I$ be the set of elements of $Z$ inverted by $x_2$, so that $Z = FI$.

We claim that in order to establish our assertion on $R_i$, it suffices to show that $\overline{R}_i$ centralizes $I$. Indeed, suppose this is the case. Therefore, $x_2$ inverts each element of $\overline{R}_i$ and centralizes $Z/\langle I\rangle$, so that $\overline{R}_i$ centralizes $Z/\langle I\rangle = O_p(\overline{K})/\langle I\rangle$. However, $\overline{R}_i$ centralizes $\langle I\rangle$, by assumption, so that $\overline{R}_i$ centralizes $Z$, since each element of $\overline{R}_i$ is an $r$-element, while $Z$ is an $r$-subgroup and $r \neq p$ as $r$ is in $p$.

We now shall show that $\overline{R}_i$ does centralize $I$; we may, of course, assume that $I \neq 1$, so that $Y_i \neq 1$. Hence, applying Lemma 3, with $Y$ in place of $X$ and $j = 1$, and using the fact that $W \notin O(N)$, we conclude that $Y_i \subseteq O(N)$ and that $r$ is ordinary and inverted. This yields that $Y_i$ is an abelian subgroup inverted by $x_2$.

Furthermore, $x$ centralizes $Y$. Indeed, some $x_i$ centralizes $Y$ by Lemma 3, $1 \leq i \leq 3$, so $C_D(Y)$ is a nontrivial normal subgroup of $D$. But then $C_{Z(D)}(Y) \neq 1$ and, as $x$ is the unique involution of $Z(D)$, $x$ centralizes $Y$, as stated. It follows that $I = Z \cap Y_i$.

We now assert that in order to show that $\overline{R}_i$ and $I$ do commute elementwise, it is enough to see that $R_i$ and $Y_i$ are permutable; indeed, assume this is the case. Thus $\overline{R}_i$ and $Y_i$ are permutable, so $\overline{R}_i$ normalizes $\langle I\rangle = O_r(\overline{K}) \cap \langle I\rangle$ by Lemma 2.8.3. Since $x_2$ inverts both $\overline{R}_i$ and $I$, it follows that $x_2$ has no nontrivial fixed points on $\overline{R}_i\langle I\rangle$, which is a group as $\overline{R}_i$ normalizes $\langle I\rangle$. Thus $x_2$ inverts $\overline{R}_i\langle I\rangle$ and $\overline{R}_i\langle I\rangle$ is abelian, so $\overline{R}_i$ centralizes $\langle I\rangle$, as required.

Now $R$ is permutable with $Y$, by assumption, and $Y \subseteq N$, as we have shown above that $x$ centralizes $Y$. Moreover, we know that $Y_i \subseteq O(N)$ and that $r$ is an inverted prime, so that $Y_i = Y \cap O(N)$. Hence, $R_i$ and $Y_i$ are indeed permutable, by Lemma 2.8.3. Thus, at long last, we have established that $\overline{R}_i = 1$. 

License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use
Moreover, $\overline{R_j} = 1$ if $j = 2$ or $3$. Indeed, since $x$ centralizes $Y$, it follows that $x$ centralizes $O_p(\overline{R})$. However, any element of $\overline{R_j}$ is inverted by $x$ and normalizes $O_p(\overline{R})$, so $\overline{R_j}$ centralizes $O_p(\overline{R})$ and therefore $\overline{R_j} = 1$, $2 \leq j \leq 3$, as claimed.

Finally, $[R, T] = \langle R_1', R_2', R_3' \rangle$. Indeed, if $R^* = \langle R_1' | 1 \leq i \leq 3 \rangle$, then $R^* = [R^*, T] \subseteq [R, T]$. Moreover, $R = R_pR^*$, so $[R, T] \subseteq [R^*, T]$ and our assertion is valid. But each $R_i' \subseteq O_p(R_Y)$, $1 \leq i \leq 3$, since we have already shown that $\overline{R_j} = 1$, $1 \leq i \leq 3$. Hence $R^* \subseteq O_p(R_Y)$ and the lemma is proved.

The last result preliminary to the proof of the proposition is as follows:

**Lemma 5.** If $W$ is an element of $\mathcal{W}$ and $X$ is a $DW$-invariant $o$-subgroup of $G$, then

1. $X = O_p(X)(X \cap N) = O_p(X)N_X(W)$;
2. $O_p(X)(X \cap C)$ contains a Sylow $p$-subgroup of $X$.

**Proof.** First, we let $R$ be a $D$-invariant Sylow $p$-subgroup of $X$ and we claim that $[R, T] \subseteq O_p(X)$. Indeed, if $r$ is any prime divisor of $|X|$ other than $p$, let $Y$ be a $D$-invariant Sylow $r$-subgroup of $X$ permutable with $R$. Since $X$ is a $o$-group and $r \neq p$, it follows that $r \in o$ and so $[R, T] \subseteq O_p(R_Y)$ by the previous lemma. But now the desired conclusion $[R, T] \subseteq O_p(X)$ is a consequence of Lemma 2.8.7.

Moreover, preserving this notation for $r$ and $Y$, it is a consequence of Lemma 3 that $C_p(Y) \neq 1$ inasmuch as $\langle Y, W \rangle \subseteq \langle X, W \rangle = XW$ is of odd order. But $C_p(Y)$ is a normal subgroup of $D$ and so $x \in C_p(Y)$ for any $r$ and any $Y$. Thus $X = R(X \cap N)$.

Therefore, since $R = [R, T](R \cap C)$, we have

$$X = R(X \cap N) = [R, T](R \cap C)(X \cap N) = [R, T](X \cap N) \subseteq O_p(X)(X \cap N),$$

so $X = O_p(X)(X \cap N)$ and half of (i) is established. Furthermore,

$$R = [R, T](R \cap C) \subseteq O_p(X)(X \cap C)$$

so the second assertion (ii) is also valid.

It remains to demonstrate the second factorization of $X$ in (i). However, $X \cap N$ is a $DW$-invariant subgroup of $N$, so $X \cap N \subseteq CO(N)$, by Lemma 2.4.9, applied to $N/O(N)$, inasmuch as $W(X \cap N)$ is of odd order, is normalized by $D$, and contains $W$. If we set $\overline{N} = N/O_p(N)$, then $\overline{X \cap N} \subseteq \overline{CO(N)} = \overline{CO(N)}$. But $\overline{W}(\overline{N})$ is the direct product of $\overline{W}$ and $O(\overline{N})$, by Corollary 2.1, and $\overline{W} = O(\overline{C}) \cap \overline{L}$ is normal in $\overline{C}$, whence $\overline{W}$ is normal in $\overline{W(X \cap N)}$.

Hence, $W(X \cap N)$ normalizes $WO_p(N)$, so certainly $W(X \cap N)$ normalizes $WO_p(N) \cap W(X \cap N)$. However, $W \subseteq N$, so $W(X \cap N) = WX \cap N$ and

$$WO_p(N) \cap W(X \cap N) = WO_p(N) \cap N \cap WX = WO_p(N) \cap WX$$

and we have that $W(X \cap N)$ normalizes $WO_p(N) \cap WX$.
We claim now that \( WO_p(N) \cap WX = W(O_p(N) \cap X) \). Since \( W(O_p(N) \cap X) \)
\( \subseteq WO_p(N) \cap WX \), it is enough to demonstrate the reverse inequality. Thus suppose that 
\( u \in WO_p(N) \cap WX \), so that \( u = wv \), where \( w \in W \) and \( v \in O_p(N) \). Since
\( W \subseteq WO_p(N) \cap WX \), it follows that \( v \in WO_p(N) \cap WX \), so \( v \in WX \). But \( X \) is
normal in \( WX \), as \( X \) is \( W \)-invariant. Thus \( WX/X \) is a \( p' \)-group, as \( W \) is a \( p' \)-group,
so that \( v \in X \) as \( v \) is a \( p \)-element, being in \( O_p(N) \). Hence, \( v \in O_p(N) \cap X \), so 
\( u \in W(O_p(N) \cap X) \) and \( WO_p(N) \cap WX \subseteq W(O_p(N) \cap X) \), as claimed.

It now follows that \( W(X \cap N) \) normalizes \( W(O_p(N) \cap X) \). Since \( W \) is a Hall
subgroup of \( W(O_p(N) \cap X) \), we conclude by the Frattini argument that
\[
X \cap N \subseteq (O_p(N) \cap X)N(W),
\]
so
\[
X \cap N = (O_p(N) \cap X)N_{X \cap N}(W).
\]
But we already have proved the factorization
\[
X = O_p(X)(X \cap N).
\]
In particular, this implies that \( O_p(X \cap N) \subseteq O_p(X) \) and, as
\[
O_p(N) \cap X \subseteq O_p(N \cap X),
\]
it follows that \( O_p(N) \cap X \subseteq O_p(X) \). Hence, \( X \cap N \subseteq O_p(X)N_X(W) \) and we conclude that
\[
X = O_p(X)N_X(W).
\]
This completes the proof of the lemma.

We are now ready to embark on the proof of the proposition.

**Proof.** We shall treat the case in which \( H \) has a normal 2-complement at the end
of the proof, so assume to begin with that \( H \) is not of this type. Moreover, \( H \)
is not a \( QD \)-group. Indeed, assume the contrary. Since \( O(H) \neq 1 \), by hypothesis,
\( O_r(H) \neq 1 \) for some odd prime \( r \) and so \( H \) is contained in the local subgroup
\( K=N(O_r(H)) \). Since \( H \) is a \( QD \)-group, clearly so also is \( K \). But this
contradicts Proposition 4.1.1 as \( WD \subseteq H \subseteq K \). Since \( D \subseteq H \), we can therefore
assume, in view of Proposition 4.1.1, that \( H \) is a \( Q \)-group or a \( D \)-group.

We set \( H = H/O(H) \) and we claim that there is a unique element of \( U_p(D; p) \)
containing \( \overline{V} \) and this subgroup lies in \( U_p(D, \overline{W}; p) \); that is, it is permutable with
\( \overline{W} \). We shall prove this by examining separately each of the two possible types of
structures for \( H \).

First, suppose that \( H \) is a \( Q \)-group. In this case \( H \) has characteristic power \( q \) by
Lemma 2.4.8, as \( W \subseteq H \), and so \( H \) has characteristic \( p \). Let \( \overline{U} \) be any element of
\( U_p(D; p) \) which contains \( \overline{V} \). Thus, \( \overline{U} \subseteq C_p(\overline{T}) \) by Lemma 2.4.9. However, \( P \) is a
Sylow \( p \)-subgroup of \( C=C(T) \), so that \( \overline{P} \) is a Sylow \( p \)-subgroup of \( C_p(\overline{T}) \). But
\( P \subseteq \overline{V} \subseteq \overline{U} \), so \( \overline{U} = P \) and therefore \( P \) is the unique element of \( U_p(D; p) \)
containing \( \overline{P} \). Moreover, \( W \) and \( P \) are permutable by Lemma 3.3, so certainly \( \overline{W} \) and \( \overline{P} \)
are permutable.
Next, suppose that \( H \) is a \( D \)-group. There are three cases to consider. First, if \( H \) is isomorphic to \( A_7 \), then \( D \) is dihedral of order eight and \( D \) normalizes a unique nonidentity subgroup \( \bar{R} \) of odd order in \( H \); namely \( \bar{R} = O(C_{H}(\bar{x})) \) and \( |\bar{R}| = 3 \), by Lemma 2.5.9. If \( p = 3 \), then \( \bar{W} = 1 \) and \( \bar{R} \cong \bar{V} \); while if \( p \neq 3 \), then 1 is the unique element of \( \mathcal{U}_H^p(\bar{D}; p) \) containing \( \bar{V} \). Either way, the desired properties hold. Second, if \( H \) is isomorphic to \( \text{PGL}_n(2, 3) \) with \( n \geq 2 \), which will be the case if \( G \) has wreathed Sylow 2-subgroups, then \( D \) is a Sylow 2-subgroup of \( H \) and 1 is the unique element of \( \mathcal{U}_H^p(\bar{D}; p) \) by Lemma 2.5.9. Again the desired properties hold.

Assume finally that \( H \) is not of one of these forms. Then by Proposition 2.3.4, \( H \) is isomorphic to a subgroup of \( \text{PGL}(2, r) \) for some odd \( r \), \( D \) is dihedral of order eight, and \( H = LE \), where \( L \) is isomorphic to \( \text{PSL}(2, r) \), \( \text{PGL}(2, r) \), or \( \text{PGL}^*(2, r) \), \( L \) is normal in \( H \), \( E \) is cyclic of odd order, \( L \cap E = 1 \), and \( E \) centralizes a Sylow 2-subgroup of \( H \), which without loss we may assume contains \( \bar{D} \). Let \( L_0 \) be the subgroup of \( L \) of index at most two isomorphic to \( \text{PSL}(2, r) \) and set \( \bar{K} = L_0 \bar{D} \).

Since a quasi-dihedral 2-group has only one conjugacy class of four groups and since \( L_0 \) contains a four group, it follows, if \( Z \) is isomorphic to \( \text{PGL}^*(2, r) \), that \( \bar{D} \subseteq L_0 \) inasmuch as \( \bar{D} \) is generated by its four subgroups. Hence, in all cases, \( \bar{K} \) is isomorphic to \( \text{PSL}(2, r) \) or \( \text{PGL}(2, r) \). Furthermore, \( \bar{E} \) normalizes \( \bar{K} \) and \( \bar{KE} \) is isomorphic to a subgroup of \( \text{PGL}(2, r) \). Moreover, since \( \bar{KE} \) is of index at most two in \( H \), it is normal in \( H \) and contains every subgroup of \( H \) of odd order. In particular, \( \bar{KE} \) contains \( \bar{W} \), \( \bar{V} \), and every element of \( \mathcal{U}_H^p(\bar{D}; p) \).

Applying Lemma 3.1 (iii) and (vii) of [22] to \( \bar{KE} \) and using the fact that \( \bar{D} \) centralizes \( \bar{E} \), it follows now that every element of \( \mathcal{U}_H^p(\bar{D}) \) lies in \( C_{KE}(\bar{\chi}) = C_{\bar{E}}(\bar{\chi}) \bar{E} \) and that \( C_{\bar{E}}(\bar{\chi}) \) is a dihedral group. Furthermore, \( C_{\bar{E}}(\bar{T}) = \bar{T} \) by Lemma 3.1(iii) of [22] and so \( C_{KE}(\bar{T}) = \bar{T} \bar{E} \) as \( \bar{T} \subseteq \bar{D} \) and \( \bar{D} \) centralizes \( \bar{E} \). Since \( \bar{W} \) and \( \bar{P} \) centralize \( \bar{T} \), it also follows that \( \bar{WP} \subseteq \bar{E} \). Moreover, as \( P \) is a Sylow \( p \)-subgroup of \( C \) and \( C_H(T) = C \cap H \) maps onto \( C_H(\bar{T}) \), we see that \( \bar{P} \) is a Sylow \( p \)-subgroup of \( \bar{E} \). Since \( C_{\bar{E}}(\bar{\chi}) \) is dihedral, we also have that \( O_d(C_{\bar{E}}(\bar{\chi})) \) is the unique Sylow \( p \)-subgroup of \( C_{\bar{E}}(\bar{\chi}) \) and consequently \( \bar{U} = O_d(C_{\bar{E}}(\bar{\chi})) \bar{P} \) is the unique Sylow \( p \)-subgroup of \( C_{KE}(\bar{\chi}) \) containing \( \bar{P} \). In particular, \( \bar{V} \subseteq \bar{U} \) as \( \bar{V} \) contains \( \bar{P} \). Since \( \bar{U} \) is clearly \( \bar{D} \)-invariant, it also follows that \( \bar{U} \in \mathcal{U}_H^p(\bar{D}; p) \) and hence \( \bar{U} \) is the unique element of \( \mathcal{U}_H^p(\bar{D}; p) \) containing \( \bar{V} \). Finally, \( \bar{W} \) centralizes \( \bar{P} \) as each is contained in \( \bar{E} \), which is cyclic, and \( \bar{W} \) normalizes \( O_d(C_{\bar{E}}(\bar{\chi})) \), so \( \bar{W} \) normalizes \( \bar{U} \). Thus \( \bar{U} \in \mathcal{U}_H^p(\bar{D}, \bar{W}; p) \) and therefore the desired conclusions hold in this case as well.

Let \( Y \) be the subgroup of \( H \) containing \( O(H) \) such that \( \bar{Y} \) is the product of \( \bar{W} \) and the unique element of \( \mathcal{U}_H^p(\bar{D}; p) \) which we have just described. Thus, \( DY \) is a group and has \( Y \) as a normal 2-complement. Moreover, \( DY \) contains \( W \) and \( V \). We claim that it suffices to verify the proposition with \( H \) replaced by \( H_1 = DY \) provided we show at the same time that \( U, U_1, U_2 \) are Sylow \( p \)-subgroups of \( Y \).

Indeed, suppose that all these statements are true; we shall complete the proof. We begin by establishing (i). We have, by assumption, an element \( U \) of \( \mathcal{U}_{H_1}(D, W; p) \) containing \( V \) such that \( U \in \mathcal{U}_{H_1}^p(D; p) \) and \( U \) is a Sylow \( p \)-subgroup of \( H_1 \). We
shall demonstrate that \( U \) fulfills all the conditions of (i). However, \( O(H) \) is normal in \( H_1 \) as \( O(H) \subseteq D Y \subseteq H \), so \( U \cap O(H) \) is a Sylow \( p \)-subgroup of \( O(H) \). Moreover, \( U \) and \( W \) are permutable as \( U \in \mathcal{N}_{H_1}(D, W; p) \). Finally, let \( U^* \) be an element of \( \mathcal{N}_{H_1}^p(D; p) \) containing \( U \). Since \( U \) is a Sylow \( p \)-subgroup of \( Y \) and because of the above description of \( Y \), \( \overline{U} \in \mathcal{N}_{H_1}^p(\overline{D}; p) \). Since \( \overline{U^*} \in \mathcal{N}_{H_1}(\overline{D}; p) \) and \( \overline{U^*} \subseteq U \), it follows that \( \overline{U^*} = \overline{U} \) and so \( U^* \subseteq O(H)U \). But \( U \) is a Sylow \( p \)-subgroup of \( O(H)U \) as \( U \subseteq O(H) U \subseteq Y \). Since \( U \subseteq U^* \) and \( U^* \) is a \( p \)-group, we conclude that \( U^* = U \). Thus \( U \in \mathcal{N}_{H_1}^p(D; p) \) and so all parts of (i) hold.

As for (ii), let \( U_1 \) and \( U_2 \) be as described in the statement of (ii). Thus, \( U_1 \) and \( U_2 \) are \( \overline{D} \)-invariant \( p \)-subgroups of \( \overline{H} \) containing \( \overline{V} \). Hence, by the uniqueness assertion proved above, we have \( U_1, U_2 \) contained in \( Y \). Hence, \( U_1, U_2 \) are elements of \( \mathcal{N}_{H_1}^p(D; p) \), so the conjugacy holds because it holds in \( H_1 \) by assumption.

Let us pause to state this reduction clearly. We need to establish the following two assertions:

1. There is an element \( U \) of \( \mathcal{N}_{H_1}(D, W; p) \) containing \( V \) such that \( U \) is a Sylow \( p \)-subgroup of \( H_1 \);

2. If \( U_1 \) and \( U_2 \) are elements of \( \mathcal{N}_{H_1}(D, W; p) \) containing \( V \), both of which are elements of \( \mathcal{N}_{H_1}^p(D; p) \), then \( U_1 \) and \( U_2 \) are conjugate by an element of \( N_C(W) \) which centralizes \( D \).

Observe also that if \( H \) itself has a normal 2-complement, the proposition will follow from (1) and (2) with \( H_1 = H \). Hence the proposition will be proved in its entirety once these two statements are established.

We make one further reduction. Let \( X \) be a \( D \)-invariant Hall \( \sigma \)-subgroup of \( Y \) containing \( V \). We claim that we need only show that \( X \) has a \( D \)-invariant Sylow \( p \)-subgroup \( V \) and permutable with \( W \). Indeed, let \( U \) be such a Sylow subgroup of \( X \). Clearly \( U \) fulfills (1), as \( X \) is a Hall subgroup of \( Y \) and \( Y \) is the normal 2-complement of \( H_1 \). Next, suppose that \( U_1 \) and \( U_2 \) are as stated in the hypothesis of (2). Since \( U_1 \) is a \( D \)-invariant \( p \)-subgroup of \( Y \) and \( U \) is a \( D \)-invariant Sylow \( p \)-subgroup of \( Y \), there exist elements \( c_i \) in \( C_Y(D) \) such that \( U_1^i \subseteq U, 1 \leq i \leq 2 \).

Since \( U_1 \in \mathcal{N}_{H_1}^p(D; p) \), this in turn implies that \( U_1^i = U, 1 \leq i \leq 2 \).

On the other hand, \( C_Y(D) \subseteq C_{OC(W)}(D) \) as \( T \subseteq D \) and \( C_Y(T) \subseteq O(C) \). But \( O(C) = P N_{O(C)}(W) \) by part (iv) of Lemma 3.3 and the fact that \( O(C) \) is a normal 2-complement in \( C \). Since \( P \) and \( N_{O(C)}(W) \) are each \( D \)-invariant and \( P \) is a Sylow \( p \)-subgroup of \( O(C) \), Lemma 2.8.8 now yields that

\[
C_{O(C)}(D) = C_P(D)(N_{O(C)}(W) \cap C(D)).
\]

Hence \( c_i = b_i u_i \), where \( b_i \in N_C(W) \), \( b_i \) centralizes \( D \), and \( u_i \in P \), \( 1 \leq i \leq 2 \). Since \( P \subseteq V \subseteq U \), this implies that \( U_1^i = U, 1 \leq i \leq 2 \), and so \( U_2 = U_1^i \), where \( b = b_1 b_2^{-1} \in N_C(W) \) and \( b \) centralizes \( D \). Thus (2) also holds and our claim is valid.

Thus, in order to establish the proposition in full, it remains only to produce a \( D \)-invariant Sylow \( p \)-subgroup of \( X \) which contains \( V \) and is permutable with \( W \). Since \( V \) is \( D \)-invariant, there is a \( D \)-invariant Sylow \( p \)-subgroup \( U \) of \( X \) containing
We assert that $U$ is automatically permutable with $W$. Indeed, if $W=1$, this is obvious. On the other hand, if $W \neq 1$, then $X=O_p(X)N_2(W)$ by Lemma 5 and again our assertion is obvious.

5. Construction of a certain signalizer. We shall demonstrate here the existence of a signalizer with certain special properties. We shall then prove a transitivity result which uses this constructed subgroup. These results will be proved under the following assumptions: the prime $p$ is, as in the preceding two sections, the characteristic of $G$; and, in addition, $p$ is exceptional, but not totally inverted.

**Proposition 1.** If $W \in \mathcal{W}$ and $P$ is a $D$-invariant Sylow $p$-subgroup of $C$, then there is $V \in \mathcal{H}(D, W; p)$ containing $P$ such that

(i) $O_p(VW)=1$;

(ii) $VWD$ is contained in an element of $\mathcal{L}(p)$ and in an element of $\mathcal{M}(p)$.

The results of §§7 and 8 of Chapter IV apply to any $D$-invariant Sylow $p$-subgroup of $C$ and, in particular, to $P$. Let $Q$ be the characteristic subgroup of $P$ there constructed.

**Proof.** We begin by applying Proposition 4.1 with $N$ in place of $H$ and $V=P$. (Note that $O(N) \neq 1$ as our conditions imply that $p$ divides $|C \cap O(N)|$.) We deduce that there is $U \in \mathcal{H}_n(D, W; p)$ containing $P$ such that $U \in \mathcal{H}_n'(D; p)$ and $R=U \cap O(N)$ is a $D$-invariant Sylow $p$-subgroup of $O(N)$. Moreover, $U$ and $W$ are of coprime order, so that $R=U \cap O(N)$ is normalized by $W$, by Lemma 2.8.3, as $W \cap O(N)=1$.

We shall construct $V$ by separate but similar consideration of two possibilities. First, suppose that $p$ is constrained; that is, by Definition 4.2.1, $N$ is $p$-constrained within $S(N)$. In this case, we set $V=PN_n(Q)$.

Since $P \subseteq U$ and $R=U \cap O(N)$, it follows that $P$ normalizes $R$. Hence, as $Q$ is a characteristic subgroup of $P$, we have that $P$ normalizes $N_n(Q)$ and so $V$ is a nonidentity $p$-subgroup which certainly contains $P$.

The subgroup $R$ is $D$-invariant, as we saw above. Furthermore, $P$ is $D$-invariant by choice and $Q$ is a characteristic subgroup of $P$, so that $Q$ is also normalized by $D$. Hence $N_n(Q)$ is $D$-invariant, so $V=PN_n(Q)$ is also.

Moreover, $R$ is normalized by $W$, as we also saw, and $Q$ is $W$-invariant, by part (v) of Lemma 3.3, as $p$ is exceptional and not totally inverted by assumption, so that $N_n(Q)$ is normalized by $W$. Since $W$ and $P$ are permutable, by part (iii) of Lemma 3.3, it follows that $W$ and $V$ are permutable and so $V \in \mathcal{H}(D, W; p)$. In particular, as $W$ is $D$-invariant, being an element of $\mathcal{W}$, we have that $VWD$ is a subgroup of $G$.

We have seen that $P$, $W$ and $D$ normalize $R$; hence $VWD \subseteq N(R)$ as $N_n(Q) \subseteq R$ and $V=PN_n(Q)$. But $N(R)$ is an element of $\mathcal{L}(p)$, by the Frattini argument and Definition 4.1.4. Furthermore, $N(Q) \in \mathcal{M}(p)$, by Lemma 4.8.1 and Definition 4.8.1.
Hence, in order to establish the proposition in the case under examination, it
remains to show that \( O_\sigma(VW) = 1 \). However, \( W \) normalizes \( Q \) and \( N_\sigma(Q) \), so
\( V_0 = QN_\sigma(Q) \) is a \( p \)-subgroup of \( V \) normalized by \( W \). Thus, if we set \( W_0 = C_\sigma(V_0) \),
then it suffices to show that \( W_0 = 1 \). However, \( W_0 \) is a \( p' \)-group, \( Q \) is a \( p \)-group,
and \( W_0 \) centralizes \( Q \) as \( Q \subseteq V_0 \). Moreover, \( C_\sigma(R) \subseteq S(N) \) by Lemma 4.2.1 as \( p \)
is constrained, while \( W \cap S(N) = 1 \) by part (i) of Lemma 3.3 and the fact that \( O(N) \)
is a normal 2-complement of \( S(N) \). Thus \( W \) acts faithfully on \( R \), so certainly \( W_0 \)
does also. Hence, \( W_0 \) acts faithfully on \( C_\sigma(Q) \) by Theorem 5.3.4 of [19]. But
\( C_\sigma(Q) \subseteq V_0 \), so \( W_0 = 1 \), as required.

Next, suppose that \( p \) is not constrained and set \( K = N(R) \). Thus, again \( K \in \mathcal{L}(p) \)
and now \( K \) is \( p \)-constrained in \( S(K) \) by Proposition 4.6.1. We claim that \( O(K) \)
possesses a \( PWD \)-invariant Sylow \( p \)-subgroup \( F \). (Note that our above arguments
show that \( PWD \) is a group and a subgroup of \( K \).) Indeed, there is \( U_1 \in \mathcal{U}_\sigma(D, W; p) \)
such that \( U_1 \) contains \( P \), \( U_1 \in \mathcal{U}_\sigma(D; p) \), and \( U_1 \cap O(K) \) is a \( D \)-invariant
Sylow \( p \)-subgroup of \( O(K) \), by Proposition 4.1. We set \( F = U_1 \cap O(K) \). Since \( P \subseteq U_1 \),
we need only see that \( F \) is normalized by \( W \) to verify our assertion. But \( W \cap O(K) \)
\( \subseteq N \cap O(K) \) and \( N \cap O(K) \subseteq O(N) \), by Lemma 4.1.1, so that \( W \cap O(K) = 1 \).
Since \( W \) and \( U_1 \) are permutable, it now follows from Lemma 2.8.3 that \( W \)
normalizes \( F \).

The remainder of the proof in this case is very similar to the corresponding part
of the previous argument. We set \( V = PN_\sigma(Q) \) and \( V \) is a nonidentity \( D \)-invariant
\( p \)-subgroup of \( G \). Furthermore, \( V \) certainly contains \( P \) and again \( V \) is permutable
with \( W \) since \( W \) is permutable with \( P \) and normalizes both \( Q \) and \( F \). Also \( VWD \)
\( \subseteq K \in \mathcal{L}(p) \) and \( VWD \subseteq N(Q) \in \mathcal{M}(p) \). Again \( V_0 = QN_\sigma(Q) \) is a \( p \)-subgroup
of \( VW \) normalized by \( W \). Moreover, \( C_\sigma(F) \subseteq S(K) \) as \( K \) is \( p \)-constrained within \( S(K) \).
Since \( W \cap O(K) = 1 \) and \( O(K) \) is a normal 2-complement in \( S(K) \), it follows that
\( W \cap S(K) = 1 \) and so \( W \) acts faithfully on \( V_0 \). Again, we derive that \( O_\sigma(VW) = 1 \)
in the same way as before and the proposition is proved.

The next and last result of this section is a key transitivity theorem. The sub-
groups \( V \) and \( W \) are as in Proposition 1.

**Proposition 2.** Any two elements of \( \mathcal{U}_\sigma(D, W; p) \) which contains \( V \) are conjugate
by an element of \( N_C(W) \).

First, we require a consequence of a result of the previous section.

**Lemma 1.** If \( U \) is an element of \( \mathcal{U}(D, W; p) \) and \( U \) contains \( P \), then \( U = O_\sigma(UW)P \).

**Proof.** We set \( X = UW \), so \( X \) is a \( \sigma \)-subgroup, since \( U \) and \( W \) are permutable,
by hypothesis. Thus, \( X \) is a \( DW \)-invariant \( \sigma \)-subgroup of \( G \), so that \( O_\sigma(X)(X \cap C) \)
contains a Sylow \( p \)-subgroup of \( X \), by Lemma 4.5. However, \( X = UW \), \( W \subseteq C \),
and \( U \) contains the Sylow \( p \)-subgroup \( P \) of \( C \), so that \( X \cap C = PW \). But \( W \) is a
\( p' \)-group, so \( O_\sigma(X)P \) is a Sylow \( p \)-subgroup of \( O_\sigma(X)(X \cap C) \). However, \( O_\sigma(X)P \)
\[ \subseteq U \text{ and } U \text{ is a Sylow } p\text{-subgroup of } X, \text{ so that } O_p(X)P=U \text{ and the lemma is proved.} \]

We now turn to the proposition.

**Proof.** We assume the result is false and argue to a contradiction. Choose elements \( U_1, U_2 \) of \( \mathcal{H}(D, W; p) \), each of which contains \( V \), but which are *not* conjugate by an element of \( N_c(W) \). Furthermore, among all such pairs of subgroups, choose this one maximizing \( |U_1 \cap U_2| \).

We set \( U = U_1 \cap U_2 \), so that \( U \) is also \( D \)-invariant. Moreover, \( U \subseteq U_i, \ i=1, 2, \) by the maximality of \( U_i \) among elements of \( \mathcal{H}(D, W; p) \) and since \( U_1 \neq U_2 \). We now claim that even \( U \) is permutable with \( W \). Indeed, by the previous lemma, since \( P \subseteq V \subseteq U_i, \ i=1, 2, \) we have that

\[ U_i = O_p(WU_i)P. \]

Hence, as \( P \subseteq U \),

\[ U = U_1 \cap U_2 = (O_p(WU_1) \cap O_p(WU_2))P. \]

But \( W \) is permutable with \( P \), by Lemma 3.3, while \( W \) normalizes \( O_p(WU_1) \) and \( O_p(WU_2) \). Thus, \( W \) is certainly permutable with \( U \), as asserted.

Hence, \( UW \) is a subgroup of \( G \). Moreover, \( O_p(UW) = 1 \). Indeed, \( VW \subseteq UW \), \( W \) is a \( p \)-complement of both \( VW \) and \( UW \), while \( O_p(VW) = 1 \), by Proposition 1. Thus, since \( UW \) has odd order and \( U \) is a Sylow \( p \)-subgroup of it, we have by Theorem 2.7.1, that \( Z(J(U)) \) is a normal subgroup of \( UW \).

We now set \( H = N(Z(J(U))) \). It follows that \( O(H) \neq 1 \) as \( 1 \leq P \leq U \). Moreover, \( W \leq H \) as we just saw that \( UW \leq H \). Hence, since \( W \) and \( U_i, i=1, 2, \) are permutable, so are \( W \) and \( U_i \cap H \). Thus, as \( D \) normalizes \( U \), we have that \( U_1 \cap H \in \mathcal{H}(D, W; p) \).

Furthermore, \( U_1 \cap H \supseteq U \) since \( U \supseteq U_i \) and \( Z(J(U)) \) is a characteristic subgroup of \( U \).

By Proposition 4.1, we may choose \( P_1 \) an element of \( \mathcal{H}(D, W; p) \) which is in \( \mathcal{H}(D; p) \) and contains \( U_i \cap H, i=1, 2, \). Also, by the same result, there is \( c \in N_c(W) \) with \( c \) centralizing \( D \) such that \( P_2 = P_1 c \). We now let \( Q_i, i=1, 2, \) be an element of \( \mathcal{H}(D, W; p) \) which contains \( P_1 \). Thus, \( U_1, Q_1, Q_1^c, Q_2 \) and \( U_2 \) are elements of \( \mathcal{H}(D, W; p) \).

Moreover,

\[ U_1 \cap Q_1 \supseteq U_1 \cap P_1 \supseteq U_1 \cap H \supseteq U = U_1 \cap U_2, \]

so that \( U_1 \) and \( Q_1 \) are conjugate by an element of \( N_c(W) \), by our choice of \( U_1 \) and \( U_2 \). Also, \( Q_1 \) and \( Q_1^c \) are clearly so conjugate. Furthermore,

\[ Q_1^c \cap Q_2 \supseteq P_1^c \cap P_2 = P_2 \supseteq U_2 \cap H \supseteq U, \]

so \( Q_1^c \) and \( Q_2 \) are conjugate by an element of \( N_c(W) \). Finally,

\[ Q_2 \cap U_2 \supseteq P_2 \cap U_2 \supseteq U_2 \cap H \supseteq U, \]

and so \( Q_2 \) and \( U_2 \) are conjugate by an element of \( N_c(W) \). Hence, so are \( U_1 \) and \( U_2 \), which is a contradiction. This proves the proposition.
6. Elimination of the second set of primes. The end product of the argument developed in the previous three sections is as follows:

**Proposition 1.** If $p$ is a prime divisor of $|O(N)|$ and $p$ is not totally inverted, then $p$ is ordinary.

**Proof.** If $p$ is other than the characteristic of $G$, then the assertion has already been dealt with in Proposition 2.1. Hence, we shall assume that $p$ is the characteristic of $G$, not totally inverted and exceptional; we need only derive a contradiction.

Since $p$ fulfills all the conditions of the last three sections, we choose $W \in \mathcal{W}$ and fix it and we choose $V \in \mathcal{N}_N(D, W; p)$ in accordance with Proposition 5.1.

We shall, in fact, prove that there exist elements $U_i, i = 1, 2$ of $\mathcal{M}_p(D, W; p)$, each containing $V$ such that if $H_i = N[Z(J(U_i))], i = 1, 2$, then $H_1 \in \mathcal{L}(p)$ and $H_2 \in \mathcal{M}_p(p)$. This will give the desired contradiction. Indeed, this yields that $H_1$ is a $Q$-group, by Lemma 4.1.1, $H_2$ is a $D$-group, by Definition 4.9.1, so certainly $H_1$ and $H_2$ are not conjugate. However, $H_1$ and $H_2$ are conjugate as $U_1$ and $U_2$ are conjugate by Proposition 5.2.

By Proposition 5.1 we know that $VWD$ is contained in an element $K_1$ of $\mathcal{L}(p)$ and in an element $K_2$ of $\mathcal{M}_p(p)$. Let $U_i \in \mathcal{N}_p^k(D, W; p), i = 1, 2$ with $V \leq U_i$. Among all such pairs of subgroups, we may assume that $|U_1|$ and $|U_2|$ are maximized.

We now assert that it suffices to show that $H_1 = N[Z(J(U_1))] \in \mathcal{L}(p), H_2 = N[Z(J(U_2))] \in \mathcal{M}_p(p)$ and $W \leq H_1, i = 1, 2$. Indeed, assume that this is the case; we need only show that $U_i \in \mathcal{N}_p^k(D, W; p), i = 1, 2$. Thus, suppose that $U_j \notin \mathcal{N}_p^k(D, W; p)$ for $j = 1$ or $2$; we shall derive a contradiction. We now have that there is $V_j \in \mathcal{N}_p^k(D, W; p)$ with $U_j \leq V_j$; consequently, $U_j \leq V_j = N_{V_j}(U_j)$. Thus, there are $D$-invariant $p$-subgroups of $H_j$ properly containing $U_j$. However, Proposition 4.1 implies that every element of $\mathcal{N}_p^k(D, W; p)$ containing $V$ is an element of $\mathcal{N}_p^k(D; p)$. In particular, there is $S_j \in \mathcal{N}_p^k(D, W; p)$ with $U_j \leq S_j$. Thus, $H_j$ contradicts the maximal nature of our choice of $K_j$. This contradiction establishes our assertion.

We begin by demonstrating that $W \leq H_i, i = 1, 2$. To do this, it suffices to show that $W \leq N_{WU_i}(Z(J(U_i)))$. However, $O_{p'}(VW) = 1$, by Proposition 5.1, so that $O_{p'}(U_iW) = 1$ as $V \leq U_i$ and $W$ is a $p$-complement of $U_iW$. Since $U_iW$ is of odd order, Theorem 2.7.1 now yields that $Z(J(U_i))$ is normal in $WU_i$, as required.

We now shall deal with $H_1$. In view of Proposition 4.6.2, in order to show that $H_1 \in \mathcal{L}(p)$, it suffices to prove that $R_1 = Z(J(U_1))$ is a nonidentity $D$-invariant $p$-subgroup of $O(K_1)$ and that $N(R_1) = H_1$ covers $K_1/O(K_1)$ as well as contains a Sylow $p$-subgroup of $O(K_1)$.

However, $K_1$ is $p$-constrained in $S(K_1)$ by Proposition 4.6.1. Since $K_1 \in \mathcal{L}(p)$, we have that $K_1$ is a $Q$-group of characteristic power $q$ and hence also of characteristic $p$. Moreover, $q > 5$ by assumption and $U_1 \in \mathcal{N}_p^k(D; p)$. Thus the hypotheses of Proposition 2.7.1 are satisfied and we conclude that $K_1 = O_p(K_1)N_{K_1}(R_1)$. In particular, $H_1$ contains $U_1$ and so by Proposition 4.1 $H_1$ contains a Sylow $p$-
subgroup of \( O(K_1) \). Moreover, as \( U_1 \) is \( D \)-invariant, being an element of \( \mathcal{W}_s(D, W; p) \) and as \( U_1 \neq 1 \) since \( U_1 \cong P \), it follows that \( R_1 \) is a nonidentity \( D \)-invariant \( p \)-subgroup of \( K_1 \). Finally, \( O_p(K_1) \subseteq S(K_1) \), by definition of \( p \)-constraint within \( S(K_1) \) and \( O_p(K_1)R_1 \) is normal in \( K_1 \) by the above factorization of \( K_1 \). Hence \( O_p(K_1)R_1 \subseteq S(K_1) \). But \( S(K_1) = O(K_1)Z(D) \) by Lemma 2.4.14 as \( K_1 \in \mathcal{P}(p) \) and consequently \( R_1 \subseteq O(K_1) \). Furthermore, as \( Z(D) \) normalizes \( R_1 \), our factorization of \( K_1 \) implies that \( N_{K_1}(R_1) \) covers \( K_1/O(K_1) \).

It remains to show that \( H_2 \) is an element of \( \mathcal{M}^*(p) \). Arguing now on \( U_2 \) as we did above on \( U_1 \), it follows that \( R_2 \) is a nonidentity \( D \)-invariant \( p \)-subgroup of \( G \), so \( H_2 \) is a \( p \)-local subgroup of \( G \) containing \( D \). Hence, by Definition 4.9.1, we need only prove that \( O_p(H_2) \subseteq O(H_2) \) and that \( H_2 \) is a \( D \)-group with respect to \( T \).

However, \( K_2 \) is \( p \)-constrained within \( O(K_2) \), by Proposition 4.9.1, as \( K_2 \in \mathcal{M}^*(p) \). Hence, by Proposition 2.7.2, we have \( K_2 = O_p(K_2)(K_2 \cap H_2) \) inasmuch as \( U_2 \in \mathcal{W}_s(D; p) \). But \( O_p(K_2) \subseteq O(K_2) \) by the constraint, so \( K_2 = O(K_2)(K_2 \cap H_2) \).

Since \( K_2 \in \mathcal{M}^*(p) \), it is a \( D \)-group with respect to \( T \), so that \( A_{K_2}(T) = \text{Aut}(T) \). The last factorization stated for \( K_2 \) yields that \( A_{K_2} \cap H_2(T) = \text{Aut}(T) \) and so \( A_{H_2}(T) = \text{Aut}(T) \). Since \( D \subseteq H_2 \), it follows therefore from Proposition 4.1.1 that either \( H_2 \) is a \( D \)-group with respect to \( T \) or a \( QD \)-group. However, \( WD \subseteq H_2 \), so \( H_2 \) is a local subgroup of \( G \) which covers \( C \cap L/C \cap O(N) \) and contains \( T \). Proposition 4.1.1 therefore implies that \( H_2 \) is not a \( QD \)-group.

Finally, let \( S \) be a Sylow 2-subgroup of \( H_2 \) containing \( D \), so that either \( S \) is dihedral or quasi-dihedral or else \( S = D \) and \( S \) is wreathed. We conclude in each case that any nonidentity normal subgroup of \( S \) intersects \( T \) nontrivially. Hence if \( S \cap O_p(H_2) \neq 1 \), then \( T \cap O_p(H_2) \neq 1 \), so \( T \leq O_p(H_2) \) as all elements of \( T^g \) are conjugate in \( H_2 \). Thus \( T \leq K_2 \cap O_p(H_2) \leq O_p(K_2) \), the latter inclusion holding because \( H_2 \) covers \( K_2O_p(K_2) \). This implies that \( T \leq O(K_2) \) as \( O_p(K_2) \subseteq O(K_2) \) and this is a contradiction. Thus \( S \cap O_p(H_2) = 1 \) and we conclude that \( O_p(H_2) \subseteq O(H_2) \).

This completes the proof.

The proposition has a direct consequence for the structure of \( N \); namely, the

**Corollary 1.** The subgroup \( N \) satisfies the following conditions:

(i) Any \( T \)-invariant subgroup of \( N \) is centralized or inverted by \( x_2 \).

(ii) \( L_0 \) has a normal subgroup \( J \) such that \( L_0 = JO(N) \) and either

(a) \( J \) is isomorphic to \( SL(2, q) \) and \( J \cap O(N) = 1 \), or

(b) \( J \) is isomorphic to \( SL^*(2, 9) \), \( q = 9 \), \( |J \cap O(N)| = 3 \), and \( G \) has quasi-dihedral Sylow 2-subgroups.

(iii) \( J \) centralizes \( O(N) \).

(iv) A Hall subgroup of \( O(N) \), for the set of inverted primes, is normal in \( N \).

The first three parts of the statement of this result (with the exception of the assertion concerning quasi-dihedral Sylow 2-subgroups in part (b) of (ii)) are obvious analogues of the three assertions of Corollary 2.1. Moreover, the proof is almost the same.
Proof. The above proposition shows that every prime divisor of \(|O(N)|\) is ordinary or exceptional and totally inverted. But ordinary primes are centralized or inverted by Definition 4.1.3, so every prime divisor of \(|O(N)|\) is centralized or inverted. Thus, the set \(\pi\) of primes which are neither centralized nor inverted is empty and \(O_\pi(O(N)) = 1\). The statements (i), (ii), and (iii) are now direct consequence of Propositions 4.4.1 and 4.5.1.

We now prove the last statement of the corollary. In fact, let \(A_0\) be a \(T\)-invariant Hall subgroup of \(O(N)\) for the set of centralized primes, so that \(x_2\) centralizes \(A_0\). Let \(B_0\) be a \(T\)-invariant Hall subgroup of \(O(N)\) for the set of inverted primes. Hence \(O(N) = A_0B_0\) and this implies that \(B_0\) is precisely the set of elements of \(O(N)\) inverted by \(x_2\). Indeed, if an element \(ab\) of \(O(N)\) with \(a \in A_0\) and \(b \in B_0\) is inverted by \(x_2\), then \((ab)^{-1} = ab^{-1}\) and so \(b^{-1}a^{-1}b = a\), whence \(a = 1\) as \(a\) and \(b\) are of odd order. But the subset of \(O(N)\) inverted by \(x_2\) is always a normal subset, so \(B_0\) is normal in \(O(N)\), as required.

7. The structure of \(N\). In this and the following four sections we again let \(p\) be an exceptional prime. By the results of the previous section we know that \(P\) is a totally inverted prime; that is, \(x_2\) inverts a \(T\)-invariant Sylow \(p\)-subgroup of \(O(N)(C \cap L)\). In particular, as \(T\) certainly centralizes \(C \cap L\), it follows that this \(p\)-subgroup is contained in \(O(N)\). Our purpose in these final five sections is to show that no such prime \(p\) exists, by deriving yet another contradiction. We shall do this much in the spirit of an earlier work (Lemma 6.12 of [22]).

The final result of the previous section is a detailed description of \(N\) which is a consequence of our knowledge of the nature of the exceptional primes. In this section, we shall use this information to derive some useful facts about \(N\). They will be used in the subsequent sections.

We begin by fixing a great deal of notation for the remainder of the chapter. Let \(W\) denote the 2-complement of \(C \cap L\), so that \(W\) is cyclic of order \((q + 8e)/2^n\), by Lemma 2.4.2. We note that \(W\) is a \(p'\)-group. Indeed, the Sylow \(p\)-subgroups of \(O(N)(C \cap L)\) are contained in \(O(N)\), by an above remark. In addition, \(J \cap O(N) = 1\) or \(q = 9\), \(J \cap O(N)\) is of order three, and \(S\) is quasi-dihedral by Corollary 1 of the preceding section. Furthermore, \(J \cap O(N)\) is not contained in \(C\) by Lemma 2.4.12.

Let \(B^*\) be a \(T\)-invariant Hall subgroup of \(O(N)\) for the set of inverted primes and let \(A\) be the usual \(T\)-invariant Hall subgroup of \(O(N)\) for the centralized ordinary primes. Proposition 1 and Corollary 1 of the previous section now imply that \(O(N) = AB^*\). As a consequence, we have that \(O(C \cap L) = WA\) as \(J\) and \(O(N)\) commute elementwise and \(W = O(C) \cap J\). Moreover, \(A\) is a \(p'\)-group as \(p\) is inverted. Hence, \(O_\pi(C) = 1\) as \(W\) is also a \(p'\)-group; this is a fact we shall constantly use.

Let \(a\) be a fixed 3-element of \(M\), \(a \notin C\), so \(a\) cyclically permutes the nonidentity elements \(x = x_1, x_2, x_3\) of \(T\); we may assume that \(x_1^2 = x_2, x_2^2 = x_3\) and \(x_3^2 = x_1\). We set \(N_i = C(x_i), 1 \leq i \leq 3\), so that \(N = N_3\), while \(N_1^2 = N_2, N_2^2 = N_3\) and \(N_3^2 = N_1\). Similarly, we set \(J_1 = J, J_2 = J^a, J_3 = J^{a^2}\) and define \(D_i, W_i, A_i, B^*, 1 \leq i \leq 3\). Thus,
each of the groups \( N_i \) has the same structure as \( N \) but with respect to \( D_i, A_i, B_i^* \), and so on, instead of \( D, A, B^* \) and so forth. Next, set \( P_i = O_p(N_i), 1 \leq i \leq 3 \), so \( P_i \) is the unique Sylow \( p \)-subgroup of the abelian group \( B_i^* \) and \( P_1^2 = P_2, P_2^2 = P_3, P_3^2 = P_1 \).

If \( \delta \epsilon = -1 \) and \( p \) divides \( q \) then, by Lemma 2.4.10, there are precisely two Sylow \( p \)-subgroups of \( J_i, 1 \leq i \leq 3 \), normalized by \( C \) and these contain all the \( C \)-invariant \( p \)-subgroups of \( J_i \). Let these be \( Q_i \) and \( Q_i^* \); so we may assume that \( Q_1^* = Q_2, Q_2^* = Q_3, \)
\( Q_3^* = Q_1 \) and similar equations hold for \( Q_i^*, Q_2^*, Q_3^* \), as \( \alpha \in C \subseteq N(Q_i) \cap N(Q_i^*) \).

Moreover, by Lemma 2.4.10, \( Q_i \) and \( Q_i^* \) are conjugate by an element \( z_i \) of \( D_i \), while \( J_i = \langle Q_i, Q_i^* \rangle, 1 \leq i \leq 3 \). Note that \( P_i Q_i, P_i Q_i^* \) are direct products. Indeed, \( J \) and \( O(N) \) form a direct product, for otherwise \( q = 9 \) and \( S \) is quasi-dihedral, in which case \( \delta = 1 \) and \( \epsilon = 1 \), contrary to our present assumption that \( \delta \epsilon = -1 \).

Finally, recall by Lemma 2.4.10 that \( Z(D_i) \) acts trivially on \( Q_i \) and \( Q_i^* \) and that \( C \cap L_i Z(D_i) = W_i C_{D_i}(T) Z(D_i) \) acts faithfully and irreducibly on \( Q_i \) and \( Q_i^* \), \( 1 \leq i \leq 3 \).

We now examine the set of \( p \)-subgroups of \( N_i, 1 \leq i \leq 3 \), permutable with \( C \).

**Lemma 1.** If \( 1 \leq i \leq 3 \), then the elements of \( \mathcal{M}_{N_i}(C; p) \) are as follows:

(i) \( P_i Q_i \) and \( P_i Q_i^* \) if \( \delta \epsilon = -1 \) and \( p \) divides \( q \);

(ii) \( P_i \) in all other cases.

**Proof.** The subgroups given are elements of \( \mathcal{M}_{N_i}(C; p) \); hence, we need only show that any element \( U \in \mathcal{M}_{N_i}(C; p) \) is contained in one of them. First, we show, that \( U \in L_i \). Indeed, if \( N_i = N_i / O(N_i) \), then \( C = C_{N_i}(T) \) and any element of \( \mathcal{M}_{N_i}(C; p) \) lies in \( L_i \) by Lemma 2.4.9.

However, \( U O(N_i) \cap J_i \) is a \( C \)-invariant \( p \)-subgroup of \( J_i \), so \( J_i \cap U O(N_i) \subseteq Q_i \) or \( Q_i^* \) (where we set \( Q_i = Q_i^* = 1 \) if \( \delta \epsilon = 1 \) or if \( p \) does not divide \( q \)). Hence \( U \subseteq Q_i O(N_i) \) or \( Q_i^* O(N_i) \). Each of these products is a direct product (as \( Q_i = Q_i^* = 1 \) if \( q = 9 \)) and \( P_i \) is the unique Sylow \( p \)-subgroup of \( O(N_i) \). The result now follows immediately.

Let \( P \) be our usual \( T \)-invariant Sylow \( p \)-subgroup of \( C \). Since \( O(C) \cap L = WA \) is a \( p \)-group, we have that \( P \cap L = 1 \) and \( P \cap L_i = 1, 1 \leq i \leq 3 \). Thus, \( P \) "plays the same role" in all the groups \( N_i, 1 \leq i \leq 3 \). We reserve the notation \( P_i, 1 \leq i \leq 3 \), for the subgroups defined above. The final result of this section is as follows:

**Lemma 2.** The elements of \( \mathcal{M}_{N_i}(T, C; p) \) which contain \( P, 1 \leq i \leq 3 \), are as follows:

(i) \( P Q_i P_i \) and \( P Q_i^* P_i \) if \( \delta \epsilon = -1 \) and \( p \) divides \( q \);

(ii) \( P P_i \) otherwise.

**Proof.** Let \( U \in \mathcal{M}_{N_i}(T, C; p) \) with \( P \subseteq U \) and set \( N_i = N_i / O(N_i) \). Since \( U \) is permutable with \( C \), it follows from Lemma 2.4.11 that \( U \subseteq C V \), where \( V \in \mathcal{M}_{N_i}(C; p) \).

Hence, \( U \subseteq C Q_i \) or \( C Q_i^* \) by Lemma 2.4.10. But \( U \equiv P \) and \( P Q_i \), \( P Q_i^* \) are Sylow \( p \)-subgroups of \( C Q_i \) and \( C Q_i^* \), respectively. Thus \( U \subseteq P Q_i O(N_i) \) or \( P Q_i^* O(N_i) \).

Again, the only Sylow \( p \)-subgroups of \( P Q_i O(N_i) \) and \( P Q_i^* O(N_i) \) which contain \( P \) are \( P Q_i P_i \) and \( P Q_i^* P_i \) respectively, which proves the lemma.
8. An omnibus lemma for signalizers. In eliminating the prime \( p \) we shall be dealing extensively with the \( p \)-subgroups of \( G \) normalized by the 2-groups \( T \) and \( D \). This section contains one result which collects all the necessary elementary facts about such signalizers in one long lemma. Only in the next section do we get deeper into the proof and prove a useful transitivity theorem.

Because we shall only be dealing with the one fixed prime \( p \) we shall simplify the notation. We shall write \( \mathcal{N}(Y) \) instead of \( \mathcal{N}(Y, p) \) and systematically drop the symbol \( p \) from all such notation for the remainder of the chapter. Of course, all the notation fixed in the previous section will be used fully with no further explanation.

The omnibus lemma is as follows:

**Lemma 1.** Let \( H \) be any subgroup of \( G \) containing \( C \) and let \( U \in \mathcal{N}_H^*(T, C) \).

(i) In the \( T \)-decomposition of \( U \) we have

(a) \( \mathcal{U}_1 \in \mathcal{N}_H(T, C) \), \( 1 \leq i \leq 3 \);

(b) \( \mathcal{U}_i \) is a \( C \)-invariant subgroup of \( P_i, P_iQ_i \) or \( P_iQ_i^* \).

(ii) Moreover, \( U \) contains the following subgroups:

(a) A \( T \)-invariant Sylow \( p \)-subgroup of \( C \);

(b) A Sylow \( p \)-subgroup of \( O(H) \).

(iii) If \( O(H) \neq 1 \) then

(a) \( U = \mathcal{O}_p(UC)(U \cap C) \);

(b) \( U = (U \cap O(H))(U \cap N_j) \) for some \( j, 1 \leq j \leq 3 \).

(iv) If \( O(H) \neq 1 \) and \( U^* \in \mathcal{N}_H(T, C) \) then \( U \) and \( U^* \) are conjugate by an element of \( M \cap H \).

(v) The subgroup \( UC \) has a normal 2-complement which is nontrivial if \( W \neq 1 \).

(vi) If \( V = \mathcal{O}_p(UC) \), then \( V \in \mathcal{N}_H^*(C) \) and \( V \) contains every element of \( \mathcal{N}_H(C) \) contained in \( U \).

We shall prove this lemma part by part but in an order different from the given one.

**Proof** of (i)(a). Since \( U \) is \( T \)-invariant and \( T \) is abelian, it follows that each \( U_i, 1 \leq i \leq 3 \), is a \( T \)-invariant subgroup of \( H \). Hence, we need only see that \( U_i \) and \( C \) are permutable, that is, \( C U_i \) is a subgroup. However, \( C \subseteq N_i \), so that \( N_i \cap C U = C(N_i \cap U) = C U_i \).

**Proof** of (v). Set \( F = C_D(T) \). Since \( F \) is a Sylow 2-subgroup of \( C \) and \( U \) has odd order, \( F \) is a Sylow 2-subgroup of \( C U \). Moreover, \( F \) is abelian of type \((2^a, 2^b)\) and \( T = \Omega_2(F) \). We claim that \( N_{C_U}(F) \subseteq C_{C_U}(F) \). Indeed, \( N_{C_U}(T) = C N_{C_U}(T) \subseteq C \) since \( N_{C_U}(T) \) and \( T \) commute elementwise as \( U \) is \( T \)-invariant. Since \( T \) is characteristic in \( F \), it follows that \( N_{C_U}(F) \) centralizes \( T \). Since \( T = \Omega_2(F) \), every element of \( N_{C_U}(F) \) of odd order is thus forced to centralize \( F \), whence \( N_{C_U}(F) \subseteq C_{C_U}(F) \), as asserted. Hence, by a theorem of Burnside, \( C U \) has a normal 2-complement. Since \( W \) has odd order, \( W \subseteq O(CU) \) and so this normal 2-complement is nontrivial if \( W \neq 1 \).
Proof of (ii)(a). By (v), it follows that \( U \subseteq U^* \), where \( U^* \) is a \( T \)-invariant Sylow \( p \)-subgroup of \( CU \). Thus \( U^* = V(U^* \cap C) \), so \( U^*C = CU^* \). But \( U \in \mathcal{W}_H^*(T, C) \) as \( U \in \mathcal{W}_H^*(T, C) \), so \( U = U^* \). Hence \( U \) is a Sylow \( p \)-subgroup of \( CU \), so \( |CU:U| = |C : C \cap U| \) is prime to \( p \). Thus \( C \cap U \) is a Sylow \( p \)-subgroup of \( C \) and certainly is \( T \)-invariant.

Proof of (i)(b). By (i)(a), \( CU_i \) is a subgroup, so it is a subgroup of \( N_t \). By (ii)(a), there is a \( T \)-invariant Sylow \( p \)-subgroup \( R \) of \( C \) contained in \( U \), so \( R \subseteq U_i \). Applying Lemma 7.2, with \( R \) in place of \( P \), we have that \( U_i \) is contained in \( P_i R, P_i Q_i R \) or \( P_i Q_i R \). But \( T \) centralizes \( R \), so \( U_i \) is contained in \( P_i, P_i Q_i \) or \( P_i Q_i \) as these subgroups are the intersection of \( L_i \) and \( R P_i, R P_i Q_i \) and \( R P_i Q_i \), respectively, and as \( U_i \subseteq L_i \). However, each of the three subgroups of \( L_i \) is inverted by an element of \( T \), so \( U_i \) is the intersection of \( U \) with the corresponding one of them and is therefore a subgroup and is \( C \)-invariant.

Proof of (iii)(a). With the usual notation for \( T \)-decompositions, we have \( U = U_0 U_1 U_2 U_3 \). By (ii)(a), \( U \) contains a \( T \)-invariant Sylow \( p \)-subgroup \( R \) of \( C \), so \( U_0 = R = U \cap C \). Moreover, \( U_i, 1 \leq i \leq 3 \), is a \( C \)-invariant subgroup, by (i)(b), so \( U = \langle U_1, U_2, U_3 \rangle \subseteq U \) is also \( C \)-invariant. Since \( U = U_0 \bar{U} \), it remains only to show that \( U_i \subseteq O_r(CU) \), \( 1 \leq i \leq 3 \). However, \( CU \) is solvable by (v), \( C \) contains a \( p \)-complement of \( CU \), which then automatically normalizes the \( p \)-group \( U_i \), so that \( U_i \subseteq O_r(CU) \), as required.

Most of the remaining parts of the lemma will be handled together. Before doing this we show that the last statement, namely (vi), is a consequence of the others. This will prove (vi) once we deal with these other parts.

Proof of (vi). By (v), \( UC \) is solvable, so that \( V = O_r(CU) \) is the unique element of \( \mathcal{W}_{VC}^*(C) \), inasmuch as \( C \) contains a \( p \)-complement of \( CU \). If the result is false, then \( V \notin \mathcal{W}_{VC}^*(C) \), so that \( V \subseteq V^* \in \mathcal{W}_{N^*V}^*(C) \). In particular, \( V \subseteq N^*V \), whence \( V \notin \mathcal{W}_{N^*V}^*(C) \). Hence, there is \( U^* \in \mathcal{W}_{N^*V}^*(T, C) \) with \( O_r(CU^*) \supseteq V = O_r(CU) \). But \( U \in \mathcal{W}_{N^*V}^*(T, C) \) as \( V \) is normal in \( UC \) and \( U \in \mathcal{W}_{N^*V}^*(T, C) \). This contradicts (iv) applied to \( N^*V \) and the subgroups \( U, U^* \) as \( C \) is normal in \( M \cap H \).

This leaves (ii)(b), (iii)(b), and (iv) to be proved. Since \( O(H) \neq 1 \) is assumed in these assertions except (ii)(b) and since (ii)(b) is clear if \( O(H) = 1 \), we shall assume for the remainder of the section that \( O(H) \neq 1 \). We shall now proceed by a sequence of lemmas to verify the remaining three parts of the omnibus lemma. We set \( \bar{H} = H/O(H) \).

Lemma 2. The group \( \bar{H} \) is a 2-group, a \( Q \)-group or a \( D \)-group, and \( O(\bar{H}) = 1 \).

Proof. We need only see that \( H \) is not a \( QD \)-group inasmuch as \( H \) is a subgroup of \( G \). However, \( C \subseteq H \), whence \( H \) covers \( C \cap L/C \cap O(N) \) and \( H \) contains \( T \), so that \( H \) is not a \( QD \)-group by Proposition 4.1.1.

Lemma 3. For some \( i \), \( 1 \leq i \leq 3 \), \( \bar{U} \subseteq C_H(\bar{x}_i) \).

Proof. If \( \bar{H} \) is a 2-group, then \( \bar{U} = 1 \) and the result is trivial. If \( \bar{H} \) is a \( Q \)-group, then \( \bar{H} = C_H(\bar{x}_i) \) for some \( i \), \( 1 \leq i \leq 3 \), by Proposition 2.3.1 and the fact that the
center of a Sylow 2-subgroup of $H$ intersects $T$ nontrivially. Again the result is clear. Finally, suppose that $H$ is a $D$-group. If $H$ is isomorphic to $A_7$, then $|U| \leq 3$ and the result is clear by inspection. In any other type of $D$-group, $U$ is a subgroup of odd order normalized by the four subgroup $T$ of $H$ and the result follows directly from Lemma 2.5.7.

**Proof of (iii)(b).** Indeed, by Lemma 3, $x_i$ centralizes $\overline{U}$ for some $i$, $1 \leq i \leq 3$, so $x_i$ centralizes $U \cup O(H)$. Hence, $U = C_\phi(x_i)(U \cup O(H)) = (U \cap N_i)(U \cap O(H))$.

We now let $X$ be a subgroup of $H$ containing $O(H)$ and $U$ and such that $X \in \mathcal{N}_H^T(T, \overline{C})$. We may do this as certainly $\overline{U} \in \mathcal{N}_H^T(T, \overline{C})$. Since $\overline{X}$ is permutable with $\overline{C}$, $\overline{X}$ is clearly a subgroup of $H$.

**Lemma 4.** Under the above conditions we have the following:

(i) The group $XC$ has a normal 2-complement.

(ii) There is a $T$-invariant Sylow $p$-subgroup $V$ of $XC$ containing $U$.

(iii) The subgroups $V$ and $C$ are permutable.

**Proof.** Since $X$ has odd order, $F = C_\phi(T)$ is a Sylow 2-subgroup of $XC$, being one of $C$. As in the proof of (v), $N_{XC}(F) \subseteq C_{XC}(F)$ and so (i) follows from Burnside's theorem.

In particular, $XC$ is solvable and $U \subseteq O(XC)$. Thus, part (ii) of the lemma is immediate.

In order to establish (iii), it suffices to show, in the usual $T$-decomposition notation, that $C$ and $\langle V'_i \rangle$, $1 \leq i \leq 3$, are permutable. Indeed, $V = V_0V'_1V'_2V'_3$, so $V = V_0\langle V'_1 \rangle \langle V'_2 \rangle \langle V'_3 \rangle$ and $V_0 = C_\phi(T) \subseteq C$ is certainly permutable with $C$.

We shall prove that $V'_i = \langle V'_i \rangle$ and is normalized by $C$. First, $V'_i \subseteq N_i$, so certainly $V'_i \subseteq L_i$ as $T$ centralizes $N_i(L_i)$. We set $\overline{N}_i = N_i/O(N_i)$. Then $\langle \overline{O}(C), \overline{V}'_i \rangle$ is of odd order as $O(C)$ and $V$ are contained in the normal 2-complement $O(XC)$ of $XC$. Hence, by Lemmas 2.4.10 and 2.4.11, $\overline{V}'_i \subseteq \overline{Q}_i$ or $\overline{Q}^*_i$, so $V'_i \subseteq Q_iO(N_i)$ or $V'_i \subseteq Q^*_iO(N_i)$. However, $Q_iO(N_i)$ and $Q^*_iO(N_i)$ have normal Sylow $p$-subgroups $Q_iP_i$ and $Q^*_iP_i$ respectively, so $V'_i \subseteq Q_iP_i$ or $V'_i \subseteq Q^*_iP_i$. Since each of these Sylow subgroups is abelian, certainly $\langle V'_i \rangle = V'_i$.

Set $R_i = [V'_i, C]$, so $R_i$ is a group of elements inverted by $x_j, j \neq i$. In particular, $R_i \supseteq V'_i$ and $R_i$ is $C$-invariant. Hence to prove (iii), we need only show that $R_i = V'_i$, and so it suffices to demonstrate that $|R_i| \leq |V'_i|$. However, $R_i \subseteq XC$, so $R_i$ is contained in a $T$-invariant Sylow $p$-subgroup $V^*$ of $XC$ and certainly $R_i \subseteq (V^*)^T$. But $V$ and $V^*$ are conjugate by an element of $C_{XC}(T) = C$, so $|(V^*)^T| = |V'_i|$ and $|R_i| \leq |V'_i|$, as required. As an immediate consequence we have

**Lemma 5.** With the above notation, we have $U = V$ and $\overline{U} = \overline{X}$.

**Proof.** The previous lemma shows that $V \in \mathcal{N}_H(T, C)$ and $\overline{V} \supseteq U$. But $U \in \mathcal{N}_H^T(T, C)$,
by our choice of $U$, so $U = V$. Next, $U \leq X$ by our choice of $X$, so $U$ is a Sylow $p$-subgroup of $X$. However, $\overline{X}$, the image of $X$ in $H$, is a $p$-group, again by our choice of $X$, so $\overline{U} = \overline{X}$ and the lemma is proved.

**Proof of (ii)(b).** We have that $O(H) \leq XC \leq H$, so $O(H)$ is a normal subgroup of $XC$. Since $U = V$ is a Sylow $p$-subgroup of $XC$, it follows that $U \cap O(H)$ is a Sylow $p$-subgroup of $O(H)$.

This now leaves only part (iv) of the omnibus lemma to be proved. We choose $U^* \in \mathcal{U}^*_H(T, C)$ as there stated.

**Lemma 6.** If $U^* \leq X$, then $U$ and $U^*$ are conjugate by an element of $M \cap H$.

**Proof.** We have seen that $U$ is a $T$-invariant Sylow $p$-subgroup of $XC$. The same, of course, is true of $U^*$, as it was chosen in the same way $U$ was. But $XC$ has a normal 2-complement which is $T$-invariant, so $U$ and $U^*$ are conjugate by an element of $C \cap O(XC) \leq C \cap H \leq M \cap H$, as required.

**Lemma 7.** The subgroups $U$ and $U^*$ are conjugate by an element of $M \cap H$.

Before proving this let us stop to note that this completes the proof of the omnibus lemma.

**Proof of (iv).** By Lemma 7, there is an element $m$ of $M \cap H$ such that $(U^*)^m = U$. In particular, $(U^*)^m \leq X$ as $\overline{U} = \overline{X}$. But, by Lemma 6, the subgroups $(U^*)^m$ and $U$ are conjugate by an element of $M \cap H$, inasmuch as $(U^*)^m \in \mathcal{U}^*_H(T, C)$ since $M$ normalizes $C$ as well as $T$.

**Proof of Lemma 7.** Let $U^* = \overline{X^*}$, so that $\overline{X}$ and $\overline{X^*}$ are elements of $\mathcal{U}^*_H(T, \overline{C})$. Indeed, $\overline{U} = \overline{X}$ by Lemma 5, so $\overline{U} \in \mathcal{U}^*_H(T, \overline{C})$ by our choice of $\overline{X}$, and the same is, of course, true for $U^*$. Moreover, $O(H)$ has odd order, so $\overline{M \cap H} = N_H(T)$. Hence, we need to show that the elements $\overline{X}$ and $\overline{X^*}$ of $\mathcal{U}^*_H(T, \overline{C})$ are conjugate by an element of $N_H(T)$. Since we shall be dealing with $H$ in the remainder of the proof, we shall omit all the “bars” throughout.

By Lemma 2 there are three possible structures for $H$. However, if $H$ is a 2-group, then $X = X^* = 1$ and the result is immediate. Hence, $H$ is a $Q$-group or a $D$-group such that $O(H) = 1$.

First, suppose that $H$ is a $Q$-group. Then $H = C_H(x_i)$ for some $i$, $1 \leq i \leq 3$, as $T \leq H$. Moreover, $H$ has characteristic power $q$, since $C \leq H$. Hence, by Lemmas 2.4.10 and 2.4.11, $X \leq CQ_i$ or $CQ_i^*$ if $\delta = -1$ and $p$ divides $q$, while $X \leq C$ in all other cases. But $Q_i$ and $Q_i^*$ are conjugate by an element of $N_H(T)$, by Lemma 2.4.10, so we may assume that $X$ and $X^*$ are both contained in $C$ or $CQ_i$. But $X$, $X^* \in \mathcal{U}^*_H(T, C)$, so $X$ and $X^*$ are Sylow $p$-subgroups of $C$ or $CQ_i$ and each contains $Q_i$ in the latter case inasmuch as $Q_i$ is $C$-invariant. It follows that $X$ and $X^*$ are conjugate as desired.

Next, assume that $H$ is a $D$-group. First, suppose that $H$ is isomorphic to $A_5$. Thus, the only nontrivial subgroup of odd order normalized by $T$ has order three, so either $|X| = 1$ or $p = 3$, $|X| = 3$ and $X = O(C_H(x_i))$ for some $i$, $1 \leq i \leq 3$. A similar
statement holds for $X^*$, so $X$ and $X^*$ are conjugate by an element of $N_H(T)$ since all the elements of $T^#$ are conjugate in $H$.

If $H$ is isomorphic to $PGL_n(2,3)$, then $N_H(T)$ is trivial by Lemma 2.5.9, in which case the desired conclusion is obvious. Hence we can assume that $S$ is quasi-dihedral and that $H$ is of linear type.

In this case, $H = KC_H(T)$, where $K$ is isomorphic to $PSL(2, r)$, $PGL(2, r)$, or $PGL^*(2, r)$, $r$ odd, by Lemma 2.5.7. Moreover, $C_H(T) = C$ is the direct product of $T$ and the cyclic group $O(C)$, while $K \cap O(C) = 1$, by the same lemma. Now $X$ and $X^*$ each contain a $T$-invariant Sylow $p$-subgroup of $C$, by (ii)(a), and we may assume, without loss of generality, that it is the same Sylow $p$-subgroup $P$ of $C$. Furthermore, by Lemma 2.5.7 any element of $N_H(T)$ is contained in $C_H(x_i)$, for some $i$, $1 \leq i \leq 3$. However, $C_H(x_i) = C_K(x_i)C$ as $H = KC$. Moreover, $C_K(x_i)$ is a dihedral group, by the same lemma. Thus, $X = R_i P$, where $R_i$ is the Sylow $p$-subgroup of $C_K(x_i)$ for some $i$, $1 \leq i \leq 3$. If $R_i = 1$, then $X = P$, so $X^* = P$ by the maximality of $X$ and since $X^* \supseteq P$. Thus we may assume $X = R_i P$, $R_i \neq 1$ and similarly $X^* = R_j P$, $R_j \neq 1$, for some $j$, $1 \leq j \leq 3$. If $i = j$, then again $X = X^*$ and we are done, so we may also assume that $i \neq j$.

If $H$ is a $D$-group with respect to $T$, then $|AH(T) : C|$ is divisible by three. Since $C$ is normal in $N_H(T)$, there is a 3-element of $N_H(T)$ which normalizes $P$ and cyclically permutes the elements of $T^#$. In this case we again have that $X$ and $X^*$ are conjugate as desired.

This leaves the possibility that $H$ is not a $D$-group with respect to $T$, whence $T \notin K_0$, where $K_0$ is the subgroup of $K$ isomorphic to $PSL(2, r)$. Hence, $|T \cap K_0| = 2$. Thus if $x_i$ and $x_j$ both lie in $K_0$, then $x_i = x_j$ and consequently $X = X^*$. Therefore we can assume without loss that $x_i \notin K_0$. But then $x_j \notin K_0$ or else $C_K(x_j)$ would be a $p'$-group by Lemma 2.5.7. Furthermore, in this case, $T$ is not a Sylow 2-subgroup of $K$, so $N_K(T)$ contains a 2-element $v$ not in $T$. Since $x_i$ and $x_j$ are the two elements of $T^#$ not in $K_0$ and $v$ does not centralize $T$, $v$ necessarily interchanges $x_i$ and $x_j$. We can clearly choose $v$ to normalize $P$. Again $X$ and $X^*$ are conjugate as desired.

9. A subgroup which is not a $p$-group. This section begins the elimination of the prime $p$. We shall prove two results, the first of which is a transitivity theorem for $G$ and the second shows that the subgroups $P_i$, $1 \leq i \leq 3$, generate a subgroup of $G$ that is not a $p$-group.

The first of these is as follows:

**Proposition 1.** If $U_1$ and $U_2$ are elements of $N_H^*(T, C)$, then $U_1$ and $U_2$ are conjugate by an element of $M$.

This will be used to show

**Proposition 2.** The subgroup of $G$ generated by $P_1$, $P_2$ and $P_3$ is not a $p$-group.

We shall prove these in turn; however, the second proof will be broken up into a sequence of lemmas.
The heart of the proof of Proposition 1 is as follows:

**Lemma 1.** If $V_1$ and $V_2$ are elements of $\mathcal{W}_2^*(C)$, then $V_1$ and $V_2$ are conjugate by an element of $M$.

**Proof.** Assume the assertion is false and among all pairs of subgroups $V_1$ and $V_2$ which satisfy the hypothesis and not the conclusion of the lemma, choose $V_1$ and $V_2$ maximizing the order of $|V_1 \cap V_2|$. Set $Y = V_1 \cap V_2$, so that $Y \leq V_i$, $i=1,2$.

We claim that $Y = 1$. Indeed, suppose $Y \neq 1$ and let $H = N(Y)$. Thus, $Y \leq V_i \cap H \in \mathcal{W}_H(C)$, $i=1,2$, so we may choose $X_i \in \mathcal{W}_H^*(T, C)$ containing $V_i \cap H$. By (iv) of Lemma 8.1, there is $m \in M \cap H$ such that $X_i^n = X_1$. Now $V_i \cap H \in \mathcal{W}_H(C)$, $i=1,2$, so if we set $Y = \Omega_p(CV_i)$, then $Y \leq H \leq Y_i$ and $Y_i \in \mathcal{W}_H^*(C)$, by Lemma 8.1, part (vi). Hence, $Y^n = Y_1$. Choose $R_i \in \mathcal{W}_H^*(C)$ with $R_i \geq Y_i$, $i=1,2$, so $Y^n_2$ is also an element of $\mathcal{W}_H^*(C)$. Now $V_1 \cap R_i \geq V_1 \cap H \supseteq Y$, $R_1 \cap R^n_2 \supseteq Y_1 \supseteq V_1 \cap H \supseteq Y$, $R_2 \cap V \supseteq V_2 \cap H \supseteq Y$, so by our choice of $V_1$ and $V_2$ it follows that $V_1$ and $R_1$, $R_1$ and $R^n_2$, $R_2$ and $V_2$ are respectively conjugate by an element of $M$. Since $m \in M$, it follows immediately that $V_1$ and $V_2$ are conjugate by an element of $M$, which is a contradiction. Hence $Y = V_1 \cap V_2 = 1$, as asserted.

Each of the groups $V_1$, $V_2$ is certainly $T$-invariant and so is generated by its intersections with $N_1$, $N_2$ and $N_3$. Since the elements of $T^H$ are all conjugate in $M$, we may assume, without any loss of generality that $V_1 \cap N \neq 1$, $V_2 \cap N \neq 1$. Thus, $V_i \cap N, i=1,2$, is an element of $\mathcal{W}_N^*(C)$. By Lemma 7.1, since $D \leq M$ and $Q_1$ and $Q^n_1$ are conjugate by an element of $D$, we may also assume that $V_1 \cap N$ and $V_2 \cap N$ generate a $p$-subgroup of $N$. This subgroup is therefore $C$-invariant, so there is $V \in \mathcal{W}_N^*(C)$ which contains $V_1 \cap N$ and $V_2 \cap N$. In particular, $V_1 \cap V \neq 1$ and $V_2 \cap V \neq 1$, so $V_1$ and $V$ are conjugate by an element of $M$, by our choice of $V_1$ and $V_2$ and as $V_1 \cap V_2 = 1$. Hence, $V_1$ and $V_2$ are also conjugate by an element of $M$, which is yet another contradiction. This proves the lemma.

**Proof of Proposition 1.** The subgroup $CU_i, i=1,2$ is solvable, by (v) of Lemma 8.1. Moreover, $U_i$ is certainly an element of $\mathcal{W}_{U_i}^*(T, C)$, $i=1,2$, so that $U_i = \Omega_p(U_i, C)(U_i \cap C)$, by part (iii) of that lemma. Furthermore, $V_1 = \Omega_p(U_i, C) \in \mathcal{W}_H^*(C)$ by part (vi) and $U_i \cap C$ is a Sylow $p$-subgroup of $C$ by part (ii).

Hence, by Lemma 1, there is $m \in M$ such that $V_1^m = V_2$ and by Sylow's theorem in $C$, there is $c \in C$ such that $((U_1 \cap C)^c)^e = U_2 \cap C$. Thus,

$$U_1^m = (V_1(U_1 \cap C))^n = (V_2(U_1 \cap C)^n)^e = V_2(U_2 \cap C) = U_2,$$

as required.

Turning to Proposition 2, we set $F = \langle P_1, P_2, P_3 \rangle$, $K = N(F)$ and preserve this notation for the remainder of the section. We shall assume that $F$ is a $p$-subgroup and derive a contradiction.
Lemma 2. The subgroup \( K \) is a \( D \)-group containing \( M \).

Proof. Indeed, \( C \) normalizes \( P_i \) as \( C \subseteq N_i \) and \( P_i = O_p(N_i) \), \( 1 \leq i \leq 3 \), so that \( C \subseteq K \). Also the element \( d \) of \( D \) centralizes \( x_i = x \) and interchanges \( x_2 \) and \( x_3 \), so \( P_i' = P_1 \), \( P_i = P_3 \), \( P_3 = P_2 \) and so \( d \in K \). Finally, the element \( a \) of \( M \) cyclically permutes \( x_1, x_2, \) and \( x_3 \), so \( a \in K \). But \( M = \langle C, d, a \rangle \) and therefore \( M \subseteq K \), as claimed.

In particular, \( C \subseteq M \), so \( K \) is not a \( QD \)-group by Proposition 4.1.1. But \( M \subseteq K \), so the elements of \( T' \) are all conjugate in \( K \) and \( K \) is not a \( Q \)-group and does not have a normal 2-complement. Hence, the lemma is proved.

Lemma 3. If \( U \in \mathcal{N}_K^* (T, C) \) then \([U, T] \subseteq O(K)\).

Proof. In the \( T \)-decomposition notation, \([U, T] = \langle U_1, U_2, U_3 \rangle\), so it suffices to show that \( U_i' \subseteq O(K), 1 \leq i \leq 3 \); by symmetry it suffices to prove this for \( i = 1 \).

By Lemma 8.1, \( U_1 \) is a \( C \)-invariant subgroup of \( P_1 \), \( Q_1 P_1 \) or \( Q_1^* P_1 \). But \( P_1 \subseteq K \) and \( x_1 \) inverts \( P_1 \), so that \( P_1 \subseteq U_1 \). Hence, \( U_1 \) equals \( P_1 \), \( Q_1 P_1 \) or \( Q_1^* P_1 \) as \( C \) acts irreducibly on \( Q_1 \) and \( Q_1^* \).

If \( S \) is wreathed, then \( D = S \) and \( U_i' \subseteq O(K) \) by Lemma 2.5.9, applied to \( \overline{K} = K/O(K) \). Hence we may assume that \( S \) is quasi-dihedral. In this case, \( W \neq 1 \), \( W \) is inverted by the element \( d = y \) of \( D \), and \( W \) acts irreducibly and nontrivially on \( U_i' P_i \). Since \( P_i \subseteq O(K) \), we need only show that \( [U_i', W] \subseteq O(K) \). If \( K \) is of linear type, the second condition on \( W \) implies that \( \overline{W} \) lies in the normal subgroup \( \overline{K}_0 \) of \( \overline{K} \) isomorphic to \( PSL(2, r) \) for some odd \( r \). But \( C_{\overline{K}_0}(\overline{T}) = \overline{T} \) by Lemma 2.5.7 and consequently \( \overline{W} = 1 \), whence \( W \subseteq O(K) \) and hence also \([U_i', W] \subseteq O(K)\), as required.

On the other hand, suppose \( \overline{K} \) is isomorphic to \( A_4 \). If \( \overline{W} = 1 \), then as above \([U_i', W] \subseteq O(K) \). In the contrary case, \([\overline{W}] = 3 \) and \( WO(K) \) is the unique maximal \( T \)-invariant subgroup of \( K \) of odd order containing \( W \). Hence also \( U_i' \subseteq WO(K) \).

But \( WO(K) = \overline{W} \) is abelian, so again we conclude that \([U_i', W] \subseteq O(K) \) and the lemma follows in this case as well.

Lemma 4. If \( U \in \mathcal{N}_K^* (T, C) \), then \( U \in \mathcal{N}_K^* (T, C) \).

Proof. Choose \( X \in \mathcal{N}_K^* (T, C) \) with \( U \subseteq X \); we shall prove that \( U = X \). By Lemma 8.1, part (ii)(a), we know that \( U_0 \) is a Sylow \( p \)-subgroup of \( C \), so that \( U_0 = X_0 \). It remains to show that \( U_i' = X_i', 1 \leq i \leq 3 \).

Now \( U_i' \supseteq P_i, 1 \leq i \leq 3 \), as we saw above. First, suppose \( U_i' \supseteq P_i \) for some \( i, 1 \leq i \leq 3 \), say \( i = 1 \). By choice of notation, we may assume that \( U_1' = Q_1 P_1 \). But \( a \in K \) and \( Q_1 \subseteq O(K) \), by Lemma 3, so \( Q_2 = Q_1^* \) and \( a \) are contained in \( O(K) \).

This forces \( U_2' = Q_2 P_2 \) since otherwise \( U_2' = Q_2^* P_2 \) and \( Q_2^* \subseteq O(K) \), whence \( \langle Q_2, Q_2^* \rangle \) has odd order, contrary to Lemma 2.4.10. Similarly, \( U_i' = Q_i P_i \). In any event, \( U_i' \in \mathcal{N}_K^* (C), 1 \leq i \leq 3 \), by Lemma 7.1. However, \( U_i' \subseteq X_i' \subseteq N_i \) and \( X_i' \) is also an element of \( \mathcal{N}_K^* (C) \), by Lemma 8.1, part (i)(b). This yields that \( U_i' = X_i' \) as required.
Hence, we may assume that \( U_i = P_i \), \( 1 \leq i \leq 3 \), and again we must demonstrate that \( U_i = X_i \). We set \( U^* = \langle U_1^*, U_2^*, U_3^* \rangle \), so \( U^* = F \) and we let \( X^* = \langle X_1^*, X_2^*, X_3^* \rangle \). It suffices to prove that \( U^* = X^* \). In any case, \( U^* \leq X^* \).

We observe that \( U^* \in \mathcal{N}_F^*(C) \). Indeed, \( U^* \) is \( C \)-invariant as each \( U_i \) is, \( 1 \leq i \leq 3 \), and so \( U^* \leq O_p(CU) \). But \( O_p(C) = 1 \) and \( CU = (C \cap U)O_p(CU) \), so that \( C \cap U \cap O_p(CU) = 1 \). Hence, \( U^* = O_p(CU) \) and our assertion is immediate from Lemma 8.1(vi).

However, \( X^* \cap K \) is \( C \)-invariant as \( X^* \) and \( K \) are, so \( X^* \cap K = U^* \). Thus, as \( K = N(F) \) and \( F = U^* \) in this case, we have that \( N_{X^*}(U^*) = X^* \cap K = U^* \). But \( X^* \) is a \( p \)-group, so this implies that \( U^* = X^* \) and we are done.

**Lemma 5.** There is a \( D \)-invariant element of \( \mathcal{N}_F^*(T, C) \).

**Proof.** Choose \( U \in \mathcal{N}_F^*(T, C) \) and let \( V \) be a \( D \)-invariant Sylow \( p \)-subgroup of \( O(K) \) with \( T \)-decomposition \( V = V_1^* V_2^* V_3^* \). But \( O(K) \cap U \) is a \( T \)-invariant Sylow \( p \)-subgroup of \( O(K) \), by Lemma 8.1(ii)(b), so \( | V_i^* | = | U_i^* | \) for all \( i \). Moreover, as we saw above, \( U_i^* = P_i \) or \( P_i Q_i^* \), with suitable choice of notation. Also, \( V \) and \( U \cap O(H) \) are conjugate by an element of \( C \cap O(K) \), so that \( V_i^* \) is a subgroup since \( U_i^* \) is a subgroup by Lemma 8.1(i)(b). Furthermore, \( \langle C, V_i^* \rangle \subseteq C(O(K) \cap N_t) \). Applying Lemmas 2.4.10 and 2.4.11 to \( N_t/O(N_t) \), we conclude at once that \( V_i^* \) equals \( P_i \), \( P_i Q_i \), or \( P_i Q_i^* \), \( 1 \leq i \leq 3 \). But \( \langle U_i^*, V_i^* \rangle \) is also of odd order, so \( V_i^* \neq P_i Q_i^* \) since \( \langle Q_i, Q_i^* \rangle \) is of even order, by Lemma 2.4.10. Hence \( V_i^* = U_i^*, 1 \leq i \leq 3 \).

In particular, \( D \) normalizes \( U^* = \langle U_1^*, U_2^*, U_3^* \rangle \). Moreover, \( U^* \) is also \( C \)-invariant by Lemma 8.1(i)(b). Hence, if \( P \) is a \( D \)-invariant Sylow \( p \)-subgroup of \( C \), then \( P \) normalizes \( U^* \) and \( D \) normalizes the subgroup \( P U^* \). Moreover, \( P U^* \) is clearly permutable with \( C \) and is a Sylow \( p \)-subgroup of \( CU \). Thus, \( P U^* \in \mathcal{N}_F^*(T, C) \) and is \( D \)-invariant. This proves the lemma.

We now let \( U \) be a fixed \( D \)-invariant element of \( \mathcal{N}_F^*(T, C) \) and let \( P = U_0 = U \cap C \), a \( D \)-invariant Sylow \( p \)-subgroup of \( C \), also be fixed.

**Lemma 6.** The group \( U^* \) is \( M \)-invariant.

**Proof.** The subgroups \( U \cap O(K) \) and \( (U \cap O(K))^a \) are \( T \)-invariant Sylow \( p \)-subgroups of \( O(K) \), where \( a \) is the element of \( M - C \) chosen in \( \S7 \). Hence, there is \( c \in C \) such that \( ac \) normalizes \( U \cap O(K) \). But \( ac \) normalizes \( T \), so \( ac \) normalizes \( U^* \) as \( U^* \leq U \cap O(K) \) by Lemma 3. Thus, \( ac, D \) and \( C \) normalize \( U^* \) and the lemma is proved as \( M = \langle C, D, a \rangle \).

**Lemma 7.** The subgroup \( U \) is the unique element of \( \mathcal{N}_F^*(T, C) \) containing \( P \).

**Proof.** We already have that \( P \leq U \) and that \( U \in \mathcal{N}_F^*(T, C) \), the latter by Lemma 4. Choose \( V \in \mathcal{N}_F^*(T, C) \) with \( V \geq P \). By Proposition 1, there is \( m \in M \) such that \( V = U^m \). Thus, in our above notation, \( U = P U^* \), so \( V = P^m(U^*)^m = P^m U^* \), as \( U^* \) is \( M \)-invariant, by Lemma 6. In particular, \( [V, T] = U^* \) as \( P^m \subseteq C \). On the other hand, if \( V^* \) is defined for \( V \) as \( U^* \) was for \( U \) then \( V^* = O_p(CV) = [V, T] \) and
V = PV*. But then V* = U* as each is equal to [V, T] and so V = PU* = U, as required.

**Lemma 8.** For each i, 1 ≤ i ≤ 3, Qi = Q_i* = 1.

**Proof.** The subgroups Q_i and Q_i* are C-invariant, by Lemma 7.1, so PQ_i, PQ_i* ∈ V_0(T, C). Thus, by Lemma 7,

\[ \langle Q_i, Q_i^* \rangle \subseteq \langle PQ_i, PQ_i^* \rangle \subseteq U. \]

But \( \langle Q_i, Q_i^* \rangle \) has even order if \( Q_i \neq 1 \) and U is a p-subgroup. Thus, \( Q_i = Q_i^* = 1 \), as required.

**Lemma 9.** The subgroup K is an element of \( \mathcal{L}(p) \).

This result contradicts Lemma 2, inasmuch as elements of \( \mathcal{L}(p) \) are Q-groups; hence, once we prove this lemma, then Proposition 2 will be established and the section will be complete.

**Proof.** We first note that \( N(P_1) \) is an element of \( \mathcal{L}(p) \). Indeed, \( N(P_1) \) covers \( L_0/O(N) \), contains D and \( P_1 \) itself is a Sylow \( p \)-subgroup of \( O(N) \), so \( N(P_1) \) fulfills all the conditions of Definition 2.1.4. Hence, \( N(P_1) \) is an element of \( \mathcal{L}(p) \) and also contains C.

We also assert that \( U^* \) has T-decomposition \( U^* = P_1 P_2 P_3 \). Indeed, \( PP_1 \in V_0(T, C) \), so \( P_1 \subseteq U \) by Lemma 7. Thus, \( U^* = P_1 U \); however, \( Q_i = Q_i^* = 1 \), by Lemma 8, so \( U^* = P_1 \). But \( U^* \) is M-invariant, by Lemma 6, so \( U_3^* = P_2 \) and \( U_3^* = P_3 \) and our assertion is valid. In particular, \( F = U^* \).

Moreover, \( U \) has T-decomposition \( U = P_1 P_2 P_3 \) and \( P \cap U^* = 1 \) as \( U^* = O_p(CU) \), by Lemma 8.1(iii)(a), and since \( O_p(C) = 1 \).

We choose a C-invariant subgroup X of \( U^* \) maximal such that \( P_1 \subseteq X \) and \( N(X) \in \mathcal{L}(p) \). We may do this as \( N(P_1) \in \mathcal{L}(p) \), as we saw above. It suffices to show that \( X = U^* \), as \( K = N(F) \) by definition and \( F = U^* \). Hence, we shall assume that \( X \subseteq U^* \) and derive a contradiction.

We set \( H = N(X) \) and choose \( V \in \mathcal{V}_N(T, C) \) with \( V \supseteq PX \); we claim that \( V = U \cap H \).

Indeed, \( P \subseteq V \) and \( V \in \mathcal{V}_N(T, C) \), so \( V \subseteq U \) by Lemma 7. On the other hand, \( U \cap H \) is T-invariant as \( U \) is T-invariant and \( T \supseteq D \subseteq H \). Moreover, \( C \subseteq H \) as \( X \) is C-invariant, so \( C(U \cap H) = CU \cap H \) and \( U \cap H \) is permutable with C. Thus, \( U \cap H \in \mathcal{V}_N(T, C) \), so \( V = U \cap H \), as desired, since \( V \subseteq U \cap H \) and \( V \in \mathcal{V}_N(T, C) \). In particular, as \( P \subseteq V \), we have \( V^* = U^* \cap H \), where \( V^* = [V, T] \), as usual. But \( V^* = U^* \cap N(X) \) and \( X \subseteq U^* \), so that \( X \subseteq V^* \).

We observe now that \( P \cap O(H) = 1 \). Indeed,

\[ P \cap O(H) \subseteq P \cap O(H) \cap N \subseteq P \cap O(N), \]

by Lemma 4.1.1(iv). But \( P \cap O(N) = 1 \) as \( p \) is inverted, even totally inverted.

On the other hand, we have \( V^* \subseteq O(H) \). Indeed, \( V_2^* \) and \( V_3^* \) are inverted by \( x = x_1 \) and \( O(H)x \) is central in \( H/O(H) \), so that \( V_2^* \subseteq O(H) \) and \( V_3^* \subseteq O(H) \). Moreover,
As we saw above, so that
\[ V' \subseteq P_1 \subseteq X \subseteq O(H). \]
Hence, \( V^* = \langle V'_1, V'_2, V'_3 \rangle \subseteq O(H) \), as claimed.

However, \( V \cap O(H) \) is a Sylow p-subgroup of \( O(H) \), by Lemma 8.1(ii)(b). But
\( V^* \subseteq O(H) \) and \( P \cap O(H) = 1 \), so it follows that \( V^* = V \cap O(H) \) and \( V^* \) is a Sylow p-subgroup of \( O(H) \).

We claim that \( N(V^*) \in \mathcal{L}(p) \). Indeed, \( U^* \) is \( D \)-invariant so that \( V^* = U^* \cap H \) is as well and so \( D \subseteq N(V^*) \). Moreover, \( V^* \) is a Sylow p-subgroup of \( O(H) \), so \( N(V^*) \) covers \( H/O(H) \). Hence, \( N(V^*) \) is \( \mathcal{L}(p) \), by Proposition 4.6.2, as all the requirements of that result are satisfied.

But \( V^* \) is also \( C \)-invariant, as \( U^* \) is \( C \)-invariant and \( V^* = U^* \cap H \), and \( X \subseteq V^* \); thus, we have contradicted the maximality of \( X \) and the proof is complete.

10. A transitivity theorem. The last two sections of this chapter are devoted to developing a contradiction to Proposition 2 of the preceding section and so remove the possibility that \( p \) exists.

Here we prove the following important preliminary result:

**Proposition 1.** If \( R \in \mathcal{M}_n(C) \) and \( U \) and \( V \) are elements of \( \mathcal{M}_n(T, C) \) which contain \( R_1 \), then one of the following holds:

(i) \( U \) and \( V \) are conjugate by an element of \( C \).

(ii) \( U \cap V \) contains \( P_2 \) or \( P_3 \).

First, however, we establish the

**Lemma 1.** If \( R \) is a nonidentity element of \( \mathcal{M}_n(C) \), \( H = N(R) \), and \( U \in \mathcal{M}_n(T) \), then \( [U, x] \subseteq O(H) \). Moreover, \( H \) has a normal 2-complement or is a \( Q \)-group.

**Proof.** Since \( H \) contains \( C \), it follows that \( H \) is not a \( QD \)-group. Moreover, if \( H \) has a normal 2-complement then the assertion is immediate. Hence, we may assume that \( H \) is a \( Q \)-group or \( D \)-group.

First, suppose that \( H \) is a \( Q \)-group. By the results and descriptions of §7 we see that \( R \) is inverted by \( x_2 \) and \( x_3 \), while \( x \) centralizes \( R \). However, \( R \) is certainly normal in \( H \), so \( x \) must be in the center of a Sylow 2-subgroup of \( H \) and thus \( H = O(H)(N \cap H) \). Hence, \( [U, x] \subseteq O(H) \).

Second, assume that \( H \) is a \( D \)-group. If \( S \) is wreathed, the lemma follows at once from Lemma 2.5.9, so we may suppose that \( S \) is quasi-dihedral, in which case \( \delta = 1 \). We claim that \( R \notin P_1 \). Indeed, if \( R \subseteq P_1 \), then \( J \subseteq C(P_1) \), so \( J \subseteq H \), contradicting the fact that \( H \) is a \( D \)-group. Thus, as a consequence, we conclude from Lemma 7.1 that \( e = \delta e = -1 \) and \( p \) divides \( q \).

By the remarks at the beginning of §4 of Chapter II, \( N = LE \), where \( E = O(C(S')) \). Since \( E \subseteq C \), it follows that \( C = (C \cap L)E \). But \( C \cap L \) is a \( p' \)-group, inasmuch as \( p \) is totally inverted, and therefore \( E \) contains a Sylow \( p \)-subgroup \( P \) of \( C \). In particular, \( P \) centralizes some Sylow 2-subgroup of \( N \). Thus, \( P \) centralizes a Sylow 2-subgroup of \( G \).
On the other hand, since $H$ is a $D$-group and $x_2$ inverts $R$, we have from Lemma 2.5.3 that $C_H(R)$ contains a four subgroup $T^*$. But $T$ and $T^*$ are conjugate in $G$ as $S$ is quasi-dihedral, so $R$ is conjugate to a subgroup of $P$. In particular, $R$ also centralizes a Sylow 2-subgroup of $G$. Thus $|N(R):C(R)|$ must be odd. But $x_2$ inverts $R$, so $|N(R):C(R)|$ is even, a contradiction.

We now begin the proof of the proposition. We assume it is false and derive a contradiction. Hence, choose $U, V \in \mathcal{N}_G(T, C)$ which violate the result and maximize $|U \cap V \cap C|$ first and $|U \cap V|$ second subject to these conditions. As usual, by Lemma 8.1, we have $U = U_0 U^*$, $V = V_0 V^*$, where $U_0 = C \cap U$ and $V_0 = C \cap V$ are Sylow $p$-subgroups of $C$ and where $U^* = [U, T]$ and $V^* = [V, T]$ are $C$-invariant. We also set $R = U \cap V$ and keep all this notation fixed for the remainder of the section.

We now proceed as usual to prove the proposition by a lengthy sequence of lemmas.

**Lemma 2.** We have that

(i) $|U| = |V|$.

(ii) $U_0 = V_0$.

**Proof.** Indeed, $U$ and $V$ are conjugate by an element of $M$, by Proposition 9.1, so (i) is valid. Choose $c \in C$ such that $V_0^c = U_0$. We may do this as $U_0$ and $V_0$ are Sylow $p$-subgroups of $C$. Hence, $V^c = (V_0 V^*)^c = U_0 V^*$. Now, $R_1$ is $C$-invariant by hypothesis, so $R_1 \leq U \cap V^c$. Also, $U, V^c \in \mathcal{N}_G(T, C)$ as $c \in C$. Furthermore, $U \cap V^c \cap C = U_0$, a Sylow $p$-subgroup of $C$. Hence, by our choice of $U$ and $V$, we have that $U \cap V \cap C$ is a Sylow $p$-subgroup of $C$; for otherwise either $U$ and $V^c$ are conjugate by an element of $C$ or $U \cap V^c$ contains $P_2$ or $P_3$. Since $P_2$ and $P_3$ are $C$-invariant, we see that in either case the proposition holds for $U$ and $V$, which proves the assertion. However, $U \cap V \cap C = (U \cap C) \cap (V \cap C) = U_0 \cap V_0$, so $U_0 = V_0$, as desired.

We shall denote $P = U_0 = V_0$ for the remainder of the section. Hence, $U = PU^*$, $V = PV^*$, and $R = U \cap V$.

**Lemma 3.** $R \in \mathcal{N}_G(T, C)$.

**Proof.** Since $U$ and $V$ are $T$-invariant, so is their intersection $R$. Moreover,

$$C(U \cap V) = C(PU^* \cap PV^*)$$

$$= C(P(U^* \cap V^*))$$

$$= C(U^* \cap V^*).$$

But $U^*$ and $V^*$ are $C$-invariant, so that $U^* \cap V^*$ is as well. Hence $C(U \cap V)$ is a subgroup and $C$ and $U \cap V = R$ are permutable.

We now fix yet some more notation. We let $R^* = [R, T]$ and $H = N(R^*)$. 
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Lemma 4. Under the above conditions,

(i) \( R_1 \subseteq R_* \),

(ii) \( R^* = O_p(CR) = U^* \cap V^* \),

(iii) \( U \cap H \supseteq R, \ V \cap H \supseteq R \),

(iv) \( P \cap U^* = P \cap V^* = P \cap R^* = 1 \).

Proof. First, \( R_1 \in \mathcal{W}_h^*(C) \) and \( R_1 \subseteq U \cap V \) by the hypothesis of the proposition. In particular, \( R_1 \subseteq R \). Moreover, since \( R_1 \) is a \( C \)-invariant \( p \)-subgroup of \( N = N_1 \), we have that \( x_2 \) inverts \( R_1 \), by Lemma 7.1. Hence, \( R_1 = [R_1, T] \subseteq [R, T] = R^* \) and (i) is valid.

By Lemma 8.1, \( U^* = O_p(CU) \). In particular, \( U^* \) is normal in \( CU^* \), so that \( C \cap U^* = P \cap U^* \) is normal in \( C \). But \( O_p(C) = 1 \), as we noted above, so \( P \cap U^* = 1 \). Similarly \( P \cap V^* = 1 \). Now \( R^* \subseteq U^* \cap V^* \), as \( U^* = [U, T] \), \( V^* = [V, T] \) and \( R = U \cap V \), so \( P \cap R^* = 1 \) as well and (iv) holds.

Since \( R \) is \( T \)-invariant, certainly \( R = (C \cap R)[R, T] \); that is, \( R = PR^* \). Moreover, \( R^* \subseteq U^* \cap V^* \subseteq R \), so \( R = P(U^* \cap V^*) \). However, \( P \cap R^* = P \cap (U^* \cap V^*) = 1 \), so we conclude that \( R^* = U^* \cap V^* \). Since \( U^* \) and \( V^* \) are \( C \)-invariant, it follows that \( R^* \) is as well. Hence \( R^* \subseteq O_p(CR) \). But \( C \cap O_p(CR) = 1 \) as \( O_p(C) = 1 \) and \( PR^* \) is a Sylow \( p \)-subgroup of \( CR \) as \( R \) and \( C \) are permutable, by Lemma 3. Hence, \( O_p(CR) = R^* \) and (ii) is verified.

We have that \( U \neq V \), so \( U \supseteq R \). Since \( U = PU^* \) and \( R = PR^* \), this implies that \( U^* \supseteq R^* \). Hence, \( N_U(R^*) \supseteq R^* \). However, \( U^* \cap R = R^* \), as \( R^* \subseteq U^* \) and \( P \cap U^* = 1 \). Thus, \( N_U(R^*) \subseteq R \), so \( N_U(R^*) \supseteq R \), which is \( H \cap U \supseteq R \). Similarly, \( H \cap V \supseteq R \) and the lemma is proved in full.

Lemma 5. There is no element of \( \mathcal{W}_h(T, C) \) which contains both \( U \cap H \) and \( V \cap H \).

Proof. If this is false, then there is \( X \in \mathcal{W}_h(T, C) \) which contains \( U \cap H \) as well as \( V \cap H \). Thus, \( U \cap X \supseteq U \cap H \supseteq R \), by Lemma 4(iii), so the proposition is valid for \( U \) and \( X \) by our maximal choice of \( U \) and \( V \). Similarly, it holds for \( X \) and \( V \).

Suppose first that \( U \) and \( X \) are conjugate by an element of \( C \), that is, condition (i) of Proposition 1 holds. Hence, \( X \) and \( V \) are not conjugate by an element of \( C \), since \( U \) and \( V \) violate the proposition and so are not conjugate by an element of \( C \). Thus, \( X \cap V \) contains \( P_2 \) or \( P_3 \). Choose \( c \in C \) such that \( X^c = U \). Since \( P_2 \) and \( P_3 \) are \( C \)-invariant, we have that if one of them is contained in \( X \cap V \) then it is also in \( U \) and again we have contradicted our choice of \( U \) and \( V \). Thus, \( U \) and \( X \) are not conjugate by an element of \( C \). Similarly, \( X \) and \( V \) are not conjugate by an element of \( C \).

Hence, \( P_i \subseteq U \cap X \), \( i = 2 \) or \( 3 \) and \( P_j \subseteq X \cap V \), \( j = 2 \) or \( 3 \). Moreover, \( i \neq j \) as \( P_2 \notin U \cap V \) and \( P_3 \notin U \cap V \). Thus, \( \langle P_2, P_3 \rangle \subseteq X \). But \( R_1 \subseteq R = U \cap V \) by Lemma 4(i). Since \( P_1 \subseteq R_1 \), it follows that \( P_1 \subseteq U \cap H \subseteq X \), so \( \langle P_1, P_2, P_3 \rangle \subseteq X \). This contradicts Proposition 9.2 and the lemma is proved.
Lemma 6. If \( X, Y \in \mathcal{N}_H^*(T, C) \) with \( U \cap H \leq X \) and \( V \cap H \leq Y \), then \( X \) and \( Y \) are not conjugate by an element of \( C \).

Proof. In fact, suppose that \( c \in C \) such that \( Y^c = X \). Since \( P \subseteq U \cap H \leq X \) and \( P \subseteq V \cap H \leq Y \), we have that \( C \cap X = C \cap Y = P \), so that \( P^c = P \). Hence \( U \) and \( V^c \) are elements of \( \mathcal{N}_H^*(T, C) \), which both contain \( P \). Moreover, \( R^* \subseteq U \cap V \) and \( R^* \) is \( C \)-invariant by Lemma 4(ii). Since \( R = PR^* \), we have \( R \subseteq U \) and \( R \subseteq V^c \). The proposition cannot hold for \( U \) and \( V^c \) or it will hold for \( U \) and \( V \) as \( P_2 \) and \( P_3 \) are \( C \)-invariant. Hence, by our maximal choice of \( U \) and \( V \) we have \( |U \cap V^c| = |U \cap V| \), since \( R \subseteq U \cap V^c \), and consequently \( R = U \cap V^c \). Thus, all the above results apply equally well to \( U \) and \( V^c \) as to \( U \) and \( V \). In particular, we have \( \langle U \cap H, (V \cap H)^c \rangle \subseteq X \), inasmuch as \( H = N(R^*) \) contains \( C \), which contradicts the previous lemma and so this lemma is now proved.

We now fix elements \( X \) and \( Y \) of \( \mathcal{N}_H^*(T, C) \) with \( U \cap H \leq X \) and \( V \cap H \leq Y \). We keep this notation for the remainder of the section. As usual, \( X^* = [X, T] \) and \( Y^* = [Y, T] \), so \( PX^* = X, PY^* = Y \) and \( P \cap X^* = P \cap Y^* = 1 \).

Lemma 7. With the usual \( T \)-decomposition notation, we have that \( \langle X_2', X_3' \rangle \notin \text{O}(H) \).

Proof. We assume the contrary and derive a contradiction. By Lemma 8.1(i)(b), \( X_1' \) is a \( C \)-invariant subgroup of \( N \). Since \( R_1 \subseteq X \), we must have \( X_1' = R_1 \), since \( R_1 \in \mathcal{N}_H^*(C) \). But \( R_1 \subseteq R^* \), by Lemma 4(i), so \( X_1' \subseteq \text{O}(H) \), as certainly \( R^* \subseteq \text{O}(H) \). Hence, \( X^* \subseteq \text{O}(H) \).

By part (iv) of Lemma 8.1 (which applies as \( R_1 \neq 1 \), so \( \text{O}(H) \neq 1 \)), we have that \( X \) and \( Y \) are conjugate by an element of \( M \cap H \). Hence, \( Y^* = [Y, T] \subseteq \text{O}(H) \) as well. Moreover, \( X \cap \text{O}(H) \) and \( Y \cap \text{O}(H) \) are Sylow \( p \)-subgroups of \( \text{O}(H) \), by Lemma 8.1(ii)(b). Thus, \( X \) and \( Y \) are \( T \)-invariant Sylow \( p \)-subgroups of the \( T \)-invariant subgroup \( \text{PO}(H) \). Since \( \text{PO}(H) \) has odd order, it follows that \( X \) and \( Y \) are conjugate by an element of \( C \), which contradicts Lemma 6. Hence, this result is proved.

We shall now choose our notation so that \( X_3' \notin \text{O}(H) \). We may clearly do this without any loss of generality.

We shall study the structure of \( H \). Since \( \text{O}(H) \neq 1 \), there are four possibilities for \( H \). We shall show that none of these occur; this contradiction will complete the proof of Proposition 1.

Lemma 8. The subgroup \( H \) is not a \( QD \)-group and it does not have a normal \( 2 \)-complement.

Proof. Indeed, \( C \subseteq H \) as \( R^* \) is \( C \)-invariant, by Lemma 4(ii). Hence \( H \) is not a \( QD \)-group by Proposition 4.1.1. Finally, if \( H \) has a normal \( 2 \)-complement, then \( X \) and \( Y \) are \( T \)-invariant Sylow \( p \)-subgroups of \( H \), by Lemma 8.1(ii)(b). In particular, \( X \) and \( Y \) are then conjugate by an element of \( C \cap \text{O}(H) \), which contradicts Lemma 6.
Lemma 9. The subgroup $H$ is not a $Q$-group.

Proof. We have seen that $X_3$ is a subgroup not contained in $O(H)$. But $x_1$ and $x_2$ invert $X_3$, so if $H$ is a $Q$-group, then $O(H)x_3$ is central in $H/O(H)$ and $H = O(H)(H \cap N_3)$. Thus, $T$ is a four subgroup of a Sylow 2-subgroup $T^*$ of $H$, so that $\Omega_3(Z(T^*)) = \langle x_3 \rangle$ and $T^*$ is either quasi-dihedral or a subgroup of a wreathed 2-group. In either case, $x_1$ and $x_2$ are conjugate in $T^*$, so certainly there is $v \in H$ with $x_1^v = x_2$. But $P_1 \subseteq R_1$, so we have $P_2 = O_p(N_3) = P_1^i$ and $P_2 = P_1^i \subseteq R_1^i \subseteq (R^*)^v = R^* \subseteq U \cap V$, contradicting our choice of $U$ and $V$. Hence, $H$ is not a $Q$-group.

Lemma 10. The following conditions hold:

(i) $S$ is quasi-dihedral.

(ii) $A_f$ is a $D$-group.

Proof. Suppose, by way of contradiction, that $S$ is wreathed, in which case $C_S(T) = C_D(T)$ is abelian of type $(2^n, 2^n)$. Since $C_S$, we have $C_D(T) \subseteq H$. Hence if $T^*$ is a Sylow 2-subgroup of $H$ containing $C_D(T)$, then either $T^*$ is wreathed or $T^* = C_D(T)$. If $T^*$ is wreathed, it follows from the preceding two lemmas that $H$ must be a $D$-group, whence $H/O(H)$ is isomorphic to $PGL_n(2, 3)$ and, by Lemma 2.5.9, every element of $U_H(T)$ is contained in $O(H)$. But then $X$ and $Y$ are $T$-invariant Sylow $p$-subgroups of $O(H)$ and so are conjugate by an element of $C \cap O(H)$, contrary to Lemma 6.

On the other hand, suppose $T^* = C_D(T)$. Since $H$ does not have a normal 2-complement, Brauer's theorem ([6,11, Theorem 1, §VI]) implies that $O(H)T^*$ has index 3 in $H$. It follows at once from this that every element of $U_H(T)$ is contained in $O(H)$ and we reach the same contradiction as in the preceding case.

Since $S$ is quasi-dihedral and $H$ is neither a $QD$-group nor a $Q$-group nor does $A_f$ have a normal 2-complement, $A_f$ must be a $D$-group. Thus both parts of the lemma hold.

Lemma 11. The element $x \notin H'$.

Proof. Suppose $x \in H'$. Since $H$ is a $D$-group, a Sylow 2-subgroup of $H'$ is dihedral, so $x \in T^*$ for some four subgroup $T^*$ of $H'$. But then by Lemma 2.5.1 $A_H(T^*)$ has order divisible by three. Since $T^* \subseteq N$ and $S$ is quasi-dihedral, there is $v \in N$ such that $(T^*)^v = T$, inasmuch as $S$ has one conjugacy class of four subgroups.

We now set $K = H^v$. By our remark on $A_H(T^*)$, it follows that $A_K(T)$ also has order divisible by three, so there is $k \in K$ such that $x_1^k = x_2$, $x_2^k = x_3$. However, $P_1 \subseteq R_1 \subseteq R^* \subseteq H$ and $P_1 = P_1$, as $P_1 = O_p(N_3)$, so $P_1 \subseteq O_p(K)$ as $R^* \subseteq O_p(H)$. Hence $P_2 = O_p(N_2) = O_p(N_2)^k = P_1^i$ and $P_2 \subseteq O_p(K)$. Similarly, $P_3 \subseteq O_p(K)$ and $\langle P_1, P_2, P_3 \rangle$ is a $p$-group, contradicting Proposition 9.2. This proves the lemma.

This next result clearly completes the proof of the proposition.
Lemma 12. The subgroup \( H \) is not a \( D \)-group.

Proof. To prove the lemma, we shall contradict the fact that \( H \) is a \( D \)-group, which we have established in Lemma 10. By the preceding lemma, we have that \( x \notin H' \). In particular, \( H = H/O(H) \) is not isomorphic to \( A_\gamma \) and so \( H \) is of linear type. Hence \( C_H(x) \) has a normal 2-complement, by Lemma 2.5.7. Thus, \( H \cap N = C_H(x) \) also has a normal 2-complement since \( O(H) \) is of odd order.

We claim that \( PR_1 \) is a Sylow \( p \)-subgroup of \( H \cap N \). In fact, assume the contrary and let \( \widetilde{R} \) be a Sylow \( p \)-subgroup of \( H \cap N \) with \( \widetilde{R} \supseteq PR_1 \). However, \( L_0 P/L_0 \) is a Sylow \( p \)-subgroup of \( N/L_0 \), by Lemma 2.4.2(i) applied to \( A_\gamma/L_0 \). Thus, \( \widetilde{R} \cap L_0 \supseteq R_1 \), as \( R_1 \subseteq L_0 \) by Lemma 7.1. In particular, \( R_1 \) is not a Sylow \( p \)-subgroup of \( L_0 \), so \( R_1 = P_1 \) and either \( e \delta = e = 1 \) or \( e = -1 \) with \( p \) not dividing \( q \), by Lemmas 2.4.1(i) and 2.4.10 applied to \( N/O(N) \). (Here \( \delta = 1 \) as \( S \) is quasi-dihedral.) Hence, as \( \widetilde{R} \supseteq P_1 \) it follows that \( \widetilde{R} \cap J \) is a nonidentity \( p \)-subgroup of \( J \).

But \( \widetilde{R} \cap J \) and \( C \subseteq H \) as \( \widetilde{R}^*_x \) is \( C \)-invariant. We claim that \( \widetilde{R} \cap J \) and \( WT \) generate \( J T \). Once this is shown, then \( J \subseteq H \), so \( H \) is a \( QD \)-group, contradicting Lemma 8, and so \( PR_1 \) will be a Sylow \( p \)-subgroup of \( H \cap N \).

However, \( W \) is a \( p' \)-group, so that \( p \) divides \( q \) or \( q = e \). If \( p \) divides \( q \), then \( e = 1 \), by our remarks above. Hence in either case, Lemma 2.4.6(ii), applied to \( JT/O(J) \), yields that \( \langle WT, \widetilde{R} \cap J \rangle = JT \) inasmuch as \( WT \cap JT = C \cap JT \).

We next observe that \( \widetilde{X} \) and \( \widetilde{Y} \) are elements of \( \mathcal{U}_{\widetilde{H}}(\widetilde{T}, \widetilde{C}) \). Indeed, the arguments of Lemma 8.4 and Lemma 8.5 with \( X \) in place of \( U \) clearly show that \( \widetilde{X} \in \mathcal{U}_{\widetilde{H}}(\widetilde{T}, \widetilde{C}) \). Of course, the same holds equally well for \( \widetilde{Y} \).

Suppose that \( \widetilde{X} = \widetilde{Y} \). Thus, \( X \) and \( Y \) are \( T \)-invariant Sylow \( p \)-subgroups of the \( T \)-invariant group \( XO(H) \), since \( X \cap O(H) \) and \( Y \cap O(H) \) are Sylow \( p \)-subgroups of \( O(H) \), by Lemma 8.1(ii)(b). Since \( XO(H) \) is of odd order, \( X \) and \( Y \) are conjugate by an element of \( C \), which contradicts Lemma 6. Hence, the proof of this lemma and of the proposition will be complete once we establish the final result of this section, namely:

Lemma 13. Under the above conditions, we have that \( \widetilde{X} = \widetilde{Y} \).

Proof. Since we shall be working in \( H \) throughout the argument, we shall drop all the "bars". First, \( x \notin H' \), so \( H \) has a normal subgroup \( K \) of odd index such that \( K \) is isomorphic to \( PGL(2, \gamma) \) for some odd \( \gamma \), by Proposition 2.3.4 and Lemma 2.5.7(vi).

We now assert that \( X^* \subseteq C_K(x_3) \). Indeed, \( X \in \mathcal{U}_H(T, C) \), so \( X \subseteq C_H(x_i) \) for some \( i, 1 \leq i \leq 3 \), by Lemma 2.5.7. Furthermore, \( C_H(x_i) = C_K(x_i)C_T(T) \), by the same lemma. Hence, \( X^* = [X, T] \subseteq C_K(x_i) \) as \( C_K(x_i) \) is normal in \( C_T(T) \). However, \( x_3 \neq 1 \), by Lemma 7 and the choice of notation following. Since \( x_1 \) and \( x_2 \) invert \( x_3 \), it now follows that \( i = 3 \) and our assertion is valid. Thus also \( X \subseteq C_T(x_3) \).

The next step is to show that \( C_K(x_i) \) is a \( p' \)-group if \( j = 1, 2 \). In fact, as we saw in the beginning of the proof of Lemma 12, \( X \) contains a Sylow \( p \)-subgroup of
H \cap N. Hence, as \( X \subseteq C_H(x_3) \), it follows that \( C_H(x_3) \) contains a Sylow \( p \)-subgroup of \( C_H(x) \). Thus a Sylow \( p \)-subgroup of \( C_k(x) \) is contained in \( C_k(T) \). But \( C_k(T) \) is a 2-group by Lemma 2.5.7, so that \( C_k(x) \) is a \( p' \)-group. It remains therefore to see that \( C_k(x_3) \) is a \( p' \)-group.

However, this will be immediate once we prove that \( x = x_1 \) and \( x_2 \) are conjugate in \( H \). But \( x \notin H' \) and so \( T \cap H' \) has order two. Thus there are exactly two involutions of \( T \) not in \( H' \), one of which is \( x_1 \). But these two involutions are conjugate in \( H \) since a Sylow 2-subgroup of \( H \) has order at least eight as \( K \) is isomorphic to \( PGL(2, r) \). Hence, we need only see that these two involutions are just \( x_1 \) and \( x_2 \). They cannot be \( x_1 \) and \( x_3 \) as \( C_k(x_1) \) is a \( p' \)-group and \( C_k(x_3) \) has order divisible by \( p \), so the involutions are as described and thus \( C_k(x_2) \) is a \( p' \)-group for \( j = 1, 2 \).

It follows that \( Y* \subseteq C_k(x_3) \). Indeed, if \( Y* = 1 \), this is clear, while if \( Y* \neq 1 \), then \( Y* \) is a nonidentity \( p \)-subgroup of \( C_k(x_1) \), for some \( i, 1 \leq i \leq 3 \), since \( Y \in \mathcal{U}_H(T, C) \), by the same reasoning as was applied to \( X \) above. But \( C_k(x_1) \) is of order prime to \( p \) if \( j = 1, 2 \). Thus, \( \langle X*, Y* \rangle \subseteq C_k(x_3) \).

However, \( C_k(x_3) \) is a dihedral group, by Lemma 2.5.7(i) and (ii), so it has a unique Sylow \( p \)-subgroup \( Q \). Moreover, \( C_k(x_3) \) is \( C \)-invariant, so \( Q \) is as well. Hence \( PQ \in \mathcal{U}_H(T, C) \). But \( X* \subseteq Q, Y* \subseteq Q \) and \( X = PX*, Y = PY* \), so \( X \subseteq PQ \), \( Y \subseteq PQ \). But \( X, Y \in \mathcal{U}_H^p(T, C) \) by their definition. Hence \( X = PQ = Y \); the lemma is proved and the section is complete.

11. Elimination of the last set of primes. We come at last to the final section of the chapter and the contradiction that shows that no exceptional totally inverted primes do exist.

In order to describe the main result of the section we fix some more notation. We let \( R_i = R_i^* = P_i, 1 \leq i \leq 3 \), unless \( \epsilon = -1 \) and \( p \) divides \( q \), in which case we set \( R_i = Q_i P_i \) and \( R_i^* = Q_i^* P_i \).

The chief end of our analysis is the

**Proposition 1.** The subgroup generated by \( R_1 \) and \( R_3 \) is a \( p \)-group.

We begin by noting the important fact that this result gives the final contradiction. Indeed, suppose the proposition is true. Since \( C \) normalizes \( R_1 \) and \( R_3 \), we certainly have \( \langle R_1, R_3 \rangle \in \mathcal{U}_H(T, C) \), so there is \( U \in \mathcal{U}_H^p(T, C) \) with \( \langle R_1, R_3 \rangle \subseteq U \).

If we set \( V = U^a \), where the element \( a \) is the element fixed in \( \S \), then

\[ \langle P_1, P_3 \rangle \subseteq \langle R_1, R_3 \rangle \subseteq U \]

yields

\[ \langle P_2, P_1 \rangle = \langle P_1, P_3 \rangle^a \subseteq U^a = V. \]

If \( U \) and \( V \) are conjugate by an element of \( C \), then \( \langle P_1, P_2, P_3 \rangle \subseteq U \cap V \) since \( P_1, P_2, P_3 \) are certainly \( C \)-invariant. But \( \langle P_1, P_2, P_3 \rangle \) is not a \( p \)-group, by Proposition 9.2. Hence \( U \) and \( V \) are not conjugate by an element of \( C \). Thus, by Proposition
Before embarking on the proof of the proposition, we remark that it suffices to show that \( \langle R_i, R_j \rangle \) or \( \langle R_i^*, R_i^* \rangle \) is a \( p \)-group for some \( i, j, 1 \leq i, j \leq 3 \) with \( i \neq j \). To see this, we first note that the element \( z_1 \in D_1 \) which interchanges \( g_1 \) and \( g_i^* \) also interchanges \( g_2 \) and \( g_i^* \), \( g_i^* \) and \( g_3 \), while similar statements hold for \( z_2 \) and \( z_3 \). In fact, \( z_1 \notin C \) as \( g_1, g_i^* \) are \( C \)-invariant and so \( z_1 \) inverts a modulo \( C \), inasmuch as \( D_1 = D \leq M \) and \( M/C \) is isomorphic to the symmetric group \( S_3 \). That is, \( az_1 = z_1 a^{-1} c \) for some \( c \in C \). Thus,

\[
Q_{i1}^a = Q_{i1}^{az1} = Q_{i1}^{x_1a^{-1}c} = (Q_{i1}^a)^{-1}c
\]

and \( (Q_{i1}^a)^{z1} = Q_{i1} \) similarly may be shown. Now, if \( \langle R_i, R_j \rangle \) is a \( p \)-group, \( 1 \leq i, j \leq 3 \), \( i \neq j \), then conjugation of this \( p \)-group by \( a \) or \( a^{-1} \) shows that \( \langle R_i, R_j \rangle \) is a \( p \)-group.

Similarly if \( \langle R_i^*, R_j^* \rangle \) is a \( p \)-group, \( 1 \leq i, j \leq 3 \), \( i \neq j \), then conjugation by \( z_1 \) shows \( \langle R_i, R_j \rangle \) is a \( p \)-group, where \( 1 \leq k \leq 3 \), \( k \neq i, j \). Thus, again \( \langle R_1, R_3 \rangle \) is a \( p \)-group.

We shall use this comment often without further mention.

We now proceed with the usual sequence of lemmas.

**Lemma 1.** If \( H \) is a subgroup of \( G \) containing \( C \), with \( R_1 \leq H \) and \( R_3 \leq O(H) \), then \( \langle R_1, R_3 \rangle \) is a \( p \)-group.

**Proof.** Choose \( U \in \mathcal{N}_p(H, C) \) with \( U \supseteq R_1 \). By Lemma 8.1(ii)(b), \( U \cap O(H) \) is a Sylow \( p \)-subgroup of \( O(H) \). Hence, as \( R_3 \leq O(H), R_3 \) is \( T \)-invariant and \( U \cap O(H) \) is a \( T \)-invariant Sylow \( p \)-subgroup of \( O(H) \), there is \( c \in C \cap O(H) \) such that \( R_3 \subseteq U \cap O(H) \). But \( R_3 \) is \( C \)-invariant, so \( R_3 \subseteq U \) and \( \langle R_1, R_3 \rangle \subseteq U \). This proves the lemma.

**Lemma 2.** If there are integers \( i, j, 1 \leq i, j \leq 3 \), \( i \neq j \), such that \( C_{R_1}(R_i) \neq 1 \) or \( C_{R_1}(R_i^*) \neq 1 \), then \( \langle R_1, R_3 \rangle \) is a \( p \)-group.

**Proof.** We may as well assume that \( j = 1 \), \( i = 3 \) and \( R = C_{R_1}(R_3) \neq 1 \). We set \( H = N(R) \). Thus, \( H \) is a subgroup which contains \( C \), since \( P_1 \) and \( R_3 \) are \( C \)-invariant. Moreover, \( R_3 \leq H \) as \( R_3 \) centralizes \( R \), by definition of \( R \). Furthermore, \( P_1 \leq H \) as \( P_1 \) is abelian, so \( R_1 \leq H \) since \( J \) and \( P_1 \) commute elementwise. Thus, in view of Lemma 1, it suffices to show that \( R_3 \leq O(H) \).

However, the element \( d \) lies in \( J \) and hence centralizes \( P_1 \), so \( D \leq H \). Thus, \( H \in \mathcal{L}(p) \) by Definition 4.1.4 as \( D \leq H \), \( P_1 \leq H \), and \( H \) covers \( L_0/O(N) \). Hence, \( H = O(H)(H \cap N_1) \), so \( [R_3, x] \leq O(H) \). But, \( x = x_1 \) inverts \( R_3 \), so \( R_3 = [R_3, x] \) and the lemma is proved.

We now fix some further notation. We set \( K = N(P_1) \), choose \( V \in \mathcal{N}_p(K, C) \) with \( R_1 \leq V \), as we may do since \( R_1 \), being abelian, lies in \( K \). Thus, with the usual \( T \)-decomposition notation, \( V_0 \) is a Sylow \( p \)-subgroup of \( C \), by Lemma 8.1(ii)(a),
and we set $P = V_0$. Moreover, by part (i)(b) of that lemma, $V_i'$ is a $C$-invariant subgroup of $R_i$ or $R_i^*$ and, in particular, is abelian. We set $X_i = C_{V_i}(R_i)$, $i = 2, 3$. Moreover, we shall be using Lemma 8.1 throughout the rest of the section and shall now do so without any further reference.

**Lemma 3.** With the above notation, we have

(i) $K \in \mathcal{L}(p)$ and $K$ is $p$-constrained within $O(K)$.

(ii) $P \cap O(K) = 1$, $V \cap O(K) = P_1 V_2' V_3'$, $V_1 \cap O(K) = P_1$, and $V \cap O(K)$ is $C$-invariant.

(iii) $V_i' = R_i$, $V_i' \subseteq O(K)$, $i = 2, 3$.

(iv) $X_i \neq 1$, $i = 2$ or $3$, and $X_i$ is $C$-invariant.

**Proof.** We have $N \subseteq K$ as $P_1 = O_p(N)$, so $K$ contains $D$, covers $L_0/O(N)$, and contains a Sylow $p$-subgroup of $O(N)$. Hence, $K \in \mathcal{L}(p)$.

Moreover, $p$ is exceptional, so $p$ is either not stationary or it is stationary and neither centralized nor inverted, by Definition 4.1.3. But $p$ is inverted, even totally inverted. Hence, $p$ is not stationary, so $P_1$ is not a Sylow $p$-subgroup of $O(K)$, by Definition 4.1.1. Thus, there is a $D$-invariant Sylow $p$-subgroup of $O(K)$ properly containing $P_1$. From Lemma 4.3.3 it follows that $K$ is $p$-constrained in $O(K)$ and (i) is established.

Now $V \supseteq R_1$ by choice. Moreover, $V_i' \in \mathcal{U}_n(C)$, $1 \leq i \leq 3$, $R_i \subseteq V_i'$ as $x_i$ inverts $R_i$, and $R_i \in \mathcal{M}_n(C)$. Thus $V_i' = R_i$. Furthermore, $x$ inverts $V_2'$ and $V_3'$, while $O(K)x \in Z(K/O(K))$ as $K \in \mathcal{L}(p)$. Thus, $V_2' \subseteq O(K)$ and $V_3' \subseteq O(K)$. This shows that (iii) is valid.

We have $P \cap O(K) = P \cap O(K) \cap N$, as $P \subseteq N$. But $O(K) \cap N \subseteq O(N)$, by Lemma 4.1.1(v), so $P \cap O(K) \subseteq P \cap O(N)$. However, $p$ is inverted and thus $P \cap O(N) = 1$ and we have that $P \cap O(K) = 1$.

We also have $V_i' = V_0 V_i' = P R_i$, by part (iii), so $V_1 \cap O(K) = V_1 \cap N \cap O(K)$ and $V_1 \cap O(K) \subseteq V_1 \cap O(N)$, again by Lemma 4.1.1. However, $P R_1 \cap O(N) = P_1$ since $P \cap L_0 = 1$ and $R_1 = Q_1 P_1$ or $P_1$. Hence, $V_1 \cap O(K) \subseteq P_1$. Since $P_1$ is normal in $K$, we deduce that $V_1 \cap O(K) = P_1$.

Consequently, $V \cap O(K) = V_1 V_2' V_3' \cap O(K)$, so $V \cap O(K) = (V_1 \cap O(K)) V_2' V_3'$ since $\langle V_2', V_3' \rangle \subseteq O(K)$ by (iii). Since $V_1 \cap O(K) = P_1$ it follows that $V \cap O(K) = P_1 V_2' V_3'$. Since $C$ normalizes $P_1$ and each $V_i'$, we also have that $V \cap O(K)$ is $C$-invariant. Thus all the assertions of (ii) have been proved and it remains to establish (iv).

The intersection $V \cap O(K)$ is a Sylow $p$-subgroup of $O(K)$. However, it contains $P_1$, so the containment is proper, as we saw above. Hence, $N_{V \cap O(K)}(R_1) \supseteq R_1 \cap O(K)$ as $R_1 \cap O(K) = P_1$. Since $V \cap O(K)$ and $R_1$ are $T$-invariant, so is $N_{V \cap O(K)}(R_1)$. The $T$-decomposition of this group shows that $N_{V_i}(R_1) \neq 1$ or $N_{V_i}(R_1) \neq 1$. However, $x$ inverts $V_2'$ and $V_3'$ and centralizes $R_1$, so $N_{V_i}(R_1) \subseteq X_i$, $i = 2, 3$. Thus, $X_2 \neq 1$ or $X_3 \neq 1$, as required. Furthermore, $X_i$ is $C$-invariant as $R_i$ and $V_i'$ are both $C$-invariant.
Lemma 4. If $X_2 \neq 1$, then one of the following holds:

(i) $\langle R_1, R_3 \rangle$ is a $p$-group;
(ii) The characteristic of $G$ is $p$, $\delta e = -1$, $X_2 = Q^*_2$ and $\langle R_1, R^*_2 \rangle$ is a $p$-group.

Note that $\langle R_1, R^*_2 \rangle$, being a $p$-group, does not trivially imply the desired assertion that $\langle R_1, R_3 \rangle$ is a $p$-group. One must have that $\langle R_i, R_j \rangle$ or $\langle R^*_i, R^*_j \rangle$ is a $p$-group, $i \neq j$, $1 \leq i, j \leq 3$, in order to deduce that.

Also observe that the proposition is now proved unless $p$ divides $q$ and $\delta e = -1$ since a similar argument applies if $X_3 \neq 1$, while we already know that $X_2 \neq 1$ or $X_3 \neq 1$.

Proof. If $X_2 \cap P_2 = 1$, then $C_{P_2}(R_2) \neq 1$, so $\langle R_1, R_3 \rangle$ is a $p$-group, by Lemma 2, and the proof is complete.

On the other hand, if $X_2 \cap P_2 = 1$, then $X_2$ is either $Q_2$ or $Q^*_2$. Indeed, $X_2$ is $C$-invariant by Lemma 3(iv), so $X_2$ is a $C$-invariant subgroup of $R_2$ or $R^*_2$. However, $C \cap J$ acts trivially on $P_2$, while by Lemma 2.4.10(iii), it acts irreducibly and nontrivially on $Q_2$ and $Q^*_2$, so $X_2 = Q_2$ or $Q^*_2$, as asserted. In particular, $Q_2 \neq 1$ and consequently the characteristic of $G$ is $p$ and $\delta e = -1$.

Suppose first that $X_2 = Q_2$. By definition of $X_2$, we have $R_1 \subseteq C(X_2)$. Moreover, since $X_2 = Q_2$, also $R_2 \subseteq C(X_2)$. Thus, $\langle R_1, R_2 \rangle \subseteq C(Q_2)$.

We now assert that $C(Q_2)$ has a normal 2-complement. Indeed, this will follow from Burnside’s theorem if we show that a Sylow 2-subgroup of $C(Q_2)$ is cyclic. We know that $x_2 \in C(Q_2)$. Hence if $S^*$ is a Sylow 2-subgroup of $C(Q_2)$ containing $x_2$ and if $S^*$ is not cyclic, then $C_{Q_2}(x_2)$ is also not cyclic, whence $S^* \cap N_2$ is not cyclic. However, $C_{N_2}(Q_2)$ has a cyclic Sylow 2-subgroup by Lemma 2.4.4, applied to $N_{Q_2}(O(N_2))$. Thus $S^*$ is cyclic and $C(Q_2)$ has a normal 2-complement, so our assertion is valid.

In particular, $R_2 \subseteq O(C(Q_2))$. But $Q_2$ is $C$-invariant, so $C(Q_2)$ is a normal subgroup of the product $H$ of $C(Q_2)$ and $C$. Hence $R_2 \subseteq O(H)$ and $R_1 \subseteq H$. Thus, by Lemma 1, with $R_2$ in place of $R_3$, we have that $\langle R_1, R_2 \rangle$ is a $p$-group. Conjugation by $a^{-1}$ now yields (i).

Finally, if $X_2 = Q^*_2$, we argue in the same way and conclude that $\langle R_1, R^*_2 \rangle$ is a $p$-group. The lemma is proved.

The last bit of the argument will be useful later on. We have proved

Lemma 5. If $1 \leq i \leq 3$, then $R_i \subseteq O(N(Q_i))$ and $R^*_i \subseteq O(N(Q^*_i))$.

We shall now assume that $\langle R_1, R_3 \rangle$ is not a $p$-group and derive a contradiction with the final lemmas. Moreover, as $X_2 \neq 1$ or $X_3 \neq 1$, we may as well assume that $X_2 \neq 1$. Thus, we deduce from Lemma 4 that $p$ divides $q$, $\delta e = -1$, $X_2 = Q^*_2$, and $\langle R_1, R^*_2 \rangle$ is a $p$-group.

We now choose and fix an element $U$ of $V^*_2(T, C)$ which contains $V$. We use the usual $T$-decomposition notation for $U$ and we set $U^* = \langle U_1', U_2', U_3' \rangle$, $V^* = \langle V_1', V_2', V_3' \rangle$. 
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Lemma 6. With the above notation, we have

(i) $U_1 = R_1$;
(ii) $U_0 = P$, $P \cap U^* = P \cap V^* = 1$;
(iii) $U^* = U_1^* U_2^* U_3^*$, $V^* = V_1^* V_2^* V_3^*$.

Proof. The set $U_1^*$ is an element of $\mathcal{U}_p(C)$ and contains $R_1$ as $R_1 = V_1^* \subseteq U_1^*$, by Lemma 3. Hence, $U_1^* = R_1$ and (i) holds.

Similarly, $P \subseteq V \subseteq U$, so $U_0 = P$. We know that $U^* = O_p(CU)$ and $V^* = O_p(CV)$. But $O_p(C) = 1$, so $P \cap U^* = P \cap V^* = 1$ and (ii) is also valid.

Finally, $U^* \supseteq U_1^* U_2^* U_3^*$ and $U = PU_1^* U_2^* U_3^*$, so that if $U^* \supsetneq U_1^* U_2^* U_3^*$ then $P \cap U^* \neq 1$. This does not happen, by (ii), so $U^*$ factors as required. Similarly, the factorization for $V^*$ holds.

We now have considerable information on the $T$-decompositions of $U$ and $V$, having determined $U_0$, $V_0$, $U_1^*$, $V_1^*$ and some information about $V_2^*$, namely that $X_2 = Q_2^* \subseteq V_2^*$. We shall now determine the other components of the $T$-decompositions of $U$ and $V$ as well as study $Z(U^*)$. This latter group will lead us to the final contradiction.

Lemma 7. We have

(i) $V_2^* \supseteq Q_3^*$;
(ii) $U_2^* = R_2^*$.

Proof. We already have that $V_2^* \supseteq Q_3^*$. Moreover, $z_1 \in D_1 = D \subseteq K$ as $D \subseteq N$ and $P_1 = O_p(N)$. Hence, $Q_3 = (Q_2^*)^z_1 \subseteq V_2^*$. But $Q_2^* \subseteq O(K)$, by Lemma 3(ii), so $Q_3$ is contained in the $T$-invariant Sylow $p$-subgroup $V_2^* \cap O(K)$ of $O(K)$. However, $V \cap O(K)$ is also such a subgroup of $O(K)$, so $V \cap O(K)$ and $V_2^* \cap O(K)$ are conjugate by an element of $C$. Since $V^*$ is $C$-invariant, and $V \cap O(K) \subseteq V^*$ by Lemma 3(ii), it follows that $V^* \supseteq Q_3$, so $V_2^* \supseteq Q_3$ and (i) is proved.

As for (ii), it suffices to show that $U \supseteq R_2^*$. However, $\langle R_1, R_2^* \rangle$ is a $p$-group and is certainly an element of $\mathcal{U}_p(T, C)$. However, any two elements of $\mathcal{U}_p(T, C)$ are conjugate by an element of $M$, by Proposition 9.1, so that $U$ contains the conjugates of $R_1$ and $R_2^*$ by an element of $M$. Thus, $U$ contains an element of $\mathcal{U}_p^* (C)$ or $\mathcal{U}_p^* (C)$. But $Q_2^* \subseteq U$ and $Q_3 \subseteq U$ and we know that $\langle Q_2^*, Q_3 \rangle$ and $\langle Q_3^*, Q_3 \rangle$ are not $p$-groups. Hence $R_2^* \subseteq U$ or $R_3 \subseteq U$. But $R_2 \neq U$ as $R_1 \subseteq U$ and $\langle R_1, R_3 \rangle$ is not a $p$-group, by assumption. This proves the lemma.

Before continuing with the analysis of the factors of the $T$-decompositions of $U$ and $V$ we require two results, the second of which is a determination of the important subgroup $Z(U^*)$.

Lemma 8. We have $J \subseteq N(V \cap O(K))$.

Proof. We begin by observing that any subgroup of $N$ which covers $L_0/O(N)$ certainly contains $J = J_1$. Indeed, since $q > 3$, we have that $J$ is the ultimate term of
the derived series of $J_0(N)$. However, the ultimate term of the derived series of a subgroup of $L_0$ which covers $L_0/O(N)$ is not only contained in $J$, but also covers $L_0/O(N)$ as $L_0/O(N)$ is perfect and so is actually equal to $J$. Thus, our assertion is true.

We now set $K_0 = O(K)(L_0 \cap K)$, so that $L_0 \cap K_0$ covers $L_0/O(N)$ since $K \in \mathcal{O}(p)$. Now $V \cap O(K)$ is a Sylow $p$-subgroup of $O(K)$, so $K_0 = O(K)N_{K_0}(V \cap O(K))$. Moreover, applying the Frattini argument to the Sylow 2-subgroup $\langle x \rangle$ of the normal subgroup $N_{S(K_0)(V \cap O(K))}$ of $N_{K_0}(V \cap O(K))$, we conclude that

$$K_0 = O(K)(N \cap N_{K_0}(V \cap O(K))).$$

Hence,

$$K_0 \cap L_0 \subseteq (O(K) \cap N)(N \cap N_{K_0}(V \cap O(K))) 
\subseteq O(N)(N \cap N_{K_0}(V \cap O(K))) 
\subseteq O(N)N_{K_0}(V \cap O(K)).$$

Thus, $N_{K_0}(V \cap O(K))$ covers $L_0/O(N)$ since $K_0 \cap L_0$ covers that section. The lemma now follows from the preceding paragraph.

This last result is now used to prove the

**Lemma 9.** The center of $U^*$ is $Q_2^*$.  

**Proof.** Indeed, $Z(U^*)$ is a nonidentity $C$-invariant group. Moreover, $P \cap U^* = 1$, by Lemma 6(ii), so $Z(U^*) \cap C = 1$. Thus, $Z(U^*)$ has $T$-decomposition

$$Z(U^*) = (R_1 \cap Z(U^*)) (R_2^* \cap Z(U^*)) (U_3^* \cap Z(U^*))$$

since $U_1 = R_1$, by Lemma 6(i) and $U_2 = R_2^*$, by Lemma 7(ii). Moreover, $Z(U^*) \cap P_i = 1$, $1 \leq i \leq 3$, by Lemma 2. Furthermore, each factor is $C$-invariant, so that $R_1 \cap Z(U^*)$ is $Q_1$ or 1 and $R_2^* \cap Z(U^*)$ is $Q_2^*$ or 1. Finally, $V_3^* \cong Q_3$, by Lemma 7(i), so $U_3^* \subseteq R_3$ and thus, $U_3^* \cap Z(U^*)$ is $Q_3$ or 1. Hence, we need only show that $Q_1 \not\in Z(U^*)$ and that $Q_3 \not\in Z(U^*)$.

However, suppose that $Q_3 \subseteq Z(U^*)$. Thus, $R_1 \subseteq N(Q_3)$ as $R_1 = U_1 \subseteq U^*$ by Lemma 6(i). Moreover, by Lemma 5, $R_3 \subseteq O(N(Q_3))$. Hence, as $Q_3$ is $C$-invariant means $C \subseteq N(Q_3)$, we have from Lemma 1 that $\langle R_1, R_3 \rangle$ is a $p$-group, which is a contradiction. Thus, $Q_3 \not\in Z(U^*)$.

Finally, as $x = x_1$ inverts $V \cap O(K)/P_1$ as $P_1$ is certainly normal in $K = N(P_1)$ and $V \cap O(K) = P_1V_2V_3'$, by Lemma 3. Moreover, $V \cap O(K)/P_1$ is nontrivial as $V_2' \cong Q_3$, by Lemma 7(i). However, $J$ normalizes $V \cap O(K)$, by Lemma 8, so $J$ acts on $V \cap O(K)/P_1$. Furthermore, as we have noted at the beginning of §7, $J \cap O(N) = 1$ when $\delta = -1$. But $\delta = -1$ by Lemma 4(ii). Since $O(J) \subseteq J \cap O(N)$, it follows that $O(J) = 1$ and hence that $\langle x \rangle$ is the unique minimal normal subgroup of $J$. We conclude that $J$ acts faithfully on $V \cap O(K)/P_1$. Thus, $Q_1$ does not centralize $V \cap O(K)$, so $Q_1 \not\in Z(U^*)$ as desired. This proves the lemma.
We can now complete our determination of the $T$-decompositions of $U$ and $V$.

**Lemma 10.** We have

(i) $U_3/V_3 = Q_3$;
(ii) $V_2 = Q_2^*.$

Once we prove this result, all the $T$-decompositions we have are as follows:

$$U = PR_1R_2^*Q_3, \quad U^* = R_1R_2^*Q_3,$$

$$V = PR_1Q_2^*Q_3, \quad V^* = R_1Q_2^*Q_3,$$

$$V \cap O(K) = P_1Q_2^*Q_3.$$

**Proof.** We have $U_3 \supseteq V_3 \supseteq Q_3$, by Lemma 7(i), so $U_3 \subseteq R_3$. Assume that $U_3 \notin Q_3$, so that $U_3 \cap P_3 \neq 1$. Since $Q_2^* = Z(U^*)$, by Lemma 9, this implies that $C_{P_3}(Q_2^*) \neq 1$. Conjugation by the element $a$ yields that $\bar{K} = C_{P_1}(Q_2^*) \neq 1$. Thus, $\bar{K}$ is a nonidentity subgroup of $P_1$, so $C(\bar{K}) \supseteq J_1 = J$ and $C(\bar{K}) \supseteq Q_2^*$ as we just have seen.

Moreover, $Q_3$ centralizes $P_1$. Indeed, $V_3 \supseteq Q_3$, so $Q_3 \supseteq K = N(P_1)$. But $x = x_1$ inverts $Q_3$ and centralizes $P_1$, so $[Q_3, P_1] = 1$ as claimed. In particular, $H = C(\bar{K}) \supseteq Q_3$, so $H \supseteq \langle Q_3, Q_2^* \rangle$ and therefore $H \supseteq J_3$, by Lemma 2.4.10. Hence $H \supseteq \langle J_3, J_3 \rangle$ and so $H$ is a $Q$-group of characteristic power $q$ with $H = O(H)(H \cap N)$ by Proposition 4.1.1(iii). Thus $\bar{x}$ is in the center of $\bar{H} = H/O(H)$, contrary to the fact that $\bar{x}$ is not in the center of $J_3$. We conclude that $U_3 \subseteq Q_3$, so $Q_3 \subseteq V_3 \subseteq U_3 \subseteq Q_3$ and (i) is established.

We know that $J$ normalizes $V \cap O(K)$ by Lemma 8, so $y \in J$ normalizes $V \cap O(K)$. Furthermore, $C$ normalizes $V \cap O(K)$ by Lemma 3(ii) and hence $D_1 = D = \langle C \cap D, y \rangle$ normalizes $V \cap O(K)$. In particular, $(V \cap O(K))^{y_1} = V \cap O(K)$. Hence, $C_{V \cap O(K)}(x_2)^{y_1} = C_{V \cap O(K)}(x_2)$ and $|C_{V \cap O(K)}(x_2)| = |C_{V \cap O(K)}(x_2)|$. However, $C_{V \cap O(K)}(x_2) = V_2^*$ and $C_{V \cap O(K)}(x_3) = V_3^* = Q_3$, by (i). Hence, $|V_2^*| = |Q_3| = q$. Since $V_2^* \supseteq Q_2^*$, by Lemma 4(ii), this implies that $V_2^* = Q_2^*$ as $|Q_2^*| = q$.

We reach the penultimate lemma:

**Lemma 11.** The center of $V^*$ is $P_1Q_2^*$.

**Proof.** First, $Z(V^*) \supseteq P_1Q_2^*$. Indeed, $Q_2^* = Z(U^*)$, by Lemma 9, and $Q_2^* \subseteq V^*$, so $Q_2^* \subseteq Z(V^*)$. Moreover, $P_1$ is normal in $V^*$, while $x$ centralizes $P_1$ and inverts $Q_2^*$ and $Q_3$, so $Q_2^*$ and $Q_3$ centralize $P_1$. Since $R_1$ is abelian and $V^* = R_1Q_2^*Q_3$, it follows that $P_1 \subseteq Z(V^*)$.

To conclude the proof we need only show that $Z(V^*/P_1)$ has order $q$ as then $Z(V^*) \subseteq P_1Q_2^*$. However, $V \cap O(K)/P_1$ is elementary of order $q^2$ as $V \cap O(K) = P_1Q_2^*Q_3$ and as $x = x_1$ inverts $Q_2^*$ and $Q_3$. Moreover, as in the previous lemma, $J$ acts faithfully on $V \cap O(K)/P_1$. Since $Q_1$ is a Sylow $p$-subgroup of $J$, it follows .therefore from Lemma 2.4.18 that the centralizer of $Q_1$ on $V \cap O(K)/P_1$ has order $q$. Since $V^* = Q_1(V \cap O(K))$, we conclude that $Z(V^*/P_1)$ has order $q$, as required, and the lemma is proved.
The next and final result of the section—and of the chapter—contradicts Lemma 9 and so completes all the proofs.

**Lemma 12.** The center of $U^*$ contains $P_1Q_2^*$.  

**Proof.** Choose a $T$-invariant subgroup $F$ of $U^*$ containing $V^*$ maximal subject to the condition that $Z(F)\supseteq P_1Q_2^*$. We may do this as $Z(V^*)\supseteq P_1Q_2^*$ by the previous lemma. It suffices to show that $F=U^*$, so we assume $F\subseteq U^*$ and derive a contradiction. We set $Y=N_{U^*}(F)$, so $Y\supseteq F$.

However, we have the containments $$U^* = R_1R_2^*Q_3 \supseteq F \supseteq V^* = R_1Q_2^*Q_3,$$
so $Y = R_1N_{R_2}(F)Q_3$. But $F \supseteq Q_2^*$, so $Y = FN_{P_2}(F)$. Thus we will have that $Z(Y) \supseteq P_1Q_2^*$, and a contradiction, once we show that $N_{P_2}(F)$ centralizes both $P_1$ and $Q_2^*$.

However, $Y \cap P_2 = N_{P_2}(F) \subseteq R_2^* = P_2Q_2^*$, which is abelian. Thus, $Y \cap P_2$ certainly centralizes $Q_2^*$. It remains to show that $Y \cap P_2$ centralizes $P_1$.

The group $Y \cap P_2$ normalizes $Z(F)$ and centralizes $x_2$ and thus normalizes $[Z(F), x_2]$. However, $Z(F) \supseteq P_1Q_2^*$, by assumption. Suppose first that $Z(F) \subseteq P_1R_2^*$. Since $x_2$ centralizes $R_2^*$ and inverts $P_1$, we have $[Z(F), x_2] = [P_1, x_2] = P_1$, whence $Y \cap P_2$ normalizes $P_1$. But $x$ inverts $Y \cap P_2$ and centralizes $P_1$, so $Y \cap P_2$ centralizes $P_1$.

Hence, in order to complete the proof, we need only see that $Z(F) \subseteq P_1R_2^*$. However, $F$ is $T$-invariant, $V^* \subseteq F \subseteq U^*$, so $F$ has $T$-decomposition

$$F = R_1Q_2^*(F \cap P_2)Q_3.$$  

Hence, $Z(F)$ has $T$-decomposition

$$Z(F) = (R_1 \cap Z(F))(Q_2^*(F \cap P_2) \cap Z(F))(Q_3 \cap Z(F)).$$

But $R_1 \cap Z(F) \subseteq Z(V^*)$ as $R_1 \subseteq V^*$ and $Q_3 \cap Z(F) \subseteq Z(V^*)$ as $Q_3 \subseteq V^*$. Hence, $R_1 \cap Z(F) \subseteq P_1$ and $Q_3 \cap Z(F) = 1$. But $Q_2^*(F \cap P_2) \subseteq R_2^*$, so $Z(F) \subseteq P_1R_2^*$, as required.

**Chapter VI. Structure of N. Proof of Theorem C**

1. **Outline of chapter and some consequences of Theorem B.** In this, the final chapter of the paper, we consider a simple group $G$ with quasi-dihedral Sylow 2-subgroups which satisfies the conclusions of the expanded form of Theorem B, stated in §1 of Chapter IV; and we shall prove that such a group $G$ necessarily satisfies the conclusions of Theorem C. This will complete the proof of all of our Main Theorems, for as we have shown in Chapter I, Theorems A, B, and C together with certain results of Chapter III imply the three Main Theorems. In particular, the characteristic power $q$ of $G$ can be assumed to be greater than 5,
the Main Theorems having been established in §8 of Chapter III in the cases \( q = 3 \) and 5.

We use the same notation as before. In particular, we know from Theorem B that \( O(N) = AB \), where \( A \) is cyclic of order dividing \( \frac{1}{2}(q + e) \), \( B \) is abelian, and if \( A \) and \( B \) are both nontrivial, then \( O(N) \) is a Frobenius group with kernel \( B \) and complement \( A \). Furthermore, \( T \) centralizes \( A \), the involution \( x_2 = z \) of \( T \) inverts \( B \), and \( C^*(u) \subseteq N \) for any element \( u \neq 1 \) of \( O(N) \). Moreover, \( L_0 = JO(N) \), where \( J \) is normal in \( N \), \( J \) centralizes \( O(N) \), and either \( J \) is isomorphic to \( SL(2, q) \) and \( JO(N) = J \times O(N) \) or \( q = 9 \), \( J \) is isomorphic to \( SL^+(2, 9) \), and \( |J \cap O(N)| = 3 \). We note also that since \( S = (S \cap J)T \), \( A \) centralizes \( S \). Since the element \( y \) of \( S \) inverts \( O(C) \cap J \), it follows that \( A = O(C(S)) \cap L = E \cap L \).

In this section, we shall give a brief outline of the chapter and shall then derive a few direct consequences of Theorem B. The last of these (Lemma 3 below), when combined with Corollary 3.9.2, will immediately yield part (i) of Theorem C.

As in Chapters I and III, we have \( a = |A| = |C \cap O(N)| \), \( b = |O(N) : C \cap O(N)| = |B| \), \( e = |E/E \cap L| = |E/A| \), and \( |N| = 2abecq(q - 1)(q + 1) \) (cf. equation 3.3.2). We also set \( C_0 = O(C) \) and let \( t \) be a 3-element of \( A' \) which cyclically permutes the involutions of \( T \).

§2 consists of several, somewhat independent results, which it is convenient to establish at the outset. First, we prove that for any prime \( p \) dividing \( b \), a Sylow \( p \)-subgroup of \( N \) is a Sylow \( p \)-subgroup of \( G \). This result, in conjunction with the order formula for a regular \( QD \)-group given in Proposition 3.2.6 is then used to prove that part (ii) of Theorem C holds whenever \( G \) is regular. A similar conclusion is then obtained in the cases \( q = 7 \) and \( q = 9 \), even if \( G \) is not regular, using the order formulas for \( QD \)-groups of characteristic power 7 and 9 developed in §8 of Chapter III. For \( q = 7 \), it then follows that \( G \) is regular. After that, we argue that part (iii) of Theorem C holds if \( A \neq 1 \). Thus if \( A \neq 1 \), \( G \) is regular and therefore part (ii) of Theorem C holds in this case by one of the preceding results of the section. Finally we establish an omnibus lemma concerning the structure of \( N(C_0) \) in the case that \( A = 1 \).

In §§3, 4, and 5, we establish parts (ii) and (iii) of Theorem C. In view of the results of §2, we can assume that \( q > 7 \). §3 is devoted to a proof that the case \( A = 1 \), \( B = 1 \) is impossible, the argument being primarily character-theoretic. Then in §§4 and 5, we argue that the case \( A = 1 \), \( B \neq 1 \) is also impossible. This argument is largely local group-theoretic, but does require one particular fact whose proof is character-theoretic: Namely, every prime divisor of \( b \) is necessarily a divisor of \( q(q - 1)(q + 1) \). Together, these results force \( A \neq 1 \) and therefore parts (ii) and (iii) of Theorem C will follow from the results of §2.

In the final two sections we investigate the case \( e = 1 \) in more detail. In §6 we show that \( G \) is a doubly transitive permutation group of the type described in part (iv) of Theorem C, while in §7 we prove that the order of \( A \) is \( (q + 1)/2d \), where \( d = (q + 1, 3) \). Together these results will establish part (iv) of Theorem C.
In §§2 and 7, we shall point out in two remarks what is required to establish the corresponding analogue of Theorem C in the case of simple \( QD \)-groups with wreathed Sylow 2-subgroups.

We turn now to some consequences of Theorem B.

**Lemma 1.** If \( B=1 \), then \( L=(JT) \times O(N)=JT \times A \).

**Proof.** If \( J \) is isomorphic to \( SL^\gamma(2, 9) \), then \( JT \) is isomorphic to \( SU^\gamma(2, 9) \) by Lemma 2.2.2. But then \( z \) inverts \( O(J) \) by Lemma 2.4.12. However, \( O(J) \) has order 3 and lies in \( O(N) \), so \( O(J) \subseteq B \), contrary to our assumption that \( B=1 \). We conclude that \( J \) is not isomorphic to \( SL^\gamma(2, 9) \) and hence that \( L_0=J \times O(N) \).

Since \( B=1 \), \( O(N)=A \) and therefore \( T \) centralizes \( O(N) \). Since \( L=L_0T=JTO(N) \), the lemma follows.

As a corollary, we have

**Lemma 2.** If \( B=1 \) and \( E=A \) (equivalently, \( b=1 \) and \( e=1 \)), then \( N=(JT) \times A \) and \( N \) is isomorphic to a quotient of \( GL(2, q) \) if \( e=-1 \) and of \( GU(2, q) \) if \( e=1 \) by a central subgroup of odd order \( d=(q+e)/2a \).

**Proof.** We know that \( N=LE \). Since \( E=A \) by assumption and since \( A \subseteq L \), it follows that \( N=L \). Hence by the preceding lemma, \( L=(JT) \times A \). Moreover, \( JT \) is isomorphic to \( L/O(N) \) and hence to \( SL^\gamma(2, 9) \) if \( e=-1 \) and to \( SU^\gamma(2, 9) \) if \( e=1 \). Finally, \( A \) is cyclic of order \( a \) dividing \( (q+e)/2 \). But now the lemma follows at once from the structure of \( GL(2, q) \) and \( GU(2, q) \) as described in Chapter II.

We next prove

**Lemma 3.** The following conditions hold:

(i) \( C_0=(C_0 \cap L)E \);  
(ii) \( C_0 \cap L \) is normal in \( N(T) \).

**Proof.** Since \( N=LE \) and \( E \subseteq C_0 \), we have \( C_0=(C_0 \cap L)E \), proving (i). To prove (ii), set \( W=C_0 \cap J \), so that \( C_0 \cap L=WA \). In §5 of Chapter IV we have argued that assertions (i) and (ii) of Theorem B are a consequence of assertion (iii). In carrying out this argument, we have shown in Lemma 4.5.1 that the conclusion that \( WA \) is normal in \( N(T) \) follows from part (iii) of Theorem B. Since \( WA=C_0 \cap L \), and since \( G \) satisfies all the conclusions of Theorem B, we see that (ii) holds.

This enables us to prove

**Proposition 1.** We have \( N=L \) and \( E=A \).

**Proof.** Since \( C_0 \cap L \) is normal in \( N(T) \) by the lemma, it is invariant under the element \( t \) of \( N(T) \). But now as \( G \) is simple, Corollary 3.9.2 implies that \( C_0=C_0 \cap L \).

Since \( C_0=(C_0 \cap L)E \) by the preceding lemma, it follows that \( E \subseteq L \). On the other hand, \( N=LE \) and \( E \cap L=A \); and we conclude at once that \( N=L \) and \( E=A \).
2. Preliminary results. We begin this section with the following key result:

**Proposition 1.** If $P$ is a Sylow $p$-subgroup of $B$ for some prime divisor $p$ of $b$ and $Q$ is a $p$-subgroup of $N$ containing $P$, then $N(Q) \subseteq N$. In particular, a Sylow $p$-subgroup of $N$ is a Sylow $p$-subgroup of $G$.

**Proof.** Set $H = N(Q)$ and $K = C(Q)$. We shall argue that $H \subseteq N$. Indeed, by part (iii) of Theorem B, which holds for $G$, $C(P) \subseteq N$. Since $C(Q) \subseteq C(P)$, it follows that $K \subseteq N$. Furthermore, $L = L_0\langle z \rangle$ and $z$ inverts $P$, so a Sylow 2-subgroup $S_0$ of $K$ is contained in $L_0$ and therefore is either cyclic or generalized quaternion. Since $x \in K$, we can choose $S_0$ to contain $x$. But then in either case $x$ is the unique involution of $S_0$, so $\langle x \rangle$ is characteristic in $S_0$. Since $K$ is normal in $H$, it follows therefore by the Frattini argument that

$$H = KN_H(S_0) = KN_H(\langle x \rangle) = KC_H(x).$$

Since $N = C(x)$ and $K \subseteq N$, we conclude that $H \subseteq N$, as asserted.

As for the final assertion of the proposition, take $g$ now to be a Sylow $p$-subgroup of $V$ and let $A$ be a Sylow $p$-subgroup of $G$ containing $g$. By the preceding argument, $A \subset V(g) \subseteq V$, whence $V(B) = Q$ is a Sylow $p$-subgroup of $V$. This forces $Q = R$ and so $Q$ is a Sylow $p$-subgroup of $G$.

As a corollary, we have

**Proposition 2.** If $G$ is regular, then $B = 1$.

**Proof** Since $G$ is regular by assumption and since $e = 1$ by Proposition 1.1, Proposition 3.3.2* yields

$$|G| = 2ab^2q^3(q + 1)(q - 1)(q^2 - eq + 1).$$

On the other hand,

$$|N| = 2abq(q + 1)(q - 1).$$

Equations (1) and (2) together imply that $b^2$ divides $|G: N|$. Hence a Sylow $p$-subgroup of $N$ for $p$ dividing $b$ is certainly not a Sylow $p$-subgroup of $G$, contrary to Proposition 1.

**Remark.** If $G$ is a simple $QD$-group with wreathed Sylow 2-subgroups, which satisfies the conclusions of Theorem B, then it is very easy to establish the corresponding Proposition 1 above. Moreover, the general character theory of $QD$-groups with wreathed Sylow 2-subgroups, based on an analysis of the principal 2-block of $G$, will show that $G$ is always "regular", in the sense that $|G|$ is necessarily given by a formula analogous to that of Proposition 3.3.2*. Hence the same argument as above will show that $B = 1$. Thus for simple $QD$-groups with wreathed Sylow 2-subgroups, parts (ii) and (iii) of the corresponding Theorem C will follow very much more easily than in the quasi-dihedral case, once the general character theory of such groups is developed.
A similar argument yields

**Proposition 3.** If \( G \) has characteristic power \( q=7 \) or \( q=9 \), then \( B=1 \).

**Proof.** We apply Propositions 3.8.3 and 3.8.4. In view of the preceding proposition, we need only consider the nonregular cases, of which there are three. However, in each of these cases, it is still true that \( b^3 \) divides \( |G| \) and that \( b^3 \) divides \( |G:N| \), so we reach the same contradiction from Proposition 1.

As a consequence, we also have

**Proposition 4.** If \( G \) has characteristic power \( q=7 \), then \( G \) is regular.

**Proof.** This is immediate from Proposition 3.8.7 since we now know that \( b=1 \) and that \( a \) divides \((q+e)/2=3\).

Since parts (ii) and (iii) of Theorem C have been verified in the case \( q=7 \), we shall assume for the balance of the proof of these parts of the theorem that \( q>7 \).

We wish next to show that \( G \) is regular whenever \( A \neq 1 \). We require the following preliminary lemma:

**Lemma 1.** The following conditions hold:

(i) \( C_0/A \) is cyclic of order \( \frac{1}{2}(q+e) \) and is inverted by the element \( y \) of \( D \);

(ii) If \( A \neq 1 \), the element \( t \) does not normalize \( A \).

**Proof.** Since \( E=A \) by Proposition 1.1, we have \( C_0=C_0 \cap L \) by Lemma 1.3. Since \( A=C \cap O(N) \), it follows therefore from Lemma 2.4.2, applied to \( L/O(N) \), that \( C_0/A \) is cyclic of order \( \frac{1}{2}(q+e) \) and is inverted by \( y \). Thus (i) holds.

Suppose next that \( A \neq 1 \) and that \( t \) normalizes \( A \). Since \( S \) centralizes \( A \), so therefore does \( S \). However, \( C(A) \leq N \) since \( G \) satisfies the conclusions of Theorem B. Thus \( S = N \) and so \( S^u = S \) for some element \( u \) of \( N \). It follows that \( tu \in N(S) \leq N(Z(S)) = C(x) = N \). We conclude that \( t \in N \), contrary to the fact that \( x^t = x_2 \) by the definition of \( t \). (Alternately, one can argue, under the given conditions, that \( N(A) \) is a \( QD \)-group of characteristic power \( q \) and then invoke Theorem A to obtain a contradiction.)

We now prove

**Proposition 5.** If \( A \neq 1 \), then \( G \) is regular.

**Proof.** We shall show that the following two conditions are satisfied:

(#) For each block \( b \) of \( N \) with the defect group \( T \), the (unique) degree of the characters in \( b \) is coprime to \( q \) (cf. Chapter III, §9).

(##) There exist irreducible characters \( \omega \) of \( C \) which are trivial on \( T \) and which have the stabilizer \( C \) in \( N(T) \).

If these conditions are established, we can apply Proposition 3.9.4 and obtain Proposition 5.

Suppose that (##) is false for the block \( b \). Then the degree of a character \( \xi \in b \) is divisible by the prime \( p \) dividing \( q \). Since \( b \) has defect 2, \( \xi(1) \) is divisible by \( 2^{n-1} \).
and hence by 4. By Proposition 1.1, \( N=L \) and hence \( |N:L_0|=2 \). If \( \xi_0 \) is an irreducible constituent of \( \xi|L_0 \), we have either \( \xi(1)=\xi_0(1) \) or \( \xi(1)=2\xi_0(1) \). In any case, \( \xi_0(1) \) is divisible by \( 2p \).

Assume first that \( q\neq 9 \). Then \( L_0=J\times O(N) \). Hence \( \xi_0 \) can be written as product of an irreducible character \( \eta_1 \) of \( J \) and an irreducible character \( \eta_2 \) of \( O(N)=AB \). We note that \( \eta_2(1) \) is not divisible by \( p \). This is clear if \( a=1 \) or \( b=1 \), since then \( O(N) \) is abelian. If \( a\neq 1, b\neq 1 \), then as we have seen from Theorem B, \( O(N) \) is a Frobenius group with Frobenius kernel \( B \) and complement \( A \). Since \( B \) is abelian, it follows that \( \eta_2(1) \) divides \( |A|=a \), cf. [19, Theorem 4.5.3]. Since we also know that \( a \) divides \( \frac{1}{2}(q+\varepsilon) \), \( \eta_2(1) \) is indeed coprime to \( p \).

It now follows that \( \eta_1(1) \) is divisible by \( 2p \). However, this yields a contradiction since \( J\cong SL(2, q) \) and the only degree of an irreducible character of \( SL(2, q) \) divisible by \( p \) is \( q \) itself, [26, p. 128] or [27]. This establishes the condition (\( \# \)) for \( q\neq 9 \).

If \( q=9 \), then by Proposition 2.3, \( b=1 \) and by Lemma 1.1, \( N=L=(JT)\times A \). Again, \( L_0=J\times A \) does not have an irreducible character of a degree divisible by \( 2p \). Again, condition (\( \# \)) holds.

By Proposition 1.1 and Lemma 1, \( C_0/A \) is cyclic of order \( \frac{1}{2}(q+\varepsilon) \). Let \( \omega_0 \) denote an irreducible character of \( C_0 \) with the kernel \( A \). Let \( \omega \) be the extension of \( \omega_0 \) to \( C=T\times C_0 \) which is trivial on \( T \). Then \( \omega \) has the kernel \( T\times A \). This implies that \( \omega^t \) has the kernel \( T\times A^t \) and \( \omega^{-1} \) has the kernel \( T\times A^{-t} \). Moreover, the three kernels are distinct by Lemma 1 and hence the irreducible characters \( \omega, \omega^t, \omega^{-1} \) of \( C \) are distinct. Since \( \gamma \) inverts \( C_0/A \), again by Lemma 1, the character \( \omega^\gamma \) is the conjugate complex \( \bar{\omega} \) of \( \omega \). Since \( a\neq 1, \bar{\omega} \) is different from \( \omega, \omega^t, \omega^{-1} \). (Note that \( t \) is a 3-element). Hence \( \omega \) has at least four distinct conjugates in \( N(T) \). We then must have six distinct conjugates of \( \omega \) in \( N(T) \). The stabilizer of \( \omega \) in \( N(T) \) is necessarily \( C_0 \) and \( \omega \) satisfies condition (\( \#\# \)).

As remarked in the beginning of the proof, this completes the proof of the proposition.

**Corollary 1.** We have \( A=1 \) or \( B=1 \).

Indeed, if \( A\neq 1 \), by Proposition 5, \( G \) is regular and then \( B=1 \) by Proposition 2.

We conclude this section with an omnibus lemma concerning the structure of \( N(C_0) \) in the case that \( A=1 \).

**Lemma 2.** Assume that \( A=1 \) and set \( H=N(C_0), K=C(C_0) \). Then the following conditions hold:

(i) \( C_0 \) is a nontrivial cyclic group of order \( \frac{1}{2}(q+\varepsilon) \) which is inverted by \( \gamma \) and centralized by \( t \).

(ii) \( |H:K|=2 \), \( D \) is a Sylow 2-subgroup of \( H \) and \( T \) is a Sylow 2-subgroup of \( K \).

(iii) \( H/O(H) \) is isomorphic to \( PGL(2, q') \) with \( q'\equiv 3, 5 \pmod{8} \) and \( K/O(H) \) is isomorphic to \( PSL(2, q') \). Moreover, if \( B=1 \), then \( q'=3 \) or 5.
(iv) $H \cap N = C_0BD$ and $B$ is cyclic of order $\frac{1}{4}(q'-\epsilon')$, where $q' \equiv \epsilon' \pmod{4}$.

(v) $C_0(zy)$ is a dihedral group and $O(C_0(zy))$ is cyclic of order $\frac{1}{4}(q'+\epsilon')$ and is inverted by $x$.

(vi) $O(C_0(zy))$ and $B$ are of relatively prime orders.

(vii) For any element $w \neq 1$ of $C_0$, $C(w) \subseteq K$, $T$ is a Sylow 2-subgroup of $C(w)$, $O(C(w)) = C_0$, $C_0$ is normal in $C(w)$, and $N(\langle w \rangle) = H$.

(viii) If $w_1$ and $w_2$ are elements of $C_0$ that are conjugate in $G$, then $w_2 = w_1^{-1}$.

**Proof.** Since $A = 1$, $C_0$ is cyclic of order $\frac{1}{4}(q+\epsilon)$ and is inverted by $y$ by Lemma 1. Moreover, $C_0 \neq 1$ since $q > 7$ by our present assumption. Furthermore, $M = N(T)$ = $\langle C_0, T, y, t \rangle$ normalizes $C_0 = O(C)$ and $y$ inverts $t$ (modulo $C$). In particular, $t \in M'$. But $M' \subseteq K = C(C_0)$ as $C_0$ is cyclic. Thus $t$ centralizes $C_0$ and so all parts of (i) hold.

Let $W_0$ be any nontrivial subgroup of $C_0$ and set $F = N(W_0)$. We shall analyze the structure of $F$. Since $W_0$ is characteristic in $C_0$ and $C_0$ is normal in $M$, we have $M \subseteq F$. In particular, $D = \langle T, y \rangle \subseteq F$ and so a Sylow 2-subgroup $S_0$ of $F$ containing $D$ is either dihedral or quasi-dihedral. In either case, $Z(F) = Z(D) = \langle x \rangle$ and so if $N = N(O(N))$, then $N_{S_0}(W_0) = \langle C_0, y \rangle$ by Lemma 2.4.2 (i). However, $O(N) = B$ as $A = 1$ and $B$ centralizes $C_0$ as $C_0 \subseteq J$. It follows therefore that $N_{S_0}(W_0) = \langle C_0B, y \rangle$ and hence that

$$N_S(W_0) = N \cap F = C_0BD.$$ 

In particular, $D$ is a Sylow 2-subgroup of $N \cap F$ and therefore $S_0 = D$. Thus $D$ is a Sylow 2-subgroup of $F$. Since $T$ centralizes $W_0$ and the involution $zy$ inverts $W_0$, it also follows that $D$ has a normal subgroup of index 2. On the other hand, $t \in F$ by (i) and $t$ normalizes, but does not centralize $T$. Hence $F$ does not have a normal 2-complement and so $F$ is a $D$-group with dihedral Sylow 2-subgroup of order eight.

Next let $P$ be a $T$-invariant Sylow $p$-subgroup of $O(F)$ with $T$-decomposition $P = P_1P_2P_3P_4 = P_0P_1'P_2P_3'$. Since $t$ cyclically permutes the involutions $x_i$ of $T$, $1 \leq i \leq 3$, either each $P_i = 1$ or each $P_i' = 1$. Suppose $P_i' \neq 1$, in which case $P_i < P$. Since $P_i'$ is inverted by $x_2 = z$ and $P_i'$ normalizes $W_0$, $P_i'$ centralizes $W_0$ and so $P_i' \subseteq C_{t_0}(W_0)$. Since $N_{v}(W_0) = C_0BD$, we obtain that $P_i' \subseteq C_0B = C_0 \times B$. Since $z$ inverts $B$ and centralizes $C_0$, it follows that $P_i' \subseteq B$. Since $G$ satisfies the conclusions of Theorem B, we conclude that $C(P_i') \subseteq N$. On the other hand, $N_v(P_1) > P_1$ and so $x$ inverts some element $u \neq 1$ of $N_v(P_1)$. Since $x$ centralizes $P_1$, $u$ is forced to centralize $P_1$ and, in particular, $P_1'$. Hence $u \in C(P_1') \subseteq N$, so $x$ centralizes $u$ which is not the case. This contradiction shows that $P_i' = 1$ for all $i$, $1 \leq i \leq 3$, and hence that $P = P_0 \subseteq C_0$. Since the prime $p$ was arbitrary, we conclude that $O(F) \subseteq C_0$.

We argue next that $F = H$. Since $C_0$ is abelian, we have $C_0 \subseteq F$. It will suffice to show that $C_0 \subseteq O(F)$. Indeed, if this is the case, then $C_0 = O(F)$ by the preceding paragraph. But then $C_0$ is normal in $F$ and so $F \subseteq H = N(C_0)$. However, the reverse
inclusion also holds as \( W_0 \) is characteristic in \( C_0 \). Thus the desired conclusion \( F = H \) will follow.

Set \( F = F/O(F) \). Since \( F \) is a D-group having a normal subgroup of index 2 and dihedral Sylow 2-subgroup \( D \) of order eight, Proposition 2.3.4 implies that \( F = L^*E^* \), where \( L^* \) is isomorphic to \( \text{PGL}(2, q') \), \( q' \) odd, \( E^* \) is normal in \( F \), \( E^* \) is cyclic of odd order, and \( E^* \) centralizes \( D \). In particular, \( E^* \subseteq C_0 \). However, the element \( \bar{y} \) of \( D \) inverts \( C_0 \) and consequently \( E^* = 1 \). Thus \( F = L^* \) and \( C_0 \subseteq L^* \).

But \( T \) centralizes \( C_0 \) and so \( C_0 = 1 \) by Lemma 2.5.7 (iii). Thus \( C_0 \subseteq O(F) \) and the desired assertion \( F = H \) follows.

We can now easily verify the various parts of the lemma. We have shown that \( H = H/O(H) = F \) is isomorphic to \( \text{PGL}(2, q') \). Since \( |D| = 8 \) and \( D \) is a Sylow 2-subgroup of \( F \), we must have \( q' \equiv 3, 5 \) (mod 8). Furthermore, \( H' \) is of index 2 in \( H \) and acts trivially on \( C_0 \) as \( C_0 \) is cyclic. Since \( y \) does not centralize \( C_0 \), it follows at once that \( K = H' \) and \( |H:K| = 2 \). Since \( H' \) is isomorphic to \( \text{PSL}(2, q') \), we see that (ii) and the first assertion of (iii) hold. Furthermore, taking \( W_0 = \langle w \rangle \) in (vii), the various parts of (vii) follow directly from the fact that \( F = H \) and \( C(w) \) is normal in \( F \).

Since \( O(H) = C_0 \), \( B \cap O(H) = 1 \) and hence \( B \) and \( \bar{B} \) are isomorphic. Furthermore, we have shown above that \( C_H(x) = H \cap N = C_0BD \), whence \( C_H(x) = \bar{B}D \). However, since \( x \in \bar{D} \), Lemma 2.5.7 (i) implies that \( C_H(x) \) is a dihedral group of order \( 2(q' - e') \), where \( q' \equiv e' \) (mod 4). Thus \( B \) is cyclic of order \( 4(q' - e') \) and consequently \( B \) is cyclic of the same order. Thus all parts of (iv) hold. Furthermore, if \( B = 1 \), then \( 4(q' - e') = 1 \), whence \( q' = 3 \) or 5 and the final assertion of (iii) also holds.

Since the involution \( zy \) inverts \( C_0 \), it lies in \( H - K = H - H' \). But now (v) follows at once from Lemma 2.5.7 (ii). Clearly (iv) and (v) imply (vi).

Finally we verify (viii). Suppose then that \( w_1, w_2 \) are elements of \( C_0 \) with \( w_2 = w_1^w \) for some \( u \) in \( G \). Clearly we may assume that \( w_1 \neq 1 \). By (vii), \( N(\langle w_1 \rangle) = H \) for \( i = 1 \) and 2 and consequently \( N(\langle w_2 \rangle) = H \). Thus \( u \in N(H) \). Since \( C_0 = O(H) \), \( u \) normalizes \( C_0 \) and therefore \( u \in H = N(C_0) \). But \( H = K \langle y \rangle \) with \( K \) centralizing and \( y \) inverting \( C_0 \). We conclude at once that \( u \) either centralizes or inverts \( C_0 \). Hence \( w_2 = w_1^u \) and (viii) holds. This completes the proof of the lemma.

3. Elimination of the case \( O(N) = 1 \). The object of this section is the proof of the following proposition.

**Proposition 1.** If \( G \) is a simple QD-group of characteristic power \( q > 7 \), then \( O(N) \neq 1 \).

**Proof.** Assume that this is false for some \( G \). Then clearly the conclusions of Theorem B hold trivially for \( G \) with \( A = B = 1 \). In particular, Proposition 1.1 holds for \( G \) and hence \( N = L \) and \( E = A = 1 \).

Our proof is based on a method used already in [8, §10] in the case \( e = -1 \). We shall refer to this here indicating the changes which have to be made when \( e = 1 \).
There is a simplification at the end where it was necessary in [8] to deal directly
with some special values of $q$. It may be remarked that we use the results of Chapter
III only as far as they refer to the principal 2-block $B_0(2, G)$ and are stated in
Chapter III, §2. The notation $x_0 = 1, x_1, \ldots, x_4, x^{(5)}$, etc. will always refer to
$B_0(2, G)$. If the condition $e = 1$ is added to the hypotheses of Proposition 1, the
proof does not require Theorems A and B any further and, in particular, it is
independent of the induction approach used in Chapters IV and V.

It should be observed that the notation in [8] differs from our notation. The group
elements denoted by

$$x, z, y, yz, t$$

in the present paper are denoted in [8] by

$$J, J_1, F, T, Y^{-1}$$

respectively. The subgroup $T$ is denoted by $D$ in [8] and $C_0$ is denoted by $\mathfrak{B}$. The
exponent $n + 1$ of the order of the Sylow 2-subgroup of $G$ is taken in [8] as $n$.
The 2-regular core $O(M)$ of a group $M$ is designated by $K_0(M)$. Finally, the degree
$f_i = \chi_i(1)$ are called $x_i$ in [8].

Since we have $a = b = e = 1$, we have

$$\ |N| = |C(x)| = 2q(q - 1)(q + 1); \quad |C| = 4|C_0| = 2(q + e);$$

cf. Lemmas 2.4.1 (i) and 2.4.2 (ii). If this is substituted in Proposition 3.2.6, we have

$$|G| = 2q^2(q + e)^2(q - e)^2 \frac{f_1(f_1 + \delta_1)}{(f_1 - \delta_1eq)^2} = 2q^2(q + e)(q - e)^4 \frac{f_2(f_2 + \delta_2)}{(f_2 + \delta_2eq)^2}. $$

Since $q > 7$, we have $C_0 \neq 1$. By Lemma 2.2 (i), the group $C_0$ is cyclic.

No change is necessary in the proof of the Propositions (10A), (10B), (10C)
and (10G) of [8]. We may also obtain them alternatively from Lemma 2.2. In
particular, all elements $w \neq 1$ of $C_0$ have the same centralizer $K$ and we have

$$K/C_0 \simeq PSL(2, 3) \simeq A_4 \quad \text{or} \quad K/C_0 \simeq PSL(2, 5) \simeq A_5.$$ 

We refer to the first possibility as Case A and to the second possibility as Case B.

In order to obtain the analogue of [8, (10D)] for both cases $e = -1$ and $e = 1$,
we apply Proposition 3.2.3.

First of all, since $\psi(1) = q$, we have

$$\chi_1(x) = \delta_1eq, \quad \chi_2(x) = -\delta_2eq, \quad \chi_3(x) = -\delta_3, \quad \chi_4(x) = \delta_4(eq - 1).$$

If we use the same notation as in Proposition 3.2.2 for the $Q$-group $N$ with asterisks
added, then $\psi$ can be taken as the character $\chi^*_4$, which has degree $q$. Moreover, for
2-regular elements $r$ of $N$, we have

$$\delta^*_4 + \psi(r) = \delta^*_4 + \chi^*_4(r) = \chi^{(4)*}(r),$$
where $\delta^*_1$ is a fixed sign. Then $\chi^{(1)*}(1) = \delta^*_1 + q$ and, as $\chi^{(1)*}(1)$ is not divisible by 4, necessarily $\delta^*_2 = e$. It is now clear from (1) that for any odd prime $p$ dividing $q + e$, the character $\chi^{(1)*}$ of $N$ is of defect 0 and then vanishes for all $p$-singular elements of $N$, cf. [9]. If $r \in C_0$ and $r \neq 1$, we can choose a prime factor $p$ of $\frac{1}{2}(q + e)$ which divides the order of $r$. Then $\chi^{(1)*}(r) = 0$ and as (4) holds for $r$, we have

$$\psi(r) = -\delta^*_1 = -e.$$

(This can also be seen in other ways.) It now follows from Proposition 3.2.3 that if $r \in C_0$ and $r \neq 1$, then

$$\chi_1(xr) = -\delta_1, \quad \chi_2(xr) = \delta_2, \quad \chi_3(xr) = -\delta_3, \quad \chi_4(xr) = -2\delta_2.$$

This is actually the same as the equation (10.5) in [8, (10D)].

We now come to the proof of the crucial Lemma (10E) of [8], which states that if $P$ is the Sylow $p$-group of $G$ for some prime $p$ dividing $\frac{1}{2}(q + e)$ and if $P$ is abelian, it is impossible that $N(P) = C(P) \langle x_0 \rangle$, where $x_0$ is an involution which inverts $P$.

Suppose by contradiction that $N(P)$ is of this form. Then the results of [6, III, §IX] apply with $m = 2$. It follows that the principal $p$-block $B_0(p, G)$ consists of $(|P| + 3)/2$ characters which as in [8] will be denoted by

$$\chi_0 = 1, \psi_1, \psi^{(0)}_i \quad (i = 1, 2, \ldots, (|P| - 1)/2)$$

(which are not to be confused with the character $\psi$ of $N$ in Proposition 3.2.3). The characters (6) are real-valued. Moreover, there exists a sign $\delta^*$ such that for all $p$-singular elements $w$ of $G$, we have

$$\psi_1(w) = \delta^*,$$

while for all $p$-regular elements $r$ of $G$ and all $i$,

$$\delta^* + \psi_1(r) = \psi^{(0)}_i(r).$$

In particular, all $\psi^{(0)}(r)$ with the same $r$ are equal. Finally, if we set

$$\alpha = \psi_1(1)(\psi_1(1) + \delta^*)/(\psi_1(1) - \psi_1(x_0))^2$$

and if $w \neq 1$ is an element of $P$, we have

$$|G| = g = \alpha \frac{|C(x_0)|^2}{|C(w)|} \mu^2,$$

where $\mu$ denotes the number of conjugates of $x_0$ which invert $w$.

Since $p$ divides the order $(q + e)/2$ of $C_0$, we may assume without restriction that $P \cap C_0 \neq 1$ and we can choose $w \neq 1$ in $P \cap C_0$. By the results of [8, §10] discussed or by Lemma 2.2, the centralizer $C(w)$ is $K$ and the extended centralizer $C^*(w)$ of $w$ is $H$. Hence $\mu$ is the number of involutions in $H - K$. Since $H$ has the dihedral Sylow 2-subgroup $D = \langle y, z \rangle$ and since $x, z, xz$ lie in $K$ while the other two involutions $yz$ and $yxz$ are conjugate in $H$, the number $\mu$ is the number of conjugates of $yz$ in $H$. Thus,

$$\mu = |H : C_\mu(yz)|.$$
Since $|H:K|=2$ and $yz \in H-K$, it is then clear that $\mu = |K:C_K(yz)|$. If we use [8, (10A)] and [8, (10C)] it is now clear that

$$\frac{\mu^2}{|C(w)|} = \frac{|K|^2}{|K| \cdot |C_K(yz)|^2} = \frac{|K|}{|C_K(yz)|^2} = \gamma(q + e)/2,$$

where $\gamma = 3$ in the Case A and $\gamma = 5/3$ in the Case B.

Since $|C(x_0)| = |N|$, it follows from (10) and (1) that

$$|G| = g = 2awq^2(q-e)^2(q+e)^3.$$  \hfill (11)

If $\nu$ denotes the 2-adic exponential valuation of the rationals, then as $\nu(g) = n+1$, $\nu(q+e) = 1$, and $\nu(q-e) = n-1$, we find

$$\nu(\alpha) = -n - 1.$$  \hfill (12)

It follows from (8) that either $\psi_1(1)$ or $\psi_0(1)$ is odd. Now all real-valued irreducible characters of odd degree lie in $B_0(2, G)$. If $|P| \neq 3$, the degrees $\psi_0(1)$ cannot be odd since by Corollary 3.2.1, $B_0(2, G)$ does not contain two different characters of the same odd degree. If $|P| = 3$, we can interchange $\psi_1$ and $\psi(1)$, if necessary, and we may assume that $\psi_1(1)$ is odd. It follows that $\psi_1 \in B_0(2, G)$. Then $\psi_1$ must be one of the characters $\chi_1, \chi_2, \chi_3$ in $B_0(2, G)$.

If $\psi_1 = \chi_2$, comparison of (5) and (7) for $w = xr$ with $r \neq 1$ in $P \cap C_0$ yields

$$\delta_2 = \chi_2(xr) = \chi_2(w) = \psi_1(w) = \delta^*.$$  

By (3),

$$\psi_1(x_0) = \chi_2(x_0) = -\delta_2 eq.$$  

Now, (9) becomes

$$\alpha = f_2 (f_2 + \delta_2)/(f_2 + \delta_2 eq)^2.$$  

Since $\nu(eq-1) = n-1$, the congruence for $f_2$ in Proposition 3.2.6 shows that $\nu(f_2 + \delta_2) = n-1$, $\nu(f_2 + \delta_2 eq) \geq n+1$ and then $\nu(\alpha) \leq n-1 - 2(n+1) = -n-3$, which is not consistent with (12).

Similarly, if $\psi_1 = \chi_3$, we have

$$-\delta_3 = \chi_3(xr) = \psi_1(xr) = \delta^*,$$

and then

$$\alpha = f_3 (f_3 - \delta_3)/(f_3 + \delta_3)^2.$$  

Here, by Proposition 3.2.6, $\nu(f_3 + \delta_3) = n$ and we find $\nu(\alpha) = 1 - 2n$, which again is inconsistent with (12).

Thus, only the possibility $\psi_1 = \chi_1$ remains. Here by (5) and (7)

$$-\delta_1 = \chi_1(xr) = \psi_1(xr) = \delta^*,$$

while by (3) $\psi_1(x_0) = \chi_1(x) = \delta_1 eq$. Thus,

$$\alpha = f_1 (f_1 - \delta_1)/(f_1 - \delta_1 eq)^2.$$
On substituting this in (11) and comparing the result with (2), we obtain
\[(q-e)(f_1 + \delta_1) = \gamma(q+e)(f_1 - \delta_1).\]
In the Case A, \(\gamma=3\) and (13) shows that \(\frac{1}{2}(q+e)\) divides \(f_1 + \delta_1\). Since \(f_1 + \delta_1\) is even, \(q+e\) also divides \(f_1 + \delta_1\). If we set
\[f_1 + \delta_1 = k(q+e)\]
with integral \(k\), then (13) yields
\[3(f_1 - \delta_1) = k(q-e).\]
It follows from the last two equations that
\[6\delta_1 = 3(f_1 + \delta_1) - 3(f_1 - \delta_1) = 2k(q+2e).\]
Since \(q>7\), this is clearly impossible.

In the Case B, (13) with \(\gamma=5/3\) implies that \(\frac{1}{2}(q+e)\) divides \(3(f_1 + \delta_1)\). Again, \(q+e\) also divides \(3(f_1 + \delta_1)\) and if we set
\[3(f_1 + \delta_1) = k(q+e)\]
with integral \(k\), we find
\[5(f_1 - \delta_1) = k(q-e).\]
The last two equations imply
\[15\delta_1 = k(q+4e).\]
Since \(q+4e\) then divides 15, and since \(q>7\), we can only have \(q=19\). Then \(k=1\), \(\delta_1=1\), \(f_1=5\). By Propositions 3.2.4 and 3.2.6, then \(6=f_2+f_3\), \(5f_2=361f_3\). This is absurd and we see that [8, (10E)] holds in our case.

If we take here \(l\) as \(\frac{1}{2}(q+e)\), then the statement [8, (10F)] is obtained as a corollary as in [8]. We now know that \(l=\frac{1}{2}(q+e)\) is divisible only by the primes \(p=3\) or 5. If 5 divides \(l\), we must have Case B.

It was already mentioned that [8, (10G)] holds. Again, the proof of [8, (10H)] applies. Actually, we need it only for \(p=3\) where it can be simplified slightly. As in [8, p. 148, lines 12 and 13], it follows that 9 does not divide \(l\). (An analogous proof is carried out in detail below in Propositions 7.1 and 7.2.)

We now see that we must have
\[l = \frac{1}{2}(q+e) = 3^h \cdot 5^m\]
with \(h=0\) or 1 and with \(m \geq 0\). Since \(q>7\), necessarily \(m>0\). Then \(5|q+e\) and, as remarked above, we then have Case B. Since \(|K:C_0|=60\) and since \(|C_0|=\frac{1}{2}(q+e)\) is divisible by \(5^m\), it follows that \(5^{m+1}\) divides \(g=|G|\).

Let \(\nu\) now denote the 5-adic exponential valuation of the rational numbers(12).

(12) The following discussion also appears in [8]. We repeat it here to make it clear that it does not depend on the hypothesis \(25|l\).
Then \(\nu(q+\varepsilon) = m, \nu(q) = 0, \nu(q-\varepsilon) = 0\). On account of (2), we have

\[
(15) \quad m + 1 \leq \nu(g) = m + \nu(f_2) + \nu(f_2 + \delta_2) - 2\nu(f_2 + \delta_2\varepsilon).
\]

Hence, we have one of the following two cases: \(\nu(f_2) > 0\) or \(\nu(f_2 + \delta_2) > 0\). We refer to the former case as Case I and to the latter case as Case II.

**Case I.** \(\nu(f_2) > 0\).

Then

\[
(16) \quad \nu(f_2 + \delta_2) = 0, \quad \nu(f_2 + \delta_2\varepsilon) = 0.
\]

Let \(P_0\) denote the Sylow 5-subgroup of \(C_0\) and set \(P_0 = \langle r \rangle\). Since (5) shows that \(\chi_4(xr) \neq 0\), it follows that \(r\) belongs to a defect group \(D\) of the 5-block \(B(5)\) to which \(\chi_4\) belongs, cf. [5, II]. On the other hand,

\[
(17) \quad \nu\left(\frac{g}{|C(xr)|} \chi_4(xr) \frac{f_2}{f_2}\right) = \nu(g) - \nu(f_2) - \nu(|C(xr)|).
\]

Since \(C(xr) \subseteq C(x)\), we have

\[
\nu(|C(xr)|) \leq \nu(|N|) = \nu(q + \varepsilon) = m.
\]

On the other hand, \(C_0 \subseteq C(xr)\) and we conclude that we have equality. Now (15) and (16) show that the right side of (17) vanishes. It follows from the definition of defect groups in [5, I] that \(C(xr)\) contains a conjugate of the defect group \(D\) of \(B(5)\). It is now clear that we can choose \(D = \langle r \rangle = P_0\).

**Case II.** \(\nu(f_2 + \delta_2) > 0\).

Here, \(\nu(f_2) = 0\). As we have \((f_2 + \delta_2 - (f_2 + \delta_2\varepsilon) = -\delta_2\varepsilon(q - \varepsilon), \quad \nu(f_2 + \delta_2\varepsilon) = 0\).

Thus,

\[
(16^*) \quad \nu(f_2) = \nu(f_2 + \delta_2\varepsilon) = 0.
\]

Note that by Proposition 3.2.4, \(f_2 + \delta_2 = f_4\). If \(P_0 = \langle r \rangle\) is the Sylow 5-subgroup of \(C_0\) as before, by (5) \(\chi_4(xr) = -2\delta_2\). Let \(B(5)\) here denote the 5-block of \(G\) to which \(\chi_4\) belongs. The same arguments as in the Case I show that \(B(5)\) has the defect group \(P_0\).

We follow [8] in studying 5-blocks of \(G\) with defect group \(P_0\). On account of [8, (10A), (10B), (10G)] or of Lemma 2.2 (vii), we have \(C(P_0) = C(C_0) = K, N(P_0) = K, \langle yz \rangle\), and as we have Case B, \(K/C_0 \simeq PSL(2, 5)\). We can then set \(K = K_0 \times C_0\) cf. [25], where \(K_0 \simeq PSL(2, 5)\). It follows from (14) that we may set \(C_0 = P_0 \times V\), where \(V\) is a group of order \(3^h, h = 0\) or 1. (In [8], the group \(V\) is denoted by \(\mathbb{V}_0\)).

The group \(K_0 \simeq PSL(2, 5)\) has a unique irreducible character \(\theta\) of degree 5 and we interpret \(\theta\) as a character of \(K\) which is trivial on \(C_0\). Let \(\omega\) be a faithful linear character of the cyclic group \(P_0\) and interpret \(\omega\) as a character of \(K\) which is trivial on \(K_0 \times V\). Then the 5th irreducible characters \(\theta \omega^i\) with \(0 \leq i < 5^m\) form a 5-block \(b\) of \(K\) with the defect group \(P_0\). The arguments in [8, p. 149] show that in both Cases I and II, \(B(5)\) is the block \(b^G\) of \(G\). If \(w \in P_0, w \neq 1\), and if \(r\) is a 5-regular element of \(C(P_0) = K\), we can set

\[
\chi_4(wr) = d_\omega(w)\theta(r).
\]
for $x_a \in B(5)$, where the $d_a(w)$ are the generalized decomposition numbers for $w$, cf. [8, (10.12)]. Since $\theta(x) = 1$, then $d_a(w) = x_a(wx)$ for $x_a \in B(5)$. If $u \in G$, we consider the values $x_a(u)$ with $x_a \in B(5)$ as entries of a column $X(u)$ for $B(5)$, cf. [6, I, p. 165]. Then $X(wx)$ is the column $X(w)$ with the entries $d_a(w)$. It follows that the column $R$ denoted by $a(w-1)$ in [8] can be written as follows:

\[ R = 5^{-m} \sum_w X(wx)(\tilde{\omega}(w) - 1) \]

with $w$ ranging over $P_0$. As in [8], we see that $R$ is an integral column, that $(R, R) = 3$, and that $(R, X(u)) = 0$ for 5-regular $u \in G$. Then $R$ has three nonzero entries and these are $\pm 1$. This implies that the Case II is impossible, cf. the first paragraph of [8, p. 150].

If we have Case I, the arguments in [8] show that $x_2$, $x_3 \in B(5)$ and that we have a further character $x_\beta$ such that, with a suitable sign $\eta$, we have the entries

\[
\begin{array}{ccc}
R & X(1) & X(x) \\
x_2 & -\delta_2 & f_2 & -\delta_2\eta q \\
x_3 & \delta_3 & f_3 & -\delta_3 \\
x_\beta & \eta & \eta(\delta_2 f_2 - \delta_3 f_3) & \eta(1 - \eta q) \\
\end{array}
\]

Here, the entries of $R$ for $x_2$ and $x_3$ are obtained from (18) and (5), those of $X(1)$ are obvious, and those of $X(x)$ are obtained from Proposition 3.2.3. The character $x_\beta$ is chosen as the character in $B(5)$ different from $x_2$ and $x_3$ for which the third nonzero entry appears in $R$. The entries of $X(1)$ and $X(x)$ for $x_\beta$ are obtained from the orthogonality with $R$.

We wish to apply [6, III (2A)](13) using the block $B(5)$ and the column $R$ which is a linear combination of columns $X(w)$ with $w \in P_0$, $w \neq 1$. Both involutions are to be chosen as $x$. Finally, we use the subgroup $H = K\langle yz \rangle$ which is the extended centralizer $C^*(w)$ for each $w \neq 1$ in $P_0$.

Let $B^*(5)$ denote the 5-block $b^H$ of $H$. Then $(B^*(5))^g = B(5)$. Then $B^*(5)$ covers the block $b$ of the normal subgroup $K$ of $H$, e.g. by [7, I, (4D)] and $B^*(5)$ consists of the irreducible constituents of the characters of $H$ induced by the characters in $b$. Since $\theta$ is the unique irreducible character of degree 5 of $K$ which is trivial on $C_0$, $\theta$ is stable in $H$ and hence there exist two extensions $\theta_1$ and $\theta_2$ of $\theta$ to characters of $H$. These belong to $B^*(5)$. Let $R^*$ and $X^*(u)$ have analogous significance for $B^*(5)$ and $H$ as $R$ and $X(u)$ have for $B(5)$ in $G$. Then

\[ R^* = 5^{-m} \sum_w X^*(wx)(\tilde{\omega}(w) - 1) \]

(13) Since this part of the proof was given in [8] without full details, we shall present it here completely.
with \( w \) ranging over \( P_0 \). Moreover, \( R^* \) is an integral column for \( B^*(5) \), \( (R^*, R^*) = 3 \) and \( (R^*, X^*(u)) = 0 \) for 5-regular \( u \) in \( H \). Again, \( R^* \) has three nonzero entries and these are all \( \pm 1 \). Since \( \theta \) is trivial on \( P_0 \), we have \( \theta(xw) = \theta(x) = 1 \) for \( w \in P_0 \) and (19) shows that \( R^* \) has entries \( -1 \) for \( \theta_1 \) and \( \theta_2 \). Let \( \chi^*_u \) denote the third character of \( H \) for which \( R^* \) has a nonzero entry. Since \( \theta_1 \) and \( \theta_2 \) can be identified with the two irreducible characters of degree 5 of \( H/C_0 \approx \text{PGL}(2, 5) \approx S_5 \), we obtain the entries in the row belonging to \( \theta_1 \) and \( \theta_2 \) in the following table.

<table>
<thead>
<tr>
<th>( R^* )</th>
<th>( X^*(1) )</th>
<th>( X^*(x) )</th>
<th>( X^*(yz) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \theta_1 )</td>
<td>-1</td>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>( \theta_2 )</td>
<td>-1</td>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>( \chi^*_u )</td>
<td>10</td>
<td>2</td>
<td>0</td>
</tr>
</tbody>
</table>

The orthogonality of \( R^* \) with \( X^*(1) \) shows that the entry of \( R^* \) for \( \chi^*_u \) cannot be \(-1\). Then this entry is 1 and the other entries for \( \chi^*_u \) are obtained from the orthogonality of \( R^* \) with \( X^*(1) \), \( X^*(x) \), and \( X^*(yz) \).

Note that the intersection of the conjugate class of \( x \) in \( G \) with \( H \) consists of the conjugate classes of \( x \) and of \( yz \) in \( H \). We are now ready to apply [6, III (2A)] and find

\[
\frac{g}{|N|^2} \left( -\frac{\delta_6 q^2}{f_2} + \frac{\delta_3 + (1-\epsilon q)^2}{f_3} \right) = |H| \left( -\frac{1}{5} h(\theta_1)^2 - \frac{1}{5} h(\theta_2)^2 + \frac{1}{10} h(\chi^*_u)^2 \right),
\]

where

\[
h(\theta_1) = \frac{1}{|C_H(x)|^2} \theta_1(x) + \frac{1}{|C_H(yz)|} \theta_1(yz) = \frac{1}{|C_H(x)|} + \frac{1}{|C_H(yz)|},
\]

\[
h(\theta_2) = \frac{1}{|C_H(x)|^2} \theta_2(x) + \frac{1}{|C_H(yz)|^2} \theta_2(yz) = \frac{1}{|C_H(x)|} - \frac{1}{|C_H(yz)|},
\]

\[
h(\chi^*_u) = \frac{1}{|C_H(x)|} \chi^*_u(x) + \frac{1}{|C_H(yz)|^2} \chi^*_u(yz) = \frac{2}{|C_H(x)|}.
\]

Our result can then be written in the form

\[
\frac{g}{|N|^2} = \frac{-\delta_6 q^2 f_3 (\delta_2 f_2 - \delta_3 f_3) + \delta_3 f_2 (\delta_2 f_2 - \delta_3 f_3) + f_2 f_3 (1-\epsilon q)^2}{f_2 f_3 (\delta_2 f_2 - \delta_3 f_3)} = -\frac{2}{5} \left| H \right| \frac{1}{|C_H(yz)|^2}.
\]

Since we have Case B, we have \( |C_H(yz)| = 6 \) by [8, (10C)] and since \( yz \in H \), \( |H:K| = 2 \), this implies \( |C_H(yz)| = 12 \). Also, \( |H| = 120 |C_0| = 60(q+\epsilon) \). Thus, the last term in our equation is \(- (q+\epsilon)/6 \).

The numerator of the factor by \( g/|N|^2 \) on the left can be written in the form

\[
\delta_2 \delta_3 f_2^2 + \delta_2 \delta_3 q^2 f_3^2 + f_2 f_3 (-2\epsilon q).
\]

Since \( f_1 f_2 = q^2 f_3 \) and \( \delta_1 \delta_2 = \delta_3 \) (cf. Chapter III, §2) this can be written in the form

\[
\delta_1 f_2 f_3 \delta_1^{-1}(q^2 f_1^2 - 2\delta_1 \epsilon q f_1) = \delta_1 f_2 f_3 \delta_1^{-1}(f_1 - \delta_1 \epsilon q)^2.
\]
If we use this, and substitute \( |N| \) and \( g \) from (1) and (2), we obtain
\[
\frac{2q^2(q+e^2)(q-e)^3}{4q^2(q-e)^2(q+e)^2} \frac{f_1(f_1+\delta_1)}{(f_1-\delta_1)^2} \frac{(f_1-\delta_2 g)^2}{f_2(f_2-\delta_2 g)} = -(q+e)/6.
\]

Since \( \delta_1(f_1+\delta_1) = -\delta_2 f_2 - \delta_3 g \) by Proposition 3.2.4, our equation becomes
\[
3(\delta_2 f_2 + \delta_3 g)(q-e) = (q+e)(\delta_2 f_2 - \delta_3 g).
\]

Hence
\[
2\delta_2 f_2(q-2e) = -2\delta_3 g(2q-e).
\]

On multiplying with \( f_1 \) and using \( f_1 f_2 = q^2 g \), we have
\[
q^2(q-2e) = f_1(2q-e).
\]

This implies that \( 2q-e \) divides \( q-2e \) and hence that \( 2q-e \) divides 3. This is impossible and the proof of Proposition 1 is complete.

4. Elimination of the case \( A = 1, B \neq 1 \). We continue with our assumption that the characteristic power \( q \) of \( G \) exceeds 7 together, of course, with the assumption that \( G \) is a simple \( QD \)-group satisfying the conclusions of Theorem B. We know from Proposition 3.1 that \( O(N) \neq 1 \). Hence either \( A \neq 1 \) or \( B \neq 1 \). In the next two sections we shall demonstrate that the case \( A = 1, B \neq 1 \) does not occur. This will imply that \( A \neq 1 \), in which case parts (ii) and (iii) of Theorem C will then follow from Propositions 2.2 and 2.5. Since part (i) of Theorem C has been proved in \( \S 1 \), all that will then remain is to establish part (iv) of Theorem C.

We assume by way of contradiction that \( A = 1 \) and \( B \neq 1 \). In view of Proposition 2.3, it follows that \( q \neq 9 \). Hence, under the given conditions, our assumptions imply that \( q > 9 \). In particular, this implies that \( L_0 \) is a direct product. Since \( O(N) = B \) in the present case, we have

\[
L_0 = J \times B.
\]

Our argument will be largely group-theoretic. However, at one point in the next section we require a character-theoretic result which will restrict the possible prime divisors of \( b = |B| \). We shall make considerable use of the omnibus Lemma 2.2. We again set \( H = N(C_0) \) and \( K = C(C_0) \). In particular, by the lemma, \( O(H) = C_0 \), \( H/C_0 \) is isomorphic to \( PGL(2, q') \), where \( q' \equiv e' \mod 4 \), \( e' = \pm 1 \), \( K/C_0 \) is isomorphic to \( PSL(2, q') \), and \( D \) is a Sylow 2-subgroup of \( H \). Moreover, \( B \) is cyclic of order

\[
b = 4(q'-e').
\]

In this section, we shall treat the special case

\[
q' = q \quad \text{and} \quad e' = e.
\]

However, we begin with an easy consequence of Proposition 2.1 and Lemma 2.2 (vii), which is valid in all cases.
Lemma 1. The following conditions hold for any subgroup $R$ of $G$ of odd order:

(i) If $C_0 \subseteq R$ and $C_0$ is a Hall subgroup of $R \cap H$, then $C_0$ is a Hall subgroup of $R$ and $R$ possesses a normal complement to $C_0$;

(ii) If $B \subseteq R$, then $R$ possesses a normal complement to $B$.

Proof. Let the assumptions be as in (i). Let $P$ be a nontrivial Sylow $p$-subgroup of $C_0$ for some prime $p$, and let $Q$ be a Sylow $p$-subgroup of $R$ containing $P$. By Lemma 2.2 (vii), $N(P) \subseteq H$. In particular, $N_0(P) \subseteq H \cap R$. Hence $N_0(P) = P$ and consequently $Q = P$ and $P$ is a Sylow $p$-subgroup of $R$. Moreover, $N_R(P) \subseteq K$ as $R$ is of odd order and $K$ is of index 2 in $H$. But $K$ centralizes $P$ since it centralizes $C_0$. Thus $P \subseteq Z(N_R(P))$ and so $R$ has a normal $p$-complement by Burnside's transfer theorem. Since $p$ is arbitrary, both parts of (i) follow at once.

The proof of (ii) is similar. Let $P$ be a nontrivial Sylow $p$-subgroup of $B$ and let $U$ denote a Sylow $p$-subgroup of $A$ containing $P$. Since $L_0 = J \times B$ is of index 2 in $N = L$, it follows that $U = (U \cap J) \times P$. Since $U \cap J$ is abelian by Lemma 2.4.1 and since $B$ is abelian, we see that $U$ is abelian. Moreover, by Proposition 2.1, $U$ is a Sylow $p$-subgroup of $G$.

Next let $Q$ be a Sylow $p$-subgroup of $R$ containing $P$. Since the Sylow $p$-subgroups of $G$ are abelian, $Q \subseteq N(P)$. But $N(P) \subseteq N$ by Proposition 2.1 and so $Q \subseteq N$. Hence by the same proposition, $N(Q) \subseteq N$. Furthermore, since $L_0$ is of index 2 in $N$ and $R$ is of odd order, $N \cap R = L_0 \cap R$ and consequently $N_R(Q) \subseteq L_0 \cap R$. But $L_0 = J \times B$ and $B$ is abelian, so $P \subseteq Z(N_R(Q))$. Since $Q$ is abelian, Theorem 7.4.4 of [19] now yields that $R$ possesses a normal complement to $P$. Since $p$ is again arbitrary, (ii) also follows.

For the balance of the section we assume that $q' = q$ and $e = e$. We let $p$ be the prime divisor of $q$ and fix this notation. As the first step in the argument, we prove

Proposition 1. $e = -1$.

We carry out the proof by contradiction in a sequence of lemmas. Thus throughout we assume that $e = +1$.

Lemma 2. The following conditions hold:

(i) A Sylow 2-subgroup of $G$ has order 16;

(ii) $V_n (C_0; p)$ and $V_n (C_0 B)$ are trivial;

(iii) $B < y >$ is a cyclic subgroup of $H$ of order $q - 1$ and acts regularly on some Sylow $p$-subgroup of $H$ which is elementary abelian of order $q$;

(iv) If $P$ is a nontrivial $p$-subgroup of $G$, then $N(P)$ does not contain a four subgroup.

Proof. In the present case, $|N| = 2bq(q + 1)(q - 1)$. Furthermore, by Lemma 2.2 (iii), $q' = q \equiv 3, 5 \pmod{8}$. Since $e = 1$, we have, in fact, $q \equiv 5 \pmod{8}$, whence 16 is the exact power of 2 dividing $N$. Since $N$ contains a Sylow 2-subgroup of $G$, (i) holds.
By Lemma 2.2 (iv), $b = \frac{1}{2}(q - \epsilon)$ and so $B$ has order prime to $p$. Furthermore, since $\epsilon = 1$, Lemma 2.4.6 (i) implies that $\mathcal{H}(C_0)$ is trivial. Since $N = L_0 T = (J \times B)T$, both parts of (ii) follow at once.

Since $y \in J$, $y$ centralizes $B$. Hence by Lemma 2.2 (iv), $B \langle y \rangle$ is a cyclic subgroup of $H$ of order $q' - \epsilon' = q - 1$. Since $H = H/C_0$ is isomorphic to $PGL(2, q)$, it follows from Lemma 3.1 (vi) of [22] that $B \langle y \rangle$ acts regularly on a Sylow $p$-subgroup $P$ of $H$ and $\bar{P}$ is elementary abelian of order $q$. But $|C_0| = \frac{1}{2}(q + \epsilon)$ is prime to $p$. Since $B \langle y \rangle \cap C_0 = 1$, (iii) follows at once.

To prove (iv), it will suffice to show that $T$ normalizes no nontrivial $p$-subgroup of $J$. Indeed, if this is the case, then $\mathcal{H}(T; p)$ is trivial as $B$ is a $p'$-group. Since the involutions $x = x_1, x_2, x_3$ are conjugate in $V(C_0)$, it follows that $\mathcal{H}(C_0; T; p)$ is trivial for all $i, 1 \leq i \leq 3$. But then if $T$ normalizes the $p$-subgroup $Q$ of $G$, our conditions force $C_Q(x_i) = 1$ for all $i$. Therefore $Q = 1$ and so $T$ normalizes no nontrivial $p$-subgroup of $G$. However, $G$ has only one conjugacy class of four subgroups by Lemma 2.1.1 and hence no four subgroup of $G$ will normalize a nontrivial $p$-subgroup of $G$, as asserted in (iv).

Suppose then that $T$ normalizes a nontrivial $p$-subgroup of $J$. Since the Sylow $p$-subgroups of $SL(2, q)$ with $q = p^n$ are known to be disjoint from their conjugates, it follows that $T$ normalizes a Sylow $p$-subgroup $Q_1$ of $J$. Since $JT = JT / \langle x \rangle$ is isomorphic to $PGL(2, q)$, Lemma 3.1 (vi) of [22] implies that $N_{G}(\bar{Q}_1) = \bar{Q}_1 Y$, where $Y$ is cyclic of order $q - 1$ and acts regularly on $\bar{Q}_1$. If $Y$ is the inverse image of $\bar{Y}$ in $JT$, then $T \subseteq Y$, $|Y| = 2(q - 1)$, and $Y$ has a normal 2-complement. Furthermore, since $\epsilon = 1$ and $q \equiv 3, 5 \pmod{8}$, it follows that $|O(Y)| = \frac{1}{2}(q - 1) = b$. In particular, $O(Y) \neq 1$ and $O(Y)$ has order relatively prime to $\frac{1}{2}(q + 1) = |C_0|$. Hence $x_2$ must invert $O(Y)$. But $O(Y)$ acts regularly on $Q_1$ and consequently if we consider the action of $O(Y) \langle x_2 \rangle$ on $Q_1$, we must have $C_{Q_1}(x_2) \neq 1$. Since $C_{Q_1}(x_2)$ centralizes $T$, we conclude that $p$ divides $|C_0|$, which is not the case. This contradiction completes the proof of (iv).

Let $P$ be a Sylow $p$-subgroup of $H$ normalized by $B \langle y \rangle$. By Lemma 2.2 (ii), $P$ centralizes $C_0$ and so $C_0 B \langle y \rangle$ normalizes $P$. We next prove

**Lemma 3.** If $Q$ is a $C_0 B \langle y \rangle$-invariant $p$-subgroup of $G$ of maximal order containing $P$ and $F = N(Q)$, then the following conditions hold:

(i) $Q$ is abelian and inverted by $x$;
(ii) $F$ has a normal 2-complement;
(iii) $B$ is a Hall subgroup of $O(F)$;
(iv) $Q$ is a Sylow $p$-subgroup of $G$.

**Proof.** First, $C_Q(x)$ is a $C_0$-invariant $p$-subgroup of $N = C(x)$, so $C_Q(x) = 1$ by Lemma 2 (ii). Hence $x$ inverts $Q$ and so $Q$ is abelian, proving (i).

By Lemma 2 (iv), $F$ does not contain a four group, so a Sylow 2-subgroup of $F$ is either cyclic or generalized quaternion. Thus $F$ is either a $Q$-group or has a
normal 2-complement. Consider the first case. Then \( F = O(F)(F \cap N) \) as \( x = y^2 \) is in the center of some Sylow 2-subgroup of \( K \). Likewise we have that \( F \cap J \) is a \( Q \)-group. Since \( C_0 \subseteq F \cap J \) and \( C_0 \) is cyclic of order \( \frac{1}{2}(q+1) \), an argument entirely analogous to that of Lemma 2.4.2 (ii) yields that \( F \cap J = J \). Since also \( B \subseteq F \cap N \) and \( F \) does not contain a four group, it follows that \( L_0 = J \times B = F \cap N \). Thus \( B \subseteq O(F) \) and \( F = O(F)J \).

In either case, set \( R = O(F)C_0 \). Then \( PC_0B \subseteq R \cap H \). Since \( H = H/C_0 \) is isomorphic to \( PGL(2, q) \), Lemma 3.1 (viii) of [22] implies that \( PB \) is a maximal subgroup of \( H \) of odd order, whence \( PC_0B \) is a maximal such subgroup of \( H \). We conclude therefore that \( PC_0B = R \cap H \). Since \( |P| = q, \; |C_0| = \frac{1}{2}(q+1) \) and \( |B| = \frac{1}{2}(q-1) \), it also follows that \( C_0 \) is a Hall subgroup of \( R \cap H \).

We can therefore apply Lemma 1 to \( C_0 \) as well as to \( B \) to conclude that \( C_0 \) is a Hall subgroup of \( R \) and that \( C_0B \) has a normal complement \( U \) in \( R \). Since \( x \) centralizes \( C_0B \), we have \( C_0(x) = C_0B \). Since \( C_0(x) \) is \( C_0B \)-invariant, it follows that \( C_0(x) \) is as well. Thus \( C_0(x) \in \Omega_n(C_0B) \) and hence \( C_0(x) = 1 \) by Lemma 2 (ii).

We claim that \( B \) is a Hall subgroup of \( R \). Indeed, if \( r \) is a prime divisor of \( b \) and \( V \) is a Sylow \( r \)-subgroup of \( R \) such that \( V \cap B \) is a Sylow \( r \)-subgroup of \( B \), Proposition 2.1 implies that \( V \subseteq N \). In particular, \( V \cap U \subseteq N \), whence \( V \cap U \subseteq C_0(x) = 1 \). But \( V \cap U \) is a Sylow \( r \)-subgroup of \( U \) as \( U \) is normal in \( R \) and \( V \) is a Sylow \( r \)-subgroup of \( R \). We conclude that \( U \) is an \( r' \)-group. Thus \( U \) has order prime to \( b \). Since \( R = UBC_0 \) and \( C_0 \) also has order prime to \( b \), we see that \( B \) is a Hall subgroup of \( R \), as asserted. In particular, since \( B \subseteq O(F) \subseteq R \), \( B \) is a Hall subgroup of \( O(F) \) and so (iii) holds.

Furthermore, since \( U \) has order prime to \( |C_0B| \), it is characteristic in \( R \) and so is \( y \)-invariant. Since \( C_0(x) = 1 \), \( x \) inverts \( U \) and \( U \) is abelian. If \( Q_0 \) denotes the Sylow \( p \)-subgroup of \( U \), then \( Q_0 \) is characteristic in \( U \) and hence is invariant under \( C_0B \). But \( Q \subseteq U \) as \( Q \) is normal in \( F \) and so \( Q \subseteq Q_0 \). It follows therefrom from our maximal choice of \( Q \) that \( Q = Q_0 \) and we conclude that \( Q \) is a Sylow \( p \)-subgroup of \( R \) and hence of \( O(F) \). If \( F \) has a normal \( 2 \)-complement, \( Q \) is a Sylow \( p \)-subgroup of \( F = N(Q) \) and hence \( Q \) is a Sylow \( p \)-subgroup of \( G \), so (iv) holds in this case.

Thus the lemma will be completely proved once we establish (ii). However, if \( F \) does not have a normal \( 2 \)-complement, then the above argument shows that \( F = O(F)J \). Since \( x \) inverts \( Q \), \( J \) is faithfully represented on \( Q_1 = \Omega_1(Q) \) regarded as a vector space over \( GF(p) \). Lemma 2.4.18 now yields that \( |Q_1| \geq q^2 \). Since \( J \cap Q_1 = 1 \) and \( q \) divides \( |J| \), it follows that \( q \) divides \( |G| \).

On the other hand, \( |C| = 2(q+e) \) and \( |N| = 2bq(q-1)(q+1) \) with \( b = \frac{1}{2}(q-e) \). Hence \( C \) has order prime to \( p \) and a Sylow \( p \)-subgroup of \( N \) has order \( q \). Since \( q^3 \) divides \( |G| \), we conclude at once from the definition that \( G \) is regular. But then Proposition 2.2 implies that \( B = 1 \), contrary to assumption.

We shall now construct a Sylow \( p \)-subgroup of \( G \) by an alternative procedure. We need the following preliminary result:
Lemma 4. If $Q_1$ is a Sylow $p$-subgroup of $J$, then $N_F(Q_1) = YB$, where $Y$ is cyclic of order $2(q-1)$ and $O(Y)B$ is abelian of type $(b, b)$. In particular, the Sylow 2-subgroup of $Y$ is cyclic of order 8.

Proof. Arguing as in the final paragraph of the proof of Lemma 2, we have that $N_F(Q_1) = Q_1 Y$, where $|Y| = 2(q-1)$, $Y/\langle x \rangle$ is cyclic, and $Y$ has a cyclic normal 2-complement of order $\frac{1}{4}(q-1) = b$. Furthermore, by Lemma 2 (iv) itself, $Y$ does not contain a four subgroup. It follows at once that the Sylow 2-subgroups of $Y$ are cyclic of order 8. Since $Y/\langle x \rangle$ is cyclic, this implies that $Y$ is cyclic. Since $O(Y) \subseteq J$, $O(Y)$ centralizes $B$ and $O(Y) \cap B = 1$. Since $B$ is also cyclic of order $b$, $O(Y)B$ is therefore abelian of type $(b, b)$ and all parts of the lemma are proved.

We now prove

Lemma 5. If $R$ is a $YB$-invariant $p$-subgroup of $G$ of maximal order containing $Q_1$, then $R$ is a Sylow $p$-subgroup of $G$.

Proof. Set $V = N(R)$. Since $R \neq 1$, $V$ does not contain a four group by Lemma 2 (iv) and hence $V$ does not contain a Sylow 2-subgroup of $G$. Lemma 2 (i) now implies that a Sylow 2-subgroup of $V$ has order at most 8. But $Y \subseteq V$ and the Sylow 2-subgroup of $Y$ is cyclic of order 8. We conclude that $V$ has cyclic Sylow 2-subgroups and hence that $V$ possesses a normal 2-complement.

We shall argue next that $X = O(Y)B$ is a Hall subgroup of $O(V)$ and that $X$ has a normal complement in $O(V)$. Indeed, let $r$ be a prime divisor of $b$ and let $U$ be a Sylow $r$-subgroup of $O(V)$ containing one of $X$. Since $U \cap B$ is then a Sylow $r$-subgroup of $B$, Proposition 2.1 implies that $U \subseteq N$. But $O(Y)$ is a Hall subgroup of $J$ inasmuch as $|O(Y)| = b = \frac{1}{4}(q-1)$ and $|J| = q(q-1)(q+1)$. Hence $X$ is a Hall subgroup of $N$ and so $X$ contains a Sylow $r$-subgroup of $N$. It follows that $U \subseteq X$, whence $X$ contains a Sylow $r$-subgroup of $O(V)$. Since $r$ was arbitrary, we conclude that $X$ is a Hall subgroup of $O(V)$.

Furthermore, $C_r(U) \subseteq C_r(U \cap B) \subseteq N$ since $U \cap B \neq 1$ and $G$ satisfies the conclusions of Theorem B. But $x \in C_r(U)$ as $U \subseteq N$. Since $C_r(U)$ is normal in $N_r(U)$ and since a Sylow 2-subgroup of $C_r(U)$ is cyclic, it follows at once by the Frattini argument that

$$N_r(U) = C_r(U)(N_r(U) \cap N),$$

whence $N_r(U) \subseteq N$. In particular, $N_{ovr}(U) \subseteq N$. On the other hand, $U \cap O(Y) \neq 1$ as $r$ divides $b = |O(Y)|$. Applying Lemma 3.1 (v) of [22] to $JT/\langle x \rangle$, it follows at once that $N_F(U \cap O(Y))$ has $O(Y)$ as a normal complement. Since $U = (U \cap O(Y)) \times (U \cap B)$, it follows that $N_F(U)$ has $O(Y)B = X$ as a normal complement. Since $N_{ovr}(U) \subseteq N_r(U)$, we conclude that $N_{ovr}(U) \subseteq X$. But $X$ is abelian and hence $U$ is in the center of its normalizer in $O(V)$. Burnside’s transfer theorem now yields that $O(V)$ possesses a normal $r$-complement. Since this holds for each prime divisor of $b$ and since $X$ is a Hall subgroup of $O(V)$, we conclude at once that $X$ has a normal complement $V_0$ in $O(V)$.
Finally, our conditions imply that $V_0$ has order prime to $|\chi|$. In particular, $V_0$ is characteristic in $O(V)$ and $V_0$ contains a Sylow $p$-subgroup of $V$. Since $V_0$ has order prime to $|\chi|$, it follows that $V_0$ normalizes some Sylow $p$-subgroup $R_0$ of $V_0$ and hence of $V$. But $R \subseteq R_0$ as $R$ is normal in $V$, whence $R = R_0$ by our maximal choice of $R$. Since $R$ is a Sylow $p$-subgroup of its normalizer, we conclude that $R$ is a Sylow $p$-subgroup of $G$.

We can now easily complete the proof of the proposition. Let $Q$, $F$, $\chi$, and $R$ be as above. Since $Q$ and $R$ are Sylow $p$-subgroups of $G$ by Lemmas 3 and 5 and since $V_0$ normalizes $R$, we see that $(\chi)^u$ normalizes $Q$ for some $u$ in $G$, whence $(\chi)^u \leq F = N(Q)$. Since $F$ has a normal 2-complement by Lemma 3 (ii), it follows that $(\chi)(\chi)^u \leq O(F)$. But $O(F)$ is abelian of type $(\chi^2, b)$ by Lemma 4 and therefore $b^2$ divides $|O(F)|$. Since $|\chi| = b$, this implies that $B$ is not a Hall subgroup of $O(F)$, contrary to Lemma 3 (iii). This completes the proof of the proposition.

We next prove

**Proposition 2.** A Sylow $p$-subgroup of $G$ has order $q$.

**Proof.** Since $B \not= 1$, $G$ is not regular by Proposition 2.2. As in Lemma 3 above, this implies that $q^3$ does not divide the order of $G$. Thus a Sylow $p$-subgroup of $G$ has order less than $q^3$. We use this fact to establish the proposition.

Since $e = -1$, Lemma 2.4.10 implies that $C = C_0T$ normalizes a Sylow $p$-subgroup $Q_1$ of $N$. Moreover, $Q_1$ is elementary abelian of order $q$ and $C$ acts irreducibly on $Q_1$. Assume by way of contradiction that $Q_1$ is not a Sylow $p$-subgroup of $G$. We shall argue that a Sylow $p$-subgroup of $G$ has order at least $q^3$ and this will contradict the conclusion of the preceding paragraph.

Set $F = N(Q_1)$, so that $C_0BT \leq F$. We shall argue that $F$ has a normal 2-complement. Since $C_0 = O(C)$ has order prime to $p$ and since $G$ has only one conjugacy class of four groups, $Q_1$ does not centralize any four subgroup of $G$. Hence a Sylow 2-subgroup $S_1$ of $C(Q_1)$ is either cyclic or quaternion (since a Sylow 2-subgroup of $G$ is quasi-dihedral of order 16). Since $e = 1$, we can choose $S_1$ to contain $x$, for which $e \in Z(S_1)$ and hence $S_1 \leq N$. Since $N = (J \times B)T$ with $J$ isomorphic to $SL^* (2, q)$, it is immediate that $\langle x \rangle$ is a Sylow 2-subgroup of $C_n(Q_1)$. Hence $\langle x \rangle = S_1$ and $C(Q_1)$ has a normal 2-complement. Furthermore, since $C(Q_1)$ is normal in $F$, it follows by the Frattini argument that $F = C(Q_1)(F \cap N)$. But $F \cap N \supseteq CBQ_1$ by Lemma 2.4.10. Furthermore, if we set $N = N/B \langle x \rangle$, Lemma 3.1 (vi) of [22] shows that $N/B \langle x \rangle = \overline{Q_1}$. Hence $F \cap N = CBQ_1$ and so $F \cap N$ also has a normal complement. Since $\langle x \rangle$ is a Sylow 2-subgroup of $C(Q_1)$, we conclude at once that $F$ itself is a normal 2-complement, as asserted.

We know that $H = H/C_0$ is isomorphic to $PGL(2, q)$ and that $\overline{B}$ is cyclic of order $\frac{1}{2}(q - e) = \frac{1}{4}(q + 1)$. Lemma 3.1 of [22] implies therefore that $\overline{B}$ is a maximal subgroup of $H$ of odd order. Hence $C_0B$ is a maximal such subgroup of $H$. Since $C_0B \leq O(F)$, it follows that $C_0$ is a Hall subgroup of $H \cap O(F)$. We conclude
therefore from Lemma 1 that $C_0B$ has a normal complement $U$ in $O(F)$. Clearly $Q_1 \subseteq U$. Since $O(F) \cap N = C_0BQ_1$, we also have that $U \cap N = Q_1$.

We argue next that also $B$ is a Hall subgroup of $O(F)$. As in Lemma 3, if $V$ is a Sylow $r$-subgroup of $O(F)$ with $V \cap B$ a Sylow $r$-subgroup of $B$, $r$ a prime divisor of $b$, we have by Proposition 2.1 and the normality of $U$ in $O(F)$ that $V \cap U \subseteq N$ and $V = (V \cap U)(V \cap B)$. Since $U \cap N = Q_1$ and $r$ is prime to $p$, it follows that $V \cap U = 1$ and $V \subseteq B$. Thus $B$ is a Hall subgroup of $O(F)$, as asserted.

Since $O(F) = UC_0B$ and $C_0B$ is a Hall subgroup of $O(F)$, this implies that $U$ is characteristic in $O(F)$. In particular, $U$ is $T$-invariant. Since $C_0(x) = U \cap N = Q_1$, $x$ inverts $U/Q_1$ and so we also have that $U/Q_1$ is abelian.

Set $Q = O_\nu(U)$. Since $Q_1$ is a $p$-group and $U/Q_1$ is abelian, it follows that $Q$ is a Sylow $p$-subgroup of $U$. Since $F$ has a normal 2-complement and $O(F) = UC_0B$, $Q$ is, in fact, a Sylow $p$-subgroup of $F$. Moreover, $Q$ is invariant under $C_0BT$ inasmuch as $U$ is normal in $O(F)$ and is $T$-invariant.

By assumption, $Q_1$ is not a Sylow $p$-subgroup of $G$. Since $Q$ is a Sylow $p$-subgroup of $F = N(Q_1)$, it follows that $Q \nsubseteq Q_1$. We shall determine the order of $Q$. The involutions of $T$ are $x = x_1, x_2, x_3$ and $Q$ has the corresponding $T$-decomposition $Q = Q_1Q_2Q_3$. We claim that $Q_i \neq 1, i = 2$ and 3. Indeed, suppose, say, that $x_2 = 1$. Then $x_2$ inverts $Q = x_1^{-1}Q_1$. But $x_2$ also inverts $B$ and consequently $B$ is forced to centralize $Q$. Since $B$ centralizes $Q_1$, this implies that $B$ centralizes $Q$. However, $C(B) \subseteq N$ as $G$ satisfies the conclusions of Theorem B. Since $Q_1$ is a Sylow $p$-subgroup of $N$, it follows that $Q = Q_1$, which is not the case. Thus $Q_i \neq 1, i = 2$ and 3, as asserted.

Finally, $Q_i \subseteq N_i = C(x_i)$ and $Q_1$ is $C$-invariant, $i = 2$ or 3. But $N_i = (J_iT) \times B_i$, where $J_i$ is isomorphic to $J$ and $B_i$ to $B$. Hence $Q_i \subseteq J_i$ and we conclude now from Lemma 2.4.10 that $Q_i$ is necessarily a Sylow $p$-subgroup of $J_i$. Thus $|Q_i| = q$ for $i = 2$ and 3. Furthermore, $C_q(T) = 1$ as $C_0$ is a $p'$-group. Hence $Q = Q_1Q_2Q_3$ has order $q^3$. However, this is impossible since a Sylow $p$-subgroup of $G$ has been shown to have order less than $q^3$.

We can now easily establish the main result of the section.

**Proposition 3.** If $A = \bar{1}$ and $B \neq \bar{1}$, then either $q' \neq q$ or $e' \neq e$.

**Proof.** Assume by way of contradiction that $q' = q$ and $e' = e$. Let $P$ be a Sylow $p$-subgroup of $H = N(C_0)$. Since $H/C_0$ is isomorphic to $PGL(2, q)$, $P$ is elementary abelian of order $q$. Hence by Proposition 2, $P$ is a Sylow $p$-subgroup of $G$. Likewise a Sylow $p$-subgroup $Q_1$ of $N$ has order $q$ and is a Sylow $p$-subgroup of $G$. By Sylow's theorem, $P$ and $Q_1$ are conjugate. Since $Q_1$ centralizes $x$, we conclude that $P$ centralizes some involution $u$ of $G$.

We have already argued in Proposition 2 that $\langle x \rangle$ is a Sylow 2-subgroup of $C(Q_1)$. Hence $\langle u \rangle$ is a Sylow 2-subgroup of $F = C(P)$ and consequently $F$ has a normal 2-complement. On the other hand, $K = C(C_0)$ has index 2 in $H$, whence $P \subseteq K$ and so $P$ centralizes $C_0$. Thus $C_0 \subseteq F$ and hence $C_0 \subseteq O(F)$. If $\bar{H} = H/C_0$,
then $C_H(\bar{P})=\bar{P}$ by Lemma 3.1 (vi) of [22] and so $F \cap H=C_H(P)=PC_0$. Hence $C_0$ is a Hall subgroup of $F \cap H$ and now Lemma 1 (i) yields that $C_0$ is a Hall subgroup of $O(F)$. But then by the Frattini argument, some involution $v$ of $F$ normalizes $C_0$. Thus $v \in F \cap H=PC_0$, which is impossible as $PC_0$ is of odd order. This completes the proof of the proposition.

5. The case $A=1$, $B \neq 1$ (continued). We continue the notation and initial assumptions of the preceding section. In particular, $A=1$, $B \neq 1$, and $q>7$. By Proposition 4.3, either $q'=q$ or $e'=e$. The elimination of this remaining case is based in part on the following proposition which imposes a restriction on the prime divisors of $b$. Its proof is primarily character-theoretic.

**Proposition 1.** If $p$ is a prime divisor of $b$, then $p$ divides $q(q-1)(q+1)$.

**Proof.** As noted at the beginning of the preceding section, our conditions imply that $q \neq 9$, that $L_0=J \times B$, that $N=L$, and that $E=1$. In particular, $B$ is centralized by the Sylow 2-subgroup $\langle s^a, s^z \rangle$ of $J$. On the other hand, $B$ is inverted by $z$. This implies that $B$ is abelian. If $u_1$ and $u_2$ are two elements of $B$ which are conjugate in $G$, then as $S$ is a Sylow 2-group of the extended centralizers $C^*(u_1)$ and $C^*(u_2)$ of $u_1$ and $u_2$, $u_1$ and $u_2$ are conjugate in $N(S) = S \times E$. Since $E = A = 1$ under our present conditions, the remark above shows that $u_2 = u_1^{z+1}$.

Suppose that $p$ is a prime which divides $b$, but not $q(q-1)(q+1)$, and let $P$ be a Sylow $p$-subgroup of $B$. Since

$$|N| = 2bq(q-1)(q+1),$$

$P$ then is a Sylow $p$-subgroup of $N$ and, by Proposition 2.1, $P$ is a Sylow $p$-subgroup of $G$. As a subgroup of $B$, $P$ is abelian. If $r \in N(P)$ and if $u \in P$, the elements $u$ and $u^r$ are conjugate. As we have seen, then $u^r = u^{-1}$. If $u_1, u_2 \in P - \{1\}$ and $u_1 = u_1$, we cannot have $u_2 = u_2^{z+1}$ since then $(u_1u_2)^r = u_1u_2^{-1} \neq (u_1u_2)^{z+1}$. It follows that $r$ either centralizes $P$ or inverts $P$. Since for $r = z$ we have the latter case, we conclude that

$$N(P) = \langle C(P), z \rangle.$$  

The following argument is very similar to one used in §3. It follows from (1) that we can apply the results of [6, III, §IX], in particular the Theorems (9A) (9B), (9C) of that paper with $m=2$. It follows that the principal $p$-block $B_0(p, G)$ consists of $(|P| + 3)/2$ characters $\chi_0 = 1, \psi_1, \psi_{i0}$ with $i = 1, 2, \ldots, (|P| - 1)/2$ (which are not to be confused with the character $\psi$ of $N$ in Proposition 3.2). They are real-valued. Moreover, there exists a sign $\delta^*$ such that, for every $p$-singular element $w$ of $G$,

$$\psi_1(w) = \delta^*,$$

while for all $p$-regular elements $r$ of $G$ and all $i$

$$\delta^* + \psi_i(r) = \psi_{i0}(r).$$
In particular, all $\psi^0(r)$ with the same $r$ are equal. Finally, if we set

$$\alpha = \psi_1(1)(\psi_1(1) + \delta^*)(\psi_1(1) - \psi_1(z))^2$$

and if $u \neq 1$ is an element of $P$, we have

$$|G| = \alpha \frac{|C(z)|^2}{|C(u)|} \mu^2,$$

where $\mu$ denotes the number of conjugates of $z$ which invert $u$.

It follows from Theorem B that $C(u) \subseteq N$. Since $J$ and $B$ centralize $u$, while $z$ inverts $u$, the group $C(u)$ is the normal subgroup $L_0$ of $N$ of index 2 and $\mu$ is the number of involutions which lie in $N - L_0$. Since $x \in L_0$ and $z \notin L_0$, $\mu$ then is the number of elements in the conjugate class of $z$ in $N$. Thus

$$\mu = |N : C_N(z)| = |N : C|.$$

Since $|C(z)| = |N|$ and $|C(u)| = \frac{1}{2}|N|$, it follows that

$$|G| = 2\alpha |N|^3 |C|^2.$$

The equation (3) shows that either $\psi_i(1)$ or all $\psi^0(1)$ are odd. Since the characters are real-valued, accordingly either $\psi_i \in B_0(2, G)$ or $\psi^0 \in B_0(2, G)$ for all $i$, cf. [6, IV]. If $|P| \neq 3$, the latter case is impossible, since Corollary 3.2.1 shows that $B_0(2, G)$ does not contain two different irreducible characters of the same odd degree. Thus, $\psi_1 \in B_0(2, G)$ for $|P| \neq 3$. We may assume that this is still true for $|P| = 3$, since we can here interchange $\psi_1$ and $\psi(1)$, if necessary.

It follows from $\psi_1 \in B_0(2, G)$ that $\psi_1$ is one of the characters $\chi_1, \chi_2, \chi_3$ of the principal 2-block $B_0(2, G)$. Now (2) implies that

$$\psi_1(xu) = \pm 1.$$

On the other hand, as $u \in O(N)$, Proposition 3.2.3 shows that

$$\chi_i(xu) = \pm \theta$$

for $i = 1, 2$.

Hence necessarily $\psi_1 = \chi_3$. Now Proposition 3.2.3 yields

$$\psi_1(z) = \chi_3(z) = \chi_3(x) = -\delta_3, \quad \psi_1(xu) = \chi_3(xu) = -\delta_3.$$

On comparing the second equation with (2), we find $\delta^* = -\delta_3$ and (4) becomes

$$\alpha = f_3(f_3 - \delta_3)/(f_3 + \delta_3)^2.$$

Thus

$$|G| = \frac{|N|^3}{|C|^2} \frac{2f_3(f_3 - \delta_3)}{(f_3 + \delta_3)^2}.$$

On comparing this formula with the expressions for $|G|$ in Proposition 3.2.6, we have

$$\frac{f_1(f_1 + \delta_1)}{(f_1 - \delta_1 \theta)^2} \frac{q + e}{q} = \frac{f_3(f_3 - \delta_3)}{(f_3 + \delta_3)^2} \frac{q - e}{q} = 2 \frac{f_3(f_3 - \delta_3)}{(f_3 + \delta_3)^2}.$$
Suppose first that \( \delta_3 = -1 \). Then the last expression in (6) is more than 2. Since \((q+e)/q < 2\), it follows that \( \delta_1 e = 1 \). Moreover
\[
f_1(f_1^2 + \delta_1)(q+e) > 2q(f_1 - q)^2.
\]
Hence
\[
(f_1^2 + f_1)(q+1) > 2q(f_1^2 - 2qf_1 + q^2),
\]
whence
\[
f_1^2(q-1) < f_1(4q^2 + q + 1).
\]
Since for \( q \geq 7 \), we have
\[
4q^2 + q + 1 \leq 4q^2 + 2q - 6 = (q-1)(4q+6),
\]
we obtain
\[
f_1 < 4q+6.
\]
Since \( \delta_1 \delta_2 \delta_3 = 1 \), it follows from \( \delta_3 = -1 \), \( \delta_1 = e \) that \( \delta_2 = -e \). Then (6) yields
\[
(q-e)f_2(f_2 - \delta_2) > 2q(f_2 - q)^2.
\]
As in the case of \( f_1 \), we see that
\[
f_2 < 4q+6.
\]
Since \( f_3 q^2 = f_1 f_2 \), it follows that
\[
f_3 q^2 < (4q+6)^2 < (5q)^2.
\]
Hence \( f_3 < 25 \). However, in the proof of Lemma 3.7.3, we have seen that \( f_3 > 100 \) for \( q \geq 7 \). Hence we have a contradiction.

Assume next that \( \delta_3 = 1 \). Then \( \delta_1 = \delta_2 = -1 \). It follows from Proposition 3.2.8 that \( f_1 > q^2 \), \( f_2 > q^2 \).

If \( e = 1 \), the expression on the left in (6) is less than \((q+1)/q < 8/7\). If \( e = -1 \), then as \( f_1(f_1 - 1)/(f_1 - q)^2 \) is increased if \( f_1 \) is replaced by a smaller value lying above \( q \), we find
\[
\frac{f_1(f_1 - 1)}{(f_1 - q)^2} < \frac{q^2(q^2 - 1)}{(q^2 - q)^2} \frac{q - 1}{q} = \frac{q+1}{q} < \frac{8}{7}.
\]
In either case, (6) implies
\[
2 \frac{f_3(f_3 - 1)}{(f_3 + 1)^2} < \frac{8}{7}.
\]
This is false for \( f_3 = 6 \) and hence for all \( f_3 \geq 6 \). Thus, \( f_3 < 6 \). However, this is impossible and the proposition is established.

We use this to prove

**Proposition 2.** \( q' + e' \neq q + e \).

**Proof.** Assume, by way of contradiction, that \( q' + e' = q + e \). If \( e' = e \), this would force \( q' = q \), contrary to Proposition 4.3. Thus
\[
(7) \quad e' = -e \quad \text{and} \quad q' = q + 2e.
\]
By Lemma 2.2 (iv), \( b = \frac{1}{4}(q' - \varepsilon') \) and hence by (7),

\[ b = \frac{1}{4}(q + 3e). \]

But by Proposition 1, any prime divisor \( r \) of \( b \) is a divisor of \( q(q-1)(q+1) = q(q-\varepsilon)(q+\varepsilon) \). Since \( r \) divides \( q + 3e \) by (8) and \( r \) is odd, the only possibility is that \( r = 3 \) and \( r \) divides \( q \). Thus \( q = 3^m \) and \( b = 3^h \) for suitable positive integers \( m \) and \( h \).

Substitution in (8) yields

\[ 4 \cdot 3^{h-1} = 3^{m-1} + \varepsilon, \]
the only solution of which is \( h = 1, m = 2, \) and \( \varepsilon = 1 \). Thus \( b = 3 \) and \( q = 9 \). However, by Proposition 2.3, \( b = 1 \) when \( q = 9 \). This contradiction establishes the proposition.

By Lemma 2.2 (v), \( CH(zy) \) has a cyclic normal 2-complement \( U \) of order \( q' + e \) which is inverted by \( x \). Note that since \( b = \frac{1}{4}(q' - \varepsilon') \) and \( b \neq 1 \), \( q' > 3 \) and consequently \( U \neq 1 \). We shall now use Proposition 2 to establish the following property of \( U \):

**Lemma 1.** \( U \) does not centralize a four subgroup of \( G \).

**Proof.** Suppose, by way of contradiction, that \( U \) centralizes a four subgroup \( T_0 \) of \( G \). We set \( C^*_0 = O(C(T_0)) \), so that \( C^*_0 \) is a normal 2-complement in \( C(T_0) \).

In particular, \( U \subseteq C^*_0 \) as \( U \) has odd order and \( U \) centralizes \( T_0 \). Since \( G \) has only one conjugacy class of four subgroups, \( T_0 \) and \( T \) are conjugate in \( G \) and therefore so are \( C^*_0 \) and \( C_0 \). Hence if we set \( H^* = N(C^*_0) \), it follows that \( H^* \) and \( H \) are conjugate in \( G \). As a consequence, Lemma 2.2 applies as well for \( H^* \) and \( C^*_0 \).

Since \( U \subseteq C^*_0 \), Lemma 2.2 (vii) implies that \( H^* = N(U) \). But \( U \) centralizes \( C_0 \) by Lemma 2.2 (ii), applied to \( H \), whence \( C_0 \subseteq H^* \). It follows now from Lemma 2.2 (ii), applied to \( H^* \), that \( C_0 \) centralizes \( C^*_0 \). Hence \( C^*_0 \subseteq H \). Observe next that since \( zy \) centralizes \( U \), Lemma 2.2 (vii), applied to \( H^* \), yields that \( zy \) centralizes \( C^*_0 \). Thus \( C^*_0 \subseteq CH(zy) \). But \( U \) is a normal 2-complement in \( CH(zy) \), so \( C^*_0 \subseteq U \).

Since \( U \subseteq C^*_0 \), we conclude that \( U = C^*_0 \).

On the other hand, \( |U| = \frac{1}{4}(q' + \varepsilon') \), while \( |C^*_0| = |C_0| = \frac{1}{4}(q + \varepsilon) \). Since \( U = C^*_0 \), it follows that \( q' + \varepsilon' = q + \varepsilon \). However, this contradicts Proposition 2.

Now set \( T^* = \langle x, zy \rangle \), so that \( T^* \) is a four group. Since \( T^* \) is conjugate to \( T \), there exists a 3-element \( t^* \) in \( N(T^*) \) such that \( x^* = zy \). Setting \( N^* = C(zy) \), it follows that \( N^* = N^* \). But \( N = JT_B = JT^*B^* \) and hence \( N^* = J^*T^*B^* \). We set \( J^* = J^* \) and \( B^* = B^* \) and fix all this notation. In particular, \( B^* \) is cyclic of order \( b \), \( J^* \) is isomorphic to \( SL(2, q) \), \( N^* = (J^* \times B^*)T^* \), and \( x \) inverts \( B^* \).

We next prove

**Lemma 2.** The following conditions hold:

(i) \( U \subseteq J^* \);

(ii) \( |U| \) divides \( q(q - \varepsilon) \).
Proof. We know that \( U = O(C_H(zy)) \subseteq N^* \), so \( U \subseteq J^* \times B^* \). Since \( |U| \) is prime to \( b = |B^*| \) by Lemma 2.2 (vi), it follows that \( U \subseteq J^* \), proving (i).

A cyclic subgroup of \( SL(2,q) \) of odd order necessarily has order dividing \( q \), \( q - \epsilon \), or \( q + \epsilon \). Since \( U \) is cyclic and \( J^* \) is isomorphic to \( SL(2,q) \), either (ii) holds or \( |U| \) divides \( q + \epsilon \). However, \( O(C(T^*)) \) is a cyclic subgroup of \( J^* \) of order \( \frac{1}{2}(q+\epsilon) \). By the structure of \( SL(2,q) \), if \( |U| \) divides \( q + \epsilon \), a conjugate of \( U \) must lie in \( O(C(T^*)) \) and hence \( U \) centralizes a conjugate of \( T^* \), contrary to Lemma 1.

We next prove

Lemma 3. If \( H^* = C^*(U) \), then we have

(i) \( H^* \) has a normal 2-complement containing \( C_0B^* \);
(ii) \( C_0 \) is a Hall subgroup of \( O(H^*) \) and \( O(H^*) \) has a normal \( C_0 \)-complement;
(iii) If \( V^* \) is a Hall subgroup of \( O(H^*) \) containing \( B^* \) for the set of primes dividing \( b \), then \( V^* \subseteq N^* \);
(iv) \( H \cap O(H^*) = UC_0 \).

Proof. By Lemma 1, \( C(U) \) does not contain a four group. Hence if \( S_0 \) is a Sylow 2-subgroup of \( C(U) \) containing \( zy \), then \( S_0 \) is either cyclic or generalized quaternion. In either case, \( zy \in Z(S_0) \), so \( S_0 \subseteq N^* \). If \( S_0 \) is generalized quaternion, then \( S_0 \) necessarily lies in \( J^* \). But no nontrivial subgroup of \( J^* \) of odd order centralizes a quaternion subgroup of \( J^* \) as \( J^* \) is isomorphic to \( SL(2,q) \), as is easily verified. Since \( U \subseteq J^* \) by Lemma 2 (i) and \( U \neq 1 \), we conclude that \( S_0 \) cannot be generalized quaternion. Hence \( S_0 \) is cyclic and so \( C(U) \) has a normal 2-complement. Since \( |H^*:C(U)| = 2 \), so also does \( H^* \). Furthermore, \( U \) centralizes \( C_0 \) by Lemma 2.2 (ii) and centralizes \( B^* \) by Lemma 2 (i), so \( C_0B^* \subseteq O(H^*) \). This proves (i).

Since \( \bar{H} = H/O(H) \) is isomorphic to \( PGL(2,q') \), \( \bar{U} \neq 1 \), and \( \bar{U} = O(C_H(zy)) \), \( \bar{U} = O(C_H(zy)) \) by Lemma 3.1 (v) of [22]. Hence \( UC_0 = O(C_H(U)) \). But \( O(C_H(U)) = H \cap O(H^*) \) as \( O(H^*) \) is a normal 2-complement in \( H^* \). Therefore \( UC_0 = H \cap O(H^*) \), which proves (iv).

We use (iv) to establish (ii). Indeed, \( |U| \) divides \( q(q-\epsilon) \) by Lemma 2 (ii). Since \( |C_0| = \frac{1}{2}(q+\epsilon) \), it follows that \( C_0 \) and \( U \) have coprime orders. But then \( C_0 \) is a Hall subgroup of \( UC_0 = H \cap O(H^*) \). Now (ii) is a direct consequence of Lemma 4.1 (i).

Finally let \( V^* \) be as in (iii). Since \( B^* \) is conjugate to \( B \), Proposition 2.1 holds for \( B^* \) and we conclude at once that \( V^* \subseteq N^* \). Thus (iii) also holds and the lemma is proved.

We can now readily establish the main objective of §§4 and 5:

Proposition 3. The case \( A = 1, B \neq 1 \) does not occur.

Proof. In view of the results of this and the preceding section, the proposition will be established provided we show that the situation described in Lemmas 2 and 3 above leads to a contradiction. This we shall now do. We preserve the notation of those lemmas.
By Lemma 3, \( C_0 \) and \( V^* \) are each Hall subgroups of \( O(H^*) \) and \( V^* \) is centralized by \( zy \). Since \( zy \) inverts \( C_0 \), it follows that \( C_0 \) and \( V^* \) have coprime orders. Indeed, if not, then \( zy \) would normalize some nontrivial Sylow \( r \)-subgroup \( R_0 \) of \( C_0 \) and \( R^* \) of \( V^* \) for a suitable prime \( r \). But then \( R_0 \) and \( R^* \) would be \( zy \)-invariant Sylow \( r \)-subgroups of \( O(H^*) \) and so would be conjugate by an element of \( C_{o(zy)} \). However, this is impossible as \( zy \) centralizes \( R^* \) and inverts \( R_0 \) and each is nontrivial.

By Lemma 3 (ii), \( C_0 \) has a normal complement \( X^* \) in \( O(H^*) \). Furthermore, \( V^* \leq X^* \) as \( V^* \) and \( C_0 \) have coprime orders. Since \( V^* \) and \( C_0 \) are \( zy \)-invariant Hall subgroups of \( O(H^*) \), it follows that \( C_0 \) leaves invariant some conjugate \( V_0^* \) of \( V^* \) by an element of \( C_{zy} \). In particular, \( zy \) also centralizes \( V_0^* \). Since \( C_0 = [C_0, zy] \), we see that \( C_0 \) also centralizes \( V_0^* \). Hence \( V_0^* \leq N(C_0) = H \). Thus \( V_0^* \leq H \cap O(H^*) \) and consequently \( V_0^* \leq UC_0 \) by Lemma 3 (iv). However, \( V_0^* \) and \( C_0 \) have relatively prime order and therefore \( |V_0^*| \) divides \( |U| \). On the other hand, \( |V^*| = |V_0^*| \) and \( b \) divides \( |V^*| \) as \( B^* \leq V^* \). Hence \( b \) divides \( |U| \). But \( U = O(C_H(zy)) \) by definition and so \( |U| \) is relatively prime to \( b \) by Lemma 2.2 (vi). This contradiction completes the proof of the proposition.

6. Double transitivity of \( G \) in the case \( \epsilon = 1 \). As we have already noted at the beginning of §4, the results of §§1–5 show that parts (i), (ii), and (iii) of Theorem C hold for \( G \) and so it remains only to establish part (iv) of Theorem C. This we shall do in the next two sections.

We thus have that \( G \) is a simple \( QD \)-group of characteristic power \( q \) which satisfies the conclusions of Theorem B and we now assume that \( \epsilon = 1 \), where, by definition, \( q \equiv \epsilon \) (mod 4). Our results imply that \( E = A \), that \( G \) is regular, that \( B = 1 \), and that \( A \) is cyclic of order \( a \) dividing \( \frac{1}{4}(q+1) \) (as \( \epsilon = 1 \)). In particular, \( N = (JT) \times A \).

In this section we shall prove the following basic result:

**Proposition 1.** If \( \epsilon = 1 \), \( G \) has a doubly transitive permutation representation of degree \( q^3 + 1 \) such that if \( G_1 \) denotes the subgroup leaving one letter fixed, then \( G_1 \) has a normal subgroup \( Q \) of order \( q^3 \) which acts regularly on the set of remaining letters and \( G_1/Q \) is cyclic of order \( (q^2 - 1)/d \) with \( d = (q+1)/2a \).

We shall carry out the proof in a sequence of lemmas. However, we first collect some known facts concerning \( N \) and \( G \), which we shall need. First of all, in view of the results of Chapter III, we may, as usual, assume that \( q > 5 \). We have

1. \( JT/(\langle x \rangle) \simeq PGL(2, q) \)

and also

2. \( |N| = 2aq(q - 1)(q + 1) \).

Since \( G \) is regular, the degrees of the characters \( \chi_1, \chi_2, \ldots \) in \( B_0(2, G) \) have the following values:

\[
\begin{align*}
    f_1 &= q^3, \\
    f_2 &= q^2 - q + 1, \\
    f_3 &= q(q^2 - q + 1), \\
    f_4 &= q^2 - q,
\end{align*}
\]

\( f = q^3 + 1. \)
In addition, $\delta_1 = 1$, $\delta_2 = \delta_3 = -1$ (Proposition 3.3.1). Since $b = e = 1$, Proposition 3.3.2* reads

$$|G| = 2aq^3(q-1)(q+1)(q^2-q+1).$$

Note that

$$q - 1 = 2^n - 1 k,$$

where $k$ is an odd integer.

Suppose that $q = p^n$, where $p$ is a prime. Let $Q_0$ denote a Sylow $p$-subgroup of $JT$. This is then a Sylow $p$-subgroup of $N$. If $JT = JT/\langle x \rangle$, then by (1), $N_{JT}(Q_0) = Q_0 W$, where $W$ is cyclic of order $q - 1$. It follows therefore from (1) that

$$N_{JT}(Q_0) = Q_0 W,$$

where the complement $W$ of $Q_0$ is an abelian group which is either cyclic of order $2(q - 1)$ or the direct product of $\langle x \rangle$ with a cyclic group of order $q - 1$. In the latter case, as shown by (5), $JT$ would contain an abelian subgroup of type $(2^{n-1}, 2)$. Since $n \geq 3$, no such subgroup occurs in the Sylow $2$-subgroup $S$ of $G$. Hence we have the former case. In particular, $W$ contains a cyclic subgroup of order $2^n$. After replacing $Q_0$ by a suitable conjugate, we may assume that $S_0 = \langle x \rangle$ occurs in $W$. Then $W = S_0 \times W_0$, where $W_0$ is cyclic of order $k$ and

$$N_{JT}(Q_0) = Q_0 W = Q_0 (S_0 \times W_0).$$

Since $N = (JT) \times A$, it follows at once that

$$N_n(Q_0) = Q_0 (S_0 \times W_0 \times A).$$

Since $q - 1$ and $a = |A|$ are coprime, the group

$$H = S_0 \times W_0 \times A$$

is cyclic of order $2(q - 1)a$.

It follows at once from the structure of $PGL(2, q)$ that $Q_0$ is elementary abelian of order $q$ and that all elements of $Q_0^x$ are conjugate under the action of $H$. Since $\langle x \rangle \times A$ centralizes $Q_0$, it is now clear that $W$ acts transitively on $Q_0^x$ with $x$ the only element of $W^x$ centralizing any element of $Q_0^x$. In particular,

$$C_n(Q_0) = Q_0 \times \langle x \rangle \times A.$$

This is an abelian group of order $2aq$.

Since $E = A$, we also have

$$N(S) = S \times A.$$

We also note that

$$C_n(S_0) = C_n(y) = S_0 \times W_0 \times A$$

and that

$$N(S_0) = \langle C(S_0), z \rangle.$$
We now begin the proof of the proposition.

Lemma 1. If } is a prime dividing $\mathcal{X}=(q-1)/2^n-1$, then $G$ does not contain elements of order $pp_0$.

Proof. Let $P$ be a Sylow $p_0$-subgroup of $W_0$. Since $k$ is coprime to $2, a, q, q+1$ and $q^2-q+1$, it follows that $P$ is a Sylow $p_0$-subgroup of $G$.

If $u \in P$ and $u \neq 1$, we have $S_0 \subseteq C(u)$. Since $(p_0, a)=1$, the equation (9) shows that $u$ cannot centralize a Sylow 2-subgroup of $G$. Hence $C(u)$ has the Sylow 2-subgroup $S_0$. If $u$ is conjugate in $G$ to $u' \in P$, a Sylow group argument shows that $u$ and $u'$ are conjugate in $N(S_0)$. Then (10) and (11) show that $u'=u$ or $u'=u^2$. Also, since $z$ normalizes $S_0$, it normalizes $W_0$ and $P$. A remark above show that $z$ cannot centralize any $u \neq 1$ in $P$. Hence $z$ inverts $P$ and we have $u'=u^\pm1$.

If $v \in N(P)$, then for $u \in P$, $u$ and $u^v$ are conjugate and hence $u^v=u^\pm1$. If $u_1$ and $u_2$ are nonidentity elements of $P$, then $(u_1u_2)^v=(u_1u_2)^{1 \pm 1}$. It is then impossible that $u_1^v=u_1$, $u_2^v=u_2^{1 \pm 1}$. Hence $v$ either centralizes all elements of $P$ or $v$ inverts all elements of $P$. Since we have the latter case for $v=z$, we conclude that

$$N(P) = \langle C(P), z \rangle.$$  

We can now apply the results of [6, III, §IX with $m=2$, in particular (9A) and (9B)]. It follows that the principal $p_0$-block $B_0(p_0, G)$ consists of $(|P|+3)/2$ characters

$$\chi_0 = 1, \psi^{(i)}, \psi^{(i)} \ (i = 1, 2, \ldots, (|P|-1)/2).$$

These are real-valued. There exists a sign $\delta^*$ such that

$$\psi_1(v) = \delta^*$$

for all $p_0$-singular $v \in G$. We have

$$\delta^* + \psi_1(1) = \psi^{(1)}(1)$$

for all $i$. Either $\psi_1(1)$ or $\psi^{(1)}(1)$ is odd. Now any real-valued irreducible character of odd degree lies in $B_0(2, G)$, [6, IV]. Hence either $\psi_1$ or all $\psi^{(i)}$ lie in $B_0(2, G)$. Again the latter case is impossible for $|P| \neq 3$, since Corollary 3.2.1 shows that $B_0(2, G)$ does not contain two different irreducible characters of the same odd degree. If $|P|=3$, we may interchange $\psi_1$ and $\psi^{(i)}$, if necessary. We can then assume that then, too, $\psi_1 \in B_0(2, G)$.

It is now clear that $\psi_1$ is one of the characters $\chi_1, \chi_2, \chi_3$ in $B_0(2, G)$. If $u \neq 1$ is an element of $P$, then, by (12)

$$\psi_1(\sigma u) = \psi_1(\sigma^2 u) = \delta^*.$$  

Now, Proposition 3.2.2 implies that this is not true for $\psi_1=\chi_2$ or $\psi_1=\chi_3$. Hence $\psi_1=\chi_1$. However, $\chi_1$ of degree $3$ has $p$-defect $0$ and vanishes for all $p$-singular elements of $G$. Now (12) shows that we cannot have elements of $G$ which are both $p$-singular and $p_0$-singular. In particular, there do not exist elements of order $pp_0$ in $G$.  
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LEMMA 2. If $u \neq 1$ is a $p$-element of $G$ then $|C(u)|$ divides $2aq^3$.

Proof. As we have already used, $\chi_1$ of degree $q^3$ has $p$-defect 0 and vanishes for all $p$-singular elements of $G$. Since $1 + x_1(u) = \chi_1(u)$ by Proposition 3.2.4, we have $\chi_1(u) = 1$. We now find

$$\frac{G}{|C(u)|} \chi_1(u) = \frac{|G|}{|C(u)|} \frac{1}{q^3 + 1} = \frac{2aq^3(q-1)}{|C(u)|};$$

(cf. (4)). As is well known, this expression is an algebraic integer. Thus, $|C(u)|$ divides $2aq^3(q-1)$. It follows from Lemma 1 that $|C(u)|$ does not contain an odd prime factor of $q-1 = 2^{n-1}k$. If $4$ divides $|C(u)|$, then $C(u)$ contains a conjugate of $T$ or of $\langle y \rangle$. However, $|C(T)| = 2q+1a$ is not divisible by $p$. Neither is $|C(y)|$, cf. (10). Hence, $4$ does not divide $|C(u)|$ and $|C(u)|$ must divide $2aq^3$ as had been stated.

LEMMA 3. If $Q$ is a Sylow $p$-subgroup of $C(Q_0)$, then $Q$ is characteristic in $C(Q_0)$ and

$$C(Q_0) = Q(A \times \langle x \rangle).$$

Proof. Since $Q_0$ is abelian, we have $Q_0 \triangleleft C(Q_0)$ and hence $Q_0 \triangleleft Q$. By (8), $\langle x \rangle \times A$ belongs to $C(Q_0)$ and Lemma 2 shows that $\langle x \rangle \times A$ is a Hall subgroup of $C(Q_0)$. If $r \in \langle x \rangle \times A$ and if $r$ has even order, then $C(r) \subseteq C(x) = N$ and hence $C(r) = N$. If $r$ has odd order, then $r \in A$ and if $r \neq 1$, by Theorem B, $C(r) \subseteq N$ and again $C(r) = N$. A Sylow group argument shows that if two elements $r_1$ and $r_2$ of $\langle x \rangle \times A$ are conjugate in $G$, they are conjugate in $N(S)$. It follows from (9) that then $r_1 = r_2$. We conclude therefore from Burnside's transfer theorem that $\langle x \rangle \times A$ has a normal complement in $C(Q_0)$. Since this normal complement is a Sylow $p$-subgroup of $C(Q_0)$ by Lemma 2, $C(Q_0)$ has a unique Sylow $p$-subgroup $Q$ and $Q$ is characteristic in $C(Q_0)$. Also, (14) holds.

On account of (6) and (7), $H$ normalizes $Q_0$. Then $H$ normalizes $C(Q_0)$. On account of Lemma 3, $H$ normalizes $Q$. Thus, we have

LEMMA 4. The group $Q$ is normalized by the cyclic group $H$ of order $2(q-1)a$.

We show next

LEMMA 5. The group $Q$ is a Sylow $p$-subgroup of $G$.

Proof. Suppose first that we had $Q = Q_0$. By (14)

$$C(Q_0) = Q_0 \times A \times \langle x \rangle.$$ 

Since the elements of $N(Q_0)$ normalize $C(Q_0)$, they normalize $\langle x \rangle$, i.e. they lie in $N$. Then $Q_0$ is a Sylow $p$-subgroup of $N(Q_0)$. As $Q_0$ is certainly not a Sylow $p$-subgroup of $G$, this is impossible by the elementary properties of $p$-groups.

Hence $Q_0 \subseteq Q$. Since $Q_0$ and $Q$ are normalized by $H$, the set $Q - Q_0$ consists of full classes of elements conjugate with regard to $H$. Suppose that $u \in Q - Q_0$ is
centralized by an element \( r \neq 1 \) of \( H \). Lemma 1 implies that \( r \) has order prime to \( k \) and then (7) shows that \( r \in S_0 \times A \). If \( r \) has even order, then \( u \) centralizes \( x \) and then \( u \in Q \cap N = Q_0 \), a contradiction. Thus \( r \in A^\# \). By Theorem B, \( C(r) = N \) and again \( u \in Q \cap N = Q_0 \), which is impossible.

Hence \( u \in Q - Q_0 \) is not centralized by any element \( r \) of \( H^\# \). It follows that the class of \( H \)-conjugates of \( u \) consists of \( |H| = 2(q-1)a \) elements. Hence \( |Q| - |Q_0| \) is divisible by \( 2(q-1)a \).

Set \( |Q:Q_0| = p^h; h \geq 1 \). It follows that \( p^h - q = 2(q-1)ac \) with integral \( c > 0 \). Then \( q \) divides \( 2ac \) and as \( (q, 2a) = 1 \), \( q \) divides \( c \), say \( c = qc_0 \) with integral \( c_0 > 0 \).

We now have

\[
p^h - 1 = 2(q-1)ac_0.
\]

Since \( p^h - 1 \) is divisible by \( q - 1 = p^m - 1 \), we see that \( h \) is divisible by \( m \). Since \( a \neq 1 \), we have, \( p^h - 1 > p^m - 1 \) and consequently \( h \geq 2m \). Thus \( |Q:Q_0| \geq p^{2m} = q^2 \) and therefore \( |Q| \geq q^3 \). But now it follows from (4) that \( |Q| = q^3 \) and that \( Q \) is a Sylow \( p \)-subgroup of \( G \), as we wished to show.

Now Lemma 4 yields that

\[
N(Q) \supseteq QH
\]

and that \( |N(Q)| \geq q^3(2(q-1)a) \).

We are now in a position to establish Proposition 1. Since \( G \) has an irreducible character \( \chi_1 \) of \( p \)-defect 0, a theorem of Green (cf. [23] or [29]) implies that there exists a Sylow \( p \)-subgroup \( Q_1 \) of \( G \) with \( Q \cap Q_1 = 1 \).

This implies that the \( q^a \) groups \( Q^u \) with \( u \in Q \) are distinct. Since these groups are different from \( Q \), the set \( \Omega \) of all Sylow \( p \)-subgroups consists of at least \( q^a + 1 \) members. On the other hand, \( |\Omega| = |G: N(Q)| \), whence, by (4),

\[
q^a + 1 \leq 2aq^2(q-1)(q+1)(q^2 - q + 1)/|N(Q)|.
\]

Thus \( |N(Q)| \leq 2aq^3(q-1) \). Since we have proved the reverse inequality, we have equality and (15) becomes

\[
N(Q) = QH.
\]

It also follows that \( |\Omega| = q^a + 1 \) and that \( \Omega = \{ Q \} \cup \{ Q^u \mid u \in Q \} \).

Now Proposition 1 is evident. Indeed, if we let \( G \) act by conjugation on \( \Omega \), we obtain a transitive permutation representation \( R \) of \( G \) of degree \( q^a + 1 \). As \( G \) is simple, this representation is faithful. The subgroup \( G_1 \) of \( G \) fixing the element \( Q \in \Omega \) is \( N(Q) \). The normal subgroup \( Q \) of \( N(Q) \) is transitive on the set \( \Omega - \{ Q \} \). Thus, \( R \) is doubly transitive. It is also clear that no element of

\[
\Omega - \{ Q \} = \{ Q^u \mid u \in Q \}
\]

is fixed by a nonidentity element of \( Q \). This means that \( Q \) acts regularly on \( \Omega - \{ Q \} \).

Finally, (16) shows that \( N(Q)/Q \), which is isomorphic to \( H \), is a cyclic group of order \( |H| = 2a(q-1) \), i.e. of order \( (q^2 - 1)/d \) with \( d = (q+1)/2a \).

This concludes the proof of Proposition 1.
Remark. It should be pointed out that work on a characterization of $PSU(3, q)$, $q$ odd, by means of centralizers of involutions was begun by Suzuki a number of years ago. The earlier parts of the work had some overlap with Proposition 1 above and also paralleled that of an earlier, unpublished version of [8]. In particular, he was able to construct a projective space on which the group $G$ acted. However, it was not possible to prove that the space was Desarguesian. It was his later investigation [28] which enabled him to complete this portion of the work in the case that the subgroup $H$ above has order $q^2 - 1$ (that is, $q \not\equiv -1 \pmod{3}$ and $d=1$) using a nongeometric approach involving generators and relations for $G$. Using the method of block designs, O'Nan [24*] has recently been able to treat the case that $|H| = (q^2 - 1)/d$, where $d=(q+1, 3)$. Combined with the results of the following section, his work completes the characterization of $PSU(3, q)$, $q$ odd.

7. The value of $d$ in the case $\epsilon = 1$. In this section $G$ will be a group which satisfies the same assumptions as in §6. We shall use the same notation. To complete the proof of part (iv) of Theorem C, it remains to establish that the integer $d=(q+1, 3)$. Here

$$d = (q+1)/2a$$

with $a = |A|$ dividing $(q+1)/2$.

Proposition 1. Let $p_0$ be an odd prime which divides $(q+1)/2$. If $p_0 \neq 3$, then $p_0 | a$.

Proof. Let $P_0$ denote a Sylow $p_0$-subgroup of $J$. Then $|P_0|$ is the highest power of $p_0$ dividing $q+1$. Suppose that $p_0$ does not divide $a$. Then the formula §6, (4) shows that $P_0$ is a Sylow $p_0$-subgroup of $G$.

It follows from Lemma 2.4.2 that $P_0$ is cyclic and that for a suitable choice of $P_0$

$$N(P_0) = \langle C(P_0), yz \rangle,$$

where the involution $yz$ inverts $P_0$. Again, the results of [6, III, §IX] apply with $m=2$. The principal $p_0$-block $B_0(p_0, G)$ then consists of $(|P_0|+3)/2$ characters

$$1, \psi_1, \psi^{(0)} (i = 1, 2, \ldots, (|P_0|-1)/2).$$

These are real-valued. As $|P_0| \neq 3$, $\psi_1(1)$ is odd.

Again, it follows that $\psi_1$ is one of the characters $\chi_1, \chi_2, \chi_3$ of the principal 2-block $B_0(2, G)$. There exists a sign $\delta^*$ such that

$$\delta^* + \psi_1(1) = \psi^{(0)}(1).$$

For all $p_0$-singular elements $u$ of $G$, we have

$$\psi_1(u) = \delta^*.$$

The orthogonality relations applied to $\psi_1|P_0$ then show that

$$\psi_1(1) \equiv \delta^* \pmod{|P_0|}.$$
Since $q \equiv -1 \pmod{|P_0|}$, we have

$$f_2 = q^2 - q + 1 \equiv 3, \quad f_3 = q(q^2 - q + 1) \equiv -3 \pmod{|P_0|}$$

and on comparing this with (3), we see that $\psi_1 \neq \chi_2, \chi_3$. Hence $\psi_1 = \chi_1, \psi_1(1) = f_1 = q^2$ and (3) shows that $\delta^* = -1$. Now, by (1)

$$\psi(0)(1) = q^3 - 1.$$ 

As a degree of an irreducible character, $q^3 - 1$ divides $|G|$. Then $q^3 + q + 1$ divides $|G|$. However, $q^2 + q + 1$ is coprime to $q, q + 1$, and $q^2 - q + 1$ while the greatest common divisor of $q^2 + q + 1$ and $q - 1$ is 1 or 3. Since $q^2 + q + 1 > 3$, the formula §6, (4) for $|G|$ yields a contradiction.

In the case $p_0 = 3$, we have

**Proposition 2.** If $q + 1 \equiv 0 \pmod{9}$, then $3|a$.

**Proof.** Suppose that $a \not\equiv 0 \pmod{3}$. Let $P_0$ be a Sylow 3-subgroup of $C_0$. Then the order $|P_0| = 3^h$ is the highest power of 3 dividing $q + 1$ and, by assumption, $h \geq 2$. Since $P_0 \leq J$, by Lemma 2.4.2, $P_0$ is cyclic, say, $P_0 = \langle \sigma \rangle$.

Since $\sigma$ normalizes the abelian group $C_0$, it normalizes $P_0$. As $\sigma$ inverts $P_0 \leq C_0 \cap J$ and inverts $t$ (mod $C$), it follows directly that $t$ centralizes $P_0$.

Since $t \not\in P_0$, the group $P = \langle P_0, t \rangle$ is abelian of order at least $3^{h+1}$. On the other hand, formula (4) of §6 shows that $3^{h+1}$ is the highest power of 3 dividing $|G|$. Hence $|P| = 3^{h+1}$ and $P$ is a Sylow 3-subgroup of $G$. Either $P$ is cyclic of order $3^{h+1}$ or it is of type $(3^h, 3)$.

All fusion in the abelian Sylow group $P$ takes place in $V(P)$. Since $u$ and $uy = u^{-1}$ are conjugate in $G$, they are conjugate in $V(P)$ and $N(P)$ contains a 2-element $x_0$ which inverts $u$. Hence

$$N(P) \supseteq \langle C(P), x_0 \rangle \supseteq C(P).$$

If $P$ is cyclic, $N(P)/C(P)$ is isomorphic to a subgroup of the multiplicative group of coprime residue classes of integers mod $3^{h+1}$. Since $|N(P)/C(P)|$ is prime to 3, this order must be 2 and $x_0$ inverts $P$. Furthermore, $|C(P)|$ must be odd; otherwise $P$ would centralize an involution and hence a conjugate of $P$ would be contained in $N$. However, under our present assumptions, $P_0$ is a Sylow 3-subgroup of $N$ and, as $|P_0| < |P|$, we would reach a contradiction. Thus $|C(P)|$ is odd. Since $x_0^2$ centralizes $P$, it follows that $x_0^2$ is odd and hence that $x_0$ is an involution.

We shall show that the same conclusions hold if $P$ is of type $(3^h, 3)$. We let $N(P)$ act by conjugation on $P$ and obtain a faithful representation of $N(P)/C(P)$ by automorphisms of $P$. Since $N(P)/C(P)$ has order prime to 3 and since $h > 1$ by assumption, it follows that this representation is decomposable (cf. [19, Theorem 5.2.2]). Hence there exists a basis $\{w_1, w_2\}$ of $P$, say with $w_1$ of order $3^h$ and $w_2$ of order 3 such that every element of $N(P)$ maps $w_i$ on a power of $w_i$ ($i = 1, 2$). In particular, this implies that $w_2$ is not conjugate in $G$ to a power of $w_1$. 
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Furthermore, we see in this case that $N(P)/C(P)$ is an elementary abelian 2-group of order 2 or 4. However, if this order were 4, it would follow that $|C(w_2)|$ is even. But then $w_2$ would be conjugate to an element of $N$. Since $P_0$ is a Sylow 3-subgroup of $N$ and $\Omega_1(P_0) = \langle w_2^{3^{-1}} \rangle$, $w_2$ would thus be conjugate to a power of $w_1$, which we have just shown not to be the case. Therefore $|N(P)/C(P)| = 2$ and we conclude that

$$N(P) = \langle C(P), x_0 \rangle,$$

where $x_0$ is a 2-element which inverts $P$. We have just noted that $|C(w_2)|$ is odd. Since $x_0^2$ centralizes $w_2$, $x_0^2$ has odd order and so $x_0$ is an involution.

Now the results of [6, III, §IX] can be applied and, as in the proof of Proposition 1, we obtain a contradiction. This establishes the lemma.

As before, let $p_0$ denote an odd prime dividing $q + 1$ and let $P_0$ denote a Sylow $p_0$-subgroup of $W$. Then $P_0$ is a cyclic group of order $|P_0| = p_0^k$, where $p_0^k$ is the highest power of $p_0$ dividing $q + 1$. Let $P_1$ denote a Sylow $p_0$-subgroup of $A$. Then $|P_1| = p_0^h$ is the highest power of $p_0$ dividing $a$. Then $P_1$, too, is a cyclic group. We shall assume that $P_1 \neq 1$. As we have shown, this is so if $p_0 \neq 3$ and if $p_0 = 3$ and $h \geq 2$.

Since $a | q + 1$, we have $h \geq k$. We set $P_0 = \langle u_0 \rangle$, $P_1 = \langle u_1 \rangle$ and $P = P_1 \times P_2$.

If $\eta$ is an automorphism of $P$, we have formulas

$$\eta: u_0 \rightarrow u_0^\alpha u_1^\beta, \quad u_1 \rightarrow u_0^\gamma u_1^\delta,$$

where $\alpha, \beta, \gamma, \delta$ are integers with $\alpha$ and $\gamma$ to be taken modulo $p_0^k$ and with $\beta$ and $\delta$ to be taken modulo $p_0^h$. We then have a representation of the automorphism group of $P$ by matrices

$$\begin{pmatrix} \alpha & \beta \\ \gamma & \delta \end{pmatrix}; \quad (\alpha, \gamma \mod p_0^k; \beta, \delta \mod p_0^h)$$

of this type. Since automorphisms of $N(P)$ map $u_1$ on elements of order $p_0^h$, we see that $\gamma$ is divisible by $p_0^{h-k}$, say,

$$\gamma = p_0^{h-k}\gamma_0.$$

In particular, if we let $N(P)$ act on $P$ by conjugation, we obtain a representation $R$ of $N(P)$ with the kernel $C(P)$. We prove

**Lemma 1.** The elements $y$ and $t$ belong to $N(P)$. We have

$$R(y) = \begin{pmatrix} -1 & 0 \\ 0 & 1 \end{pmatrix},$$

Set

$$R(t) = \begin{pmatrix} \alpha & \beta \\ \gamma & \delta \end{pmatrix}.$$

If $p_0 \neq 3$, we must have $h = k$ and

$$2\alpha + 1 \equiv 0, \quad \alpha \equiv \delta, \quad 4\beta \gamma \equiv -3 \pmod{p_0^h}.$$
If \( p_0 = 3 \) and if \( h \neq k + 1 \), then \( k = 1, h \geq 3 \), and

\begin{align*}
(8) \quad &\alpha = 1 + 3^{h-1} \alpha_0, \quad \gamma = 3^{h-1} \gamma_0, \quad \alpha_0 + \beta \gamma_0 \equiv 0, \quad \alpha_0 \equiv 0 \pmod{3}, \\
&\text{where } \alpha_0 \text{ is an integer.}
\end{align*}

**Proof.** Since \( y \) and \( t \) normalize \( C_0 = W_0 \times A \) (cf. §1), they normalize the unique Sylow \( p_0 \)-subgroup \( P = P_0 \times P_1 \) of \( C_0 \). Hence \( y, t \in N(P) \). The formula (6) is immediate as \( y \) inverts \( W \) and centralizes \( A \). Define \( \alpha, \beta, \gamma, \delta \) by (4). Since \( t^2 \equiv t^{-1} \pmod{C} \) then

\[
R(t^{-1}) = R(t^2) = \begin{pmatrix} \alpha^2 + \beta \gamma & (\alpha + \delta) \beta \\ (\alpha + \delta) \gamma & \delta^2 + \beta \gamma \end{pmatrix}.
\]

Also, \( ty \equiv yt^{-1} \pmod{C} \) and hence

\[
R(ty) = \begin{pmatrix} -\alpha & \beta \\ -\gamma & \delta \end{pmatrix} = R(yt^{-1}) = \begin{pmatrix} -(\alpha^2 + \beta \gamma) & -(\alpha + \delta) \beta \\ (\alpha + \delta) \gamma & \delta^2 + \beta \gamma \end{pmatrix}.
\]

Thus,

\begin{align*}
(9) \quad &\alpha^2 + \beta \gamma \equiv \alpha, \quad (\alpha + \delta) \gamma = -\gamma \pmod{p_0^3}, \\
&\alpha + \delta \beta \equiv -\beta , \quad \delta^2 + \beta \gamma \equiv \delta \pmod{p_0^3}.
\end{align*}

Now \( R(t^{-1}) \) can be written in the form

\[
R(t^{-1}) = \begin{pmatrix} \alpha & -\beta \\ -\gamma & \delta \end{pmatrix}.
\]

On multiplying with \( R(t) \), we find

\begin{align*}
(10) \quad &\alpha^2 - \beta \gamma \equiv 1, \quad (\alpha - \delta) \gamma \equiv 0 \pmod{p_0^3}, \\
&(\alpha - \delta) \beta \equiv 0, \quad \delta^2 - \beta \gamma \equiv 1 \pmod{p_0^3}.
\end{align*}

Before discussing these congruences, we observe that in (5), \( \gamma_0 \equiv 0 \pmod{p_0} \). Indeed, suppose that \( \gamma_0 \equiv 0 \pmod{p_0} \). The definition of \( R(t) \) shows that

\[
u_1^* = u_0^* u_1^*.
\]

Raising this to the exponent \( p_0^5 - 1 \) and using (5) and \( \gamma_0 \equiv 0 \pmod{p_0} \), we see that if \( u^* \) is the \( p_0^5 - 1 \)st power of \( u_1 \), we have

\[
(u^*)^d = (u^*)^d.
\]

Now \( u^* \) is an element different from 1 of \( P_1 \leq A \). Then \( C(u^*) \) has the Sylow 2-group \( S \) and since \( u^* \) and \( (u^*)^d \) are conjugate in \( G \), they are conjugate in \( N(S) = SC(S) = S \times E = S \times A \). Here we have used Lemma 2.1.1 and Proposition 1.1 to determine the structure of \( N(S) \). Hence \( (u^*)^d = u^* \) i.e. \( t \) centralizes \( u^* \). But then by Theorem B, \( t \in N \). This is not true as \( x^t = xz \). Thus, \( \gamma_0 \equiv 0 \pmod{p_0} \).

As a second preliminary remark, we shall show that if \( \delta \equiv 1 \pmod{p_0} \), we have \( \beta \equiv 0 \pmod{p_0} \). In order to do this, we form a linear character \( \theta \) of \( E = A \) whose
value for a generator of $A$ is a primitive $p_0$th root of unity. Then $\theta$ defines a 2-block $B_\theta$ of $G$ of full defect, cf. Chapter III, §5. Since $N=TA \times A$ by Lemma 1.1 as $B=1$, $\theta$ can be extended to a character $\theta_N$ of $N$ which is trivial on $TA$ and which then is trivial on $S \subseteq TA$. Thus $B_\theta$ satisfies the condition (*) of Chapter 3, §6. Since $\theta \neq 1$, Proposition 3.7.6 shows that $B_\theta$ has a minor subsection $(x, b)$. Now Proposition 3.6.2 shows that $t$ does not stabilize $\theta_C$. Here, $\theta_C$ is trivial on $P_0$ and if we set $A=P_1 \times A^*$, $\theta_C$ is trivial on the group $A^*$ of order prime to $p_0$. On the other hand, $\theta_C(u_1)$ is a primitive $p_0$th root of unity. Now

$$\theta_C(t^{-1}u_0 t) = \theta_C(u_0^2 u_1^2) = \theta_C(u_1)^0, \quad \theta_C(t^{-1}u_1 t) = \theta_C(u_0^2 u_1^2) = \theta_C(u_1)^0.$$ 

If we had $\beta \equiv 0 \pmod{p_0}$, $\delta \equiv 1 \pmod{p_0}$, we would have $(\theta_C|P)^{t^{-1}} = \theta_C|P$ and as $\theta_C$ and $\theta_C$ are trivial on the set of elements of $C$ of order prime to $p_0$, then $\theta_C^{-1} = \theta_C$, a contradiction. Hence if $\delta \equiv 1 \pmod{p_0}$, we must have $\beta \neq 0 \pmod{p_0}$.

We now discuss the congruences (9) and (10). They imply that

$$(2\alpha + 1)(\alpha - 1) = 2\alpha^2 - \alpha - 1 \equiv 0 \pmod{p_0},$$

$$(2\delta + 1)(\delta - 1) = 2\delta^2 - \delta - 1 \equiv 0 \pmod{p_0}.$$ 

Moreover, we have $\alpha^2 \equiv 1 + \beta \gamma \equiv \delta^2 \pmod{p_0}$, i.e. $\alpha \equiv \pm \delta \pmod{p_0}$.

Suppose first that $p_0 \neq 3$. Since the greatest common divisor of $2\alpha + 1$ and $\alpha - 1$ divides 3, we have either $\alpha \equiv 1 \pmod{p_0}$ or $2\alpha \equiv -1 \pmod{p_0}$.

If $\alpha \equiv 1 \pmod{p_0}$, (9) implies $\beta \gamma \equiv 0 \pmod{p_0}$. On account of (5), then $\beta \gamma_0 \equiv 0 \pmod{p_0}$. This is impossible since $k > 0$ by Proposition 1 and since we have shown that $\beta \neq 0 \pmod{p_0}$, $\gamma_0 \neq 0 \pmod{p_0}$. (We here have $\delta \equiv 1 \pmod{p_0}$.)

Thus, $2\alpha - 1 \equiv 0 \pmod{p_0}$ or, if we use fractions $\pmod{p_0}$, $\alpha \equiv -\frac{1}{2} \pmod{p_0}$. Then $\delta \equiv \pm \alpha \equiv \pm \frac{1}{2} \pmod{p_0}$. Now (11) shows that we have $\delta \equiv -\frac{1}{2} \pmod{p_0}$.

By (9),

$$\beta \gamma \equiv \alpha - \alpha^2 \equiv \frac{1}{4} \pmod{p_0}.$$ 

It follows from (5) that $h = k$. This shows that the lemma holds for $p_0 \neq 3$.

Assume now that $p_0 = 3$. If $h \geq 2$, Proposition 2 shows that $k \geq 1$. For $h = 1$, we still have $k > 0$ since we assume $h \neq k + 1$. It now follows from (11) that $\alpha \equiv 1 \pmod{3}$, $\delta \equiv 1 \pmod{3}$.

If $h = 1$, we must have $k = 1$. It follows from (9) and (5) that

$$\beta \gamma_0 = \beta \gamma \equiv 0 \pmod{3}.$$ 

This is impossible since, as was shown, $\beta \neq 0$, $\gamma_0 \neq 0 \pmod{3}$.

Suppose then $h \geq 2$. Since $\alpha \equiv 1 \pmod{3}$, $\alpha - 1$ and $2\alpha + 1$ have the greatest common divisor 3. Now (11) shows that $\alpha \equiv 1 \pmod{3^{h-1}}$ or that $\alpha \equiv -\frac{1}{2} \pmod{3^{h-1}}$.

Suppose first that $\alpha \equiv -\frac{1}{2} \pmod{3^{h-1}}$. By (9) and (5)

$$3^{h-k} \beta \gamma_0 = \beta \gamma \equiv -\frac{1}{4} - \frac{1}{4} = -\frac{1}{2} \pmod{3^{h-1}}.$$ 

If $h > 2$, then $h - k = 1$, which was excluded. If $h = 2$, we see that $h \neq k$ and then $k = 1$, i.e. we would still have $h - k = 1$.

Thus, our assumption $h - k \neq 1$ implies that $\alpha \equiv 1 \pmod{3^n - 1}$. Set $\alpha = 1 + \alpha_0 3^{n-1}$. Then by (9) and (5)

$$3^{h-k} \beta \gamma_0 \equiv -\alpha^2 \equiv -\alpha_0 3^{n-1} \pmod{3^n}.$$ 

This implies $k = 1$ and $\beta \gamma_0 \equiv -\alpha_0 \pmod{3}$. Since $\beta \neq 0$, $\gamma_0 \neq 0 \pmod{3}$, we have the situation described in Lemma 1 and the proof is complete.

As an immediate consequence of the lemma, we prove

**Proposition 3.** If $q \equiv -1 \pmod{3}$, we have $d = 1$. If $q + 1$ contains 3 with the exact exponent $h > 0$, we have either $d = 3$ or $d = 3^{h-1}$.

**Proof.** We know that $d$ has the value $(q+1)/2a$. It follows from Lemma 1 that for any odd prime $p_0$ dividing $q+1$, the exponent $h$ of $p_0$ in $q+1$ and the exponent $k$ of $p_0$ in $a$ are equal. Hence $(q+1)/2a$ can only be divisible by the prime 3. For $p_0 = 3$, we have either $h = k + 1$ and then $d = 3$ or else $k = 1$, i.e. $d = 3^{h-1}$.

In view of Proposition 3, either part (iv) of Theorem C holds or $q+1$ is divisible by 3 to the exact exponent $h > 2$ and $d = 3^{h-1}$. In the balance of the section, we shall show that this case cannot occur by proving

**Proposition 4.** If $q + 1$ is divisible by 3, then $d = 3$.

We shall carry out the proof by contradiction in a sequence of lemmas. Thus we assume $h > 2$ and $d = 3^{h-1}$. Since $d = (q+1)/2a$, this implies that $a$ is divisible by 3 to the first power only. We preserve the notation $P_0$, $P_1$, $P = P_0 \times P_1$, $u_0$, $u_1$. Under the present assumptions, $P_0$ is cyclic of order $3^h$ and $P_1$ has order $3 = 3^1$. By Lemma 1, $Q = \langle P, t \rangle$ has order $3^{h+2}$. Formula (6.4) for $|G|$ shows that $Q = \langle P_0 \times P_1, t \rangle$ is a Sylow 3-subgroup of $G$.

Furthermore, the proof of Lemma 1 shows that we have formulas

$$t^{-1}u_0 t = u_0^\gamma u_1^\delta, \quad t^{-1}u_1 t = u_0^\gamma u_1^\delta,$$

where

$$\gamma = 3^{h-1} \gamma_0, \quad \alpha = 1 + 3^{h-1} \alpha_0, \quad \delta \equiv 1 \pmod{3}, \quad \alpha_0 + \beta \gamma_0 \equiv 0 \pmod{3},$$

and

$$\gamma_0 \not\equiv 0 \pmod{3}, \quad \alpha_0 \not\equiv 0 \pmod{3}, \quad \beta \not\equiv 0 \pmod{3}.$$

Since $(\beta, 3) = 1$, we can replace $u_1$ by $u_1^\gamma$. Then $\beta$ is replaced by 1. We can also choose $\delta = 1$. For simplicity, we set

$$l = 3^{h-1}.$$

Thus we have

$$t^{-1}u_0 t = u_0^l + i\alpha_0 u_1, \quad t^{-1}u_1 t = u_0^{-l} i\alpha_0 u_1.$$
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The proof of Lemma 1 also shows that

\[(14) \quad y^{-1}u_0y = u_0^{-1}, \quad y^{-1}u_1y = u_1, \]

and

\[(15) \quad tu_0t^{-1} = u_0^{t}u_0^{-1}, \quad tu_1t^{-1} = u_0^{t}u_1. \]

Note that formulas (13) and (15) remain the same when \(t\) is replaced by an arbitrary element of \(tP = t(P_0 \times P_1)\).

**Lemma 2.** We have \(Q' = \langle u_0, u_1 \rangle = \Omega_1(P)\) and \(Z(Q) = \langle u_0^\sigma \rangle = \Theta^1(P)\).

**Proof.** These assertions follow immediately from (12) and (13).

The next lemma is very close to Lemma 2.2.

**Lemma 3.** If \(w\) is a nonidentity element of \(P\), then we have

(i) If \(w \in P_1^3\) with \(v = 0, 1, \) or \(-1\), then \(C(w) = N_1\).

(ii) If \(w \in \Theta^1(P)\), then \(C(w) = \langle C, t \rangle\).

(iii) In all other cases, \(C(w) = C\).

**Proof.** First of all, if \(w \in P_1\), \(C(w) = N\) as \(G\) satisfies the conclusion of Theorem B and (i) follows at once.

We can therefore assume that \(w \notin P_1^3\) for any \(v\). We set \(K = C(w)\), so that \(C = C_0T = (W \times A)T \subseteq K\). Let \(R\) be a Sylow 2-subgroup of \(K\) containing \(T\) and suppose \(R \supset T\). Since \(R\) is dihedral or quasi-dihedral, \(x_i \in Z(R)\) for some \(i\), \(1 \leq i \leq 3\). Since \(t\) cyclically permutes \(x_1, x_2, x_3\), it follows that \(R_1 = R'^j \subseteq N\) for some \(j = 0, 1, \) or \(-1\) and that \(R_1\) centralizes \(w_1 = w'^j\). But \(R_1 \supset T\) and \(w_1 \in P\). However, by the structure of \(N = (JT) \times A\), we clearly have \(C_0(\omega) = P_1\), whence \(w_1 \in P_1\) and so \(w \in P_1^3\), \(v = 0, 1, -1\), contrary to assumption. We conclude that \(T\) is a Sylow 2-subgroup of \(K\).

Since \(w \notin P_1\), Lemma 2.4.2(i), applied to \(N/O(N) = N/A\), implies that \(N \cap K = C_0(w) = C\). Since \(w \notin P_1^3\) or \(P_1^3\), it follows similarly that \(C(x_i) \cap K = C_i, 1 \leq i \leq 3\).

In particular, since \(O(K)\) is \(T\)-invariant, it follows from the \(T\)-decomposition of \(O(K)\) that \(O(K) \subseteq C_0\).

Suppose first that \(K\) has a normal 2-complement, whence \(K = C_0T = C\) and \(t \notin K\). Moreover, \(w \notin \langle u_0^\sigma \rangle = \Theta^1(P)\). Indeed, \(y\) inverts \(t \pmod{C}\), \(y\) inverts \(P_0\), and \(t\) normalizes \(\Theta^1(P) = \Theta^1(P_0)\), which forces \(t\) to centralize \(\Theta^1(P_0)\). Since \(t \notin K\), the assertion follows and so (iii) holds in this case.

Assume then that \(K\) does not have a normal 2-complement, in which case \(N_0(T) = C_0(T) = C\) and so \(t \in K\). Equation (13) now implies that \(w \in \langle u_0^\sigma \rangle = \Theta^1(P)\). Thus it remains only to show that (ii) holds in this case. We set \(\bar{K} = K/O(K)\) and apply the main theorem of [22] to obtain that \(\bar{K}\) contains a normal subgroup \(\bar{L}\) of odd index isomorphic to \(PSL(2, q')\), \(q'\) odd. Since \(C_0(x) = K \cap N = C\), as we have shown above, \(C_L(\bar{x}) \subseteq \bar{C}\). However, \(C_L(\bar{x})\) is dihedral of order \(q' - \epsilon'\), where \(q' = \epsilon' \pmod{4}\) and \(\epsilon' = \pm 1\) by Lemma 2.5.7(i) and consequently \(C_L(\bar{x}) = \bar{T}\).
whence \( q'-e'=4 \). Thus \( q'=3 \) or 5 and it follows in either case that \( K=L^* \) and that \( C_0=1 \). In particular, \( C_0=O(K) \).

If \( q'=3 \), then \( K=\langle C_0, T, t \rangle=\langle C, t \rangle \) and (ii) holds. To complete the proof, we show that the case \( q'=5 \) cannot occur. Indeed, since \( C_K(C_0)=C_K(O(K)) \) is normal in \( K \) and contains \( T \), the assumption \( q'=5 \) would force \( C_K(C_0)=K \) inasmuch as \( K/O(K) \) is simple. But then \( t \) would centralize \( C_0 \) and so would also centralize \( P \), contrary to equation (13). Thus all parts of the lemma hold.

**Lemma 4.** We have \( C_0(t) \subseteq Q \).

**Proof.** If false, \( t \) centralizes an element \( u^* \) of \( C_0 \) of prime order \( p^* \neq 3 \). The Sylow \( p^* \)-subgroup \( P^* \) of \( C_0 \) is the direct product of the Sylow \( p^* \)-subgroups \( P^* \) of \( W \) and \( P^* \) of \( A \), which by Proposition 3 are cyclic of the same order. We claim that \( t \) centralizes \( R^* = \Omega_2(P^*) \). Indeed, \( t \) centralizes \( u^* \in R^* \); so either this is true or \( C_{R^*}(t) = \langle u^* \rangle \). However, as \( y \) inverts \( t \) (mod \( C \)), \( C_{R^*}(t) = \langle u^* \rangle \) is \( y \)-invariant. Since \( R^*/\langle u^* \rangle \) has order \( p^* \) and since \( y \) inverts \( t \) (mod \( C \)), it would follow in the latter case that \( t \) centralizes \( R^*/\langle u^* \rangle \). But then as \( t \) is a 3-element and \( p^* \neq 3 \), this would imply that \( t \) centralizes \( R^* \). We thus conclude that \( t \) centralizes \( R^* \) and hence centralizes \( R^*_t = \Omega_1(P^*_t) \). Since \( R^*_t \) is normal in \( N \) and \( G=\langle N, t \rangle \) by Proposition 3.7.8, \( R^*_t \) is normal in \( G \), contrary to the simplicity of \( G \).

**Lemma 5.** We have

\[
C(P) = C, \quad N(P) = N(T) = \langle C, y, t \rangle, \\
C(Q) = Z(Q), \quad N(Q) = \langle Q, z^* \rangle,
\]

where \( z^* \) is an involution of \( C_y \) which inverts \( P_0 \) and centralizes \( P_1 \).

**Proof.** Since \( C=C_0T \) and \( C_0 \) is abelian, \( C \) centralizes \( P \). Since by Lemma 2 (iii), \( C(u_0)=C \), we find \( C(P)=C \). An element \( w \) of \( N(P) \) normalizes \( C(P) \) and hence the unique Sylow 2-subgroup \( T \) of \( C(P)=C \). Thus,

\[
w \in N(T) = \langle C, y, t \rangle.
\]

On the other hand, every element of \( N(T) \) normalizes \( C=C(T) \) and hence the unique Sylow 3-subgroup \( P \) of \( C \). Thus, \( N(P)=N(T) \).

We have \( Q=\langle P, t \rangle \) and so

\[
C(Q) = (C(P) \cap C(t)) = C \cap C(t) = C_0(t).
\]

However, by the preceding lemma, \( C_0(t) \subseteq Q \). Thus, \( C(Q)=Z(Q) \).

The subgroup \( CQ \) is normal of index 2 in \( N(T)=\langle C, y, t \rangle \) and so by the Frattini argument \( N_{N(T)}(Q) \) contains an involution \( z^* \). Since \( t \) cyclically permutes the involutions of \( T \), clearly no involution of \( C \) normalizes \( Q \), so \( z^* \notin C \). Replacing \( Q \) (equivalently \( t \)) by a suitable conjugate, we can assume without loss that \( z^* \in CD-C = C_y \). Thus, \( z^* \) inverts \( P_0 \) and centralizes \( P_1 \).
We have $\langle Q, z^* \rangle \leq N_{NT}(Q)$, and we argue next that equality holds. Indeed, either this is the case or there exists an element $u^*$ of $C$ of prime order $p^* \neq 3$ which normalizes $Q$. But $t$ normalizes the unique Sylow $p^*$-subgroup $P^*$ of $C$ and consequently $[t, u^*] \in Q \cap P^* = 1$. Thus $t$ centralizes $u^*$ and so $u^* \in C(t)$, contrary to Lemma 4. Hence

\begin{equation}
N_{NT}(Q) = \langle Q, z^* \rangle.
\end{equation}

Thus to complete the proof of the lemma, we need only show that $N(Q) \subseteq N(T)$, for then $N(Q) = \langle Q, z^* \rangle$ will follow from (16). Let $w$ be a 3'-element of $N(Q)$. Then $w$ normalizes $Z(Q)$ and, by Lemma 2, $Z(Q) = \langle u_0' \rangle = \Upsilon^1(P)$. But $Z(Q)$ is a cyclic 3-group inverted by $z^*$. Hence $w$ either centralizes or inverts $\Upsilon^1(P)$; and correspondingly $w$ or $wz^*$ centralizes $\Upsilon^1(P)$. However, by Lemma 3 (ii), $C(\Upsilon^1(P)) = \langle C, t \rangle \subseteq N(T)$. Since $z^* \in N(T)$, it follows in either case that $w \in N(T)$. Thus, $N(T)$ contains every 3'-element of $N(Q)$. Since $Q$ is a Sylow 3-subgroup of $G$, this yields the desired conclusion $N(Q) \subseteq N(T)$.

**Lemma 6.** If $v \in Q - P$, then $v$ is not conjugate in $G$ to an element of $P$ and, in addition, $C(v)$ has odd order.

**Proof.** Assume to the contrary that there exists $r \in G$ for which $v' = u$ with $u \in P$. Then $r$ can be chosen so that it transforms a given Sylow 3-subgroup $R^{(1)}$ of $C(v)$ into a given Sylow 3-subgroup $R^{(2)}$ of $C(u)$. Lemma 3 shows that we may take $R^{(2)}$ either as $P$ or as $Q$. Choose $R^{(1)}$ so that it contains the 3-subgroup $\langle v, Z(Q) \rangle$ of $C(v)$. Then $Z(Q) \subseteq Q$ and, in particular, $(u_0')^* \in Q$. This implies that $(u_0')^* \in P$ and, as $l = 3^h - 1 \geq 9$, $(u_0')^*$ is an element of order 3 in $P$. Thus,

\begin{equation}
(u_0')^* \neq u_0^i u_1^j \neq 1 \quad (i, j = 0, 1, or -1).
\end{equation}

By Lemma 3, $u_0^*$ is not conjugate to $u_0^+ \in G$, hence $i \neq 0$. Furthermore, by (13), the element $t$ or $t^{-1}$ conjugates $u_0^i u_1^j$ with $j = \pm 1$ into $u_0^i$. Since $t \in Q$, we can replace $r$ by $rt$ or $rt^{-1}$, if necessary, and so can assume without loss that

\begin{equation}
(u_0')^* = u_0^+.
\end{equation}

Hence either $r$ or $ry$ belongs to $C(u_0') = \langle C, t \rangle$. In both cases, $r$ normalizes $P$. We conclude that $v' = u \in P$ implies $v \in P$, a contradiction. This proves the first statement of the lemma.

Finally, if $|C(v)|$ were even, $v$ would commute with an involution. Then a conjugate of $v$ lies in $N$ and hence some conjugate of $v$ lies in $P$, as $P$ is a Sylow 3-subgroup of $N$, which has been excluded.

**Lemma 7.** The element $t$ can be chosen of order 3. If this is done and if we set $\alpha^* = 1 + 2 \cdot 3^h - 2 \alpha_0$, then

\begin{equation}
(tu_0^i u_1^j)^3 = u_0^{3 \alpha^*}
\end{equation}

for all integral $i, j$. 

Proof. In any case, \( t^3 \in P \cap C(t) = Z(Q) = \langle u_0 \rangle \). We have
\[
(tu_0u_0')^3 = t^2 \cdot t^{-1} u_0 u_1 tu_0 u_1 u_0^{-1} \cdot t.
\]
Now (13) and (15) yield
\[
(tu_0u_0')^3 = t^2 u_0^{1+i\alpha u_1 u_2} u_0^{1+i\alpha u_1} i\alpha u_1^{-1} = t^2 u_0^{1+2i\alpha} t = t^2 u_0^{3i\alpha}.\]
Since \( u_0 \in Z(Q) \), we obtain
\[
(18) \quad (tu_0u_0')^3 = t^3 u_0^{3i\alpha}.
\]
As \( (3, \alpha^*) = 1 \) and \( t^3 \in \langle u_0 \rangle \), we may choose \( i \) such that \( u_0^{3i\alpha} \) is the inverse of \( t^3 \).
Since we can replace \( t \) by any element of the coset \( tP \), we may assume \( t^3 = 1 \).
Then, for arbitrary \( i \) and \( j \), (17) follows from (18).

Lemma 8. If \( v \in Q - P \), then \( C(v) \) has the Sylow 3-subgroup \( \langle v, Z(Q) \rangle \) of order \( 3^h \).

Proof. There exists a Sylow 3-subgroup \( P^* \) of \( C(v) \) which contains \( \langle v, Z(Q) \rangle \).
Since \( v^3 \in P \cap C(v) = Z(Q) \), we have \( |\langle v, Z(Q) \rangle| = 3 \cdot 3^h - 1 = 3^h \).
Suppose we have \( |P^*| > 3^h \).
There exists \( r \in G \) for which \( (P^*)^r \subseteq Q \). Because of our assumption on \( |P^*| \), we have \( |(P^*)^r \cap P| > 3^h - 1 \), and consequently there exists an element \( w \in (P^*)^r \) with \( w \in P - Z(Q) \).
Since \( v^r \in C(w) \), Lemma 3 implies that \( v^r \) is conjugate to an element of \( P \).
However, this is inconsistent with Lemma 6. Hence \( P^* = \langle v, Z(Q) \rangle \) is a Sylow 3-subgroup of \( C(v) \), as we wished to show.

Lemma 9. Any two elements of \( Q - P \) that are conjugate in \( G \) are conjugate in \( N(Q) = \langle Q, z^* \rangle \).

Proof. Let \( v_1, v_2 \) be two elements of \( Q - P \) that are conjugate in \( G \). By Lemma 8, \( C(v_i) \) has the Sylow 3-subgroup \( \langle v_i, Z(Q) \rangle \), \( i = 1, 2 \).
Hence there exists \( r \in G \) such that \( v_1^r = v_2 \) and \( \langle v_1, Z(Q) \rangle^r = \langle v_2, Z(Q) \rangle \).
In particular, \( (u_0^r)^r \in \langle v_2, Z(Q) \rangle \). Now Lemma 6 implies that \( (u_0^r)^r \in Z(Q) \), whence \( (u_0^r)^r = u_0^{-1} \).
Since \( C(u_0^r) = \langle C, t \rangle \) by Lemma 3 and \( y \) inverts \( u_0^r \), it follows that \( r \in \langle C, t, y \rangle = N(T) \).

Now let \( H \) denote the normal 3-complement of the abelian group \( C \). Then \( C = P \times H \) and \( H \) is normal in \( N(T) \).
Since \( N(T) = \langle y \rangle QH = \langle z^*, Q \rangle H \), we can set \( r = r_1 r_2 \) with \( r_1 \in \langle Q, z^* \rangle \) and \( r_2 \in H \).
Then \( r^{-1} v_1 r = v_2 \) implies \( r_1^{-1} v_1 r_1 = v_2 \) (mod \( H \)).
But \( r_1^{-1} v_1 r_1 \in Q \), \( v_2 \in Q \), and \( Q \cap H = 1 \). Hence \( r_1^{-1} v_1 r_1 = v_2 \).
Since \( r_1 \in \langle Q, z^* \rangle \) and \( \langle Q, z^* \rangle = N(Q) \) by Lemma 5, the lemma is proved.

As our final lemma, we have

Lemma 10. If \( v \) is an element of \( Q - P \), then \( C(v) \) has a normal 3-complement.

Proof. By the focal subgroup theorem, it suffices to show that if \( v_1, v_2 \) are two distinct elements of the Sylow 3-subgroup \( P^* = \langle v, Z(Q) \rangle \) of \( C(v) \), then \( v_1 \) and \( v_2 \) are not conjugate in \( C(v) \).
Suppose to the contrary that \( r^{-1} v_1 r = v_2 \) with \( r \in C(v) \).
Since \( P^* \) is abelian, we may assume that \( r \) normalizes \( P^* \). As in the proof of the preceding lemma, it follows that \( r \in N(T) \). If \( H \) has the same significance as in that lemma and if we set \( r = r_1 r_2 \) with \( r_1 \in \langle Q, z^* \rangle \), \( r_2 \in H \), we again have \( r_1^{-1} v_1 r_1 \equiv v_2 \pmod{H} \) and also \( r_1^{-1} v r_1 \equiv v \pmod{Q} \).

Since \( Q \cap H = 1 \), we conclude as before that \( r_1 v_1 r_1 = v_2 \) and \( r_1^{-1} v r_1 = v \). By Lemma 6, \( C(v) \), and hence \( r_1 \), has odd order. Since \( r_1 \in \langle Q, z^* \rangle \), this implies that \( r_1 \in Q \). But \( Q = \langle P, v \rangle \), and so the intersection of \( C(v) \) with \( Q \) is \( \langle Z(Q), v \rangle = P^* \). Thus, \( r \in P^* \). Since \( v_1 \) and \( v_2 \) also lie in \( P^* \) and \( P^* \) is abelian, we have \( v_1 = v_2 \), a contradiction.

We are now ready to prove Proposition 4. If \( v \in Q - P \), it follows from Lemma 8 that the conjugacy class of \( v \) in \( Q \) consists of \( 3^{h+2}/3^h - 9 \) elements. Since \( |Q'| = 9 \) by Lemma 2, the conjugacy class of \( v \) in \( Q \) is \( v Q' \). Now Lemma 9 shows that the intersection of the conjugacy class \( \Gamma(v) \) of \( v \) in \( G \) with \( Q \) is equal to

\[
(19) \quad \Gamma(v) \cap Q = v Q' \cup v^* Q'.
\]

We next note that \( z^* t z^* \) is an element of order 3 in \( Q - P \). It follows from formula (17) of Lemma 7 that

\[
z^* t z^* \in t Q' \cup t^{-1} Q'.
\]

If we had \( z^* t z^* \in t Q' \), then \( z^* t Q' z^* = t Q' \) and the involution \( z^* \) would centralize one of the nine elements of \( t Q' \). This is contrary to Lemma 6. Hence \( z^* t z^* \in t^{-1} Q' \) and then \( z^* t Q' z^* = t^{-1} Q' \). It is now clear that one of the conjugate classes of \( Q \) in (19) belongs to \( t P \) and the other one to \( t^{-1} P \).

We now work with columns belonging to the principal 3-block \( B_0(3, G) \). In particular, let \( X(r) \) denote the column whose entry for \( \chi \in B_0(3, G) \) is the value \( \chi(r), r \in G \). In particular for \( r = v \in Q - P \), it follows from [6, I, §111] and Lemma 10 that \( X(v) \) is also the column of generalized decomposition numbers for the block \( B_0(3, G) \) and the 3-section of \( v \). With the product of two columns defined in the usual manner, we have

\[
(20) \quad (X(v), X(v)) = 3^h,
\]

as the Sylow 3-subgroup of \( C(v) \) has order \( 3^h \), (Lemma 8). If \( v' \in Q - P \) and if \( v \) and \( v' \) are not conjugate in \( G \),

\[
(21) \quad (X(v), X(v')) = 0.
\]

Finally,

\[
(22) \quad (X(1), X(v)) = 0.
\]

Let \( \lambda \) denote the linear character of \( Q \) with the kernel \( P \) for which \( \lambda(t) \) is a primitive third root of unity \( \rho \) and form the column

\[
(23) \quad R = 3^{-(h+2)} \sum_{u \in Q} X(u) (1 - \lambda(u)).
\]
Since the entry of $R$ for the character $\chi \in B_0(3, G)$ is the inner product $(\chi | Q, 1 - \lambda)$, the column $R$ is integral. Since $1 - \lambda$ vanishes on $P$, it suffices to let $u$ range over $Q - P$. Clearly, $Q - P$ is the union of the sets (19) for $v = tu_0$ with $j = 0, 1, 2, \ldots, 3^h - 1$ and this union is disjoint. If $u = tu_0 Q'$, we have $X(u) = X(tu_0)$, and $1 - \lambda(u) = 1 - \rho$, while for $u \in (tu_0)^a Q'$, we have $X(u) = X(tu_0)$, $1 - \lambda(u) = 1 - \rho^{-1}$. As $|Q'| = 9$, we find

$$R = 3^{-(h + 2)} \sum_{j=0}^{3^h - 1} 9 X(tu_0)(1 - \rho + 1 - \rho^{-1}) = 3^{-h + 1} \sum_{j=0}^{3^h - 1} X(tu_0).$$

Since (19) shows that the $3^h - 1$ elements $tu_0$ lie in $3^h - 1$ distinct conjugate classes of $G$, it follows from (20) and (21) that

$$(R, R) = 3^{-2h + 2} \cdot 3^h \cdot 3^h - 1 = 3.$$

Thus, $R$ has exactly three nonzero entries and each of them is $\pm 1$. It is clear from (23) that the entry $R_{x_0}$ of $R$ for the principal character $x_0$ of $G$ is 1. Moreover, if $v \in Q - P$ and if $r$ is a 3-regular element of $C(v)$, then by Lemma 6, $vr$ has odd order and then

$$1 + x_1(vr) = x^{(1)}(vr)$$

by Proposition 3.2.4; (the notation $x_1$, $x^{(1)}$ refers to $B_0(2, G)$). Here $x^{(1)}$ has degree $q^3 + 1 = (q + 1)(q^2 - q + 1)$, which is divisible by $3^{h + 1}$, but not by $3^h + 2$. Hence $x^{(1)}$ belongs to a 3-block of defect 1. Now the main result of [5, II] implies that $x^{(1)}(vr) = 0$, $x_1(vr) = -1$ and that $x_1 \in B_0(3, G)$. In particular, $x_1(v) = -1$ for all $v \in Q - P$. Now (23) shows that the entry $R_{x_1}$ of $R$ for $x_1$ is $-1$.

Suppose that the third character of $B_0(3, G)$ which gives a nonzero entry for $R$ is $x_2$. Since $x_1(1) = q^3$, then (22) reads

$$1 - q^3 \pm x_1(1) = 0.$$

It follows that $x_1(1) = q^3 - 1$.

Then $q^3 - 1 = (q - 1)(q^2 + q + 1)$ divides $|G| = 2a(q + 1)(q - 1)q^3(q^2 - q + 1)$.

However, $q^3 + q + 1$ is coprime to $q + 1$, to the divisor $a$ of $q + 1$, to $q$ and to $q^2 - q + 1$. The greatest common divisor of $q^2 + q + 1$ and $q - 1$ divides 3. Since $q + 1 \equiv 0 \pmod{3}$, we have $(q^2 + q + 1, q - 1) = 1$ and therefore $q^3 + q + 1$ is coprime to $|G|$. This is a contradiction and the proof of Proposition 4 is complete.

This completes the proof of part (iv) of Theorem C.

Remark. In conclusion, we should like to mention what remains to be done to obtain the analogue of Theorem C for a simple $QD$-group $G$ with wreathed Sylow 2-subgroup $S$. We have already pointed out in §2 that parts (ii) and (iii) of the corresponding Theorem C will follow from the group order formulas for such a group $G$ provided $G$ satisfies the conclusions of Theorem B.

As for part (i) (i.e. $N = L$ and $E = A$), there are two reasonable approaches to this problem. The first method would be to proceed as in the quasi-dihedral case, which would require an analysis of certain 2-blocks of full defect, other than
the principal 2-block, comparable to that carried out in §§3.5, 3.6, and 3.7 above. A feasible alternative approach also exists. Since one will know at the outset that $B=1$ (part (ii) of the corresponding Theorem C), which was not true in the quasi-dihedral case, one can attempt to carry through the analogue of part (iv) of Theorem C in the case $q \equiv -1 \pmod{4}$ without assuming that $E=A$. If this can be done, the desired conclusion $E=A$ will then follow from the simplicity of $G$.

It should be pointed out that to complete the proof of the Third Main Theorem, the case $q \equiv 1 \pmod{4}$ must be shown to lead to the group $L_5(q)$. In the quasi-dihedral case, we used a result of Brauer [8] to achieve this. The analogous result for the wreathed case has at present been established only when $N$ is isomorphic to $GL(2,q)$ and remains to be completed when $N$ is isomorphic only to a homomorphic image of $GL(2,q)$. Furthermore, if the second approach to the proof that $E=A$ is to be taken, it will also be necessary to extend this analysis to the case $E \supset A$.

Added in proof. The necessary work in the wreathed case has now been completed. Thus the analogues of our three Main Theorems hold for groups with wreathed Sylow 2-subgroups. The proofs will appear in subsequent papers.
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