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Abstract. Although representations do not play as much of a role in the theory of Jordan algebras as they do in the associative or Lie theories, they are important in considering Wedderburn splitting theorems and other applications. In this paper we develop a representation theory for quadratic Jordan algebras over an arbitrary ring of scalars, generalizing the usual theory for linear Jordan algebras over a field of characteristic ≠ 2. We define multiplication algebras and representations, characterize these abstractly as quadratic specializations, and relate them to bimodules. We obtain first and second cohomology groups with the usual properties. We define a universal object for quadratic specializations and show it is finite dimensional for a finite-dimensional algebra. The most important examples of quadratic representations, those obtained from commuting linear representations, are discussed and examples are given of new "pathological" representations which arise only in characteristic 2.

I. The Unital Case

Throughout this paper Φ will denote an arbitrary unital, commutative, associative ring of scalars and ℵ an arbitrary unital Φ-module. A map q: ℵ → ℵ is quadratic (with respect to Φ) if it is homogeneous of degree 2, q(αx) = α²q(x) for α ∈ Φ, and if q(x, y) = q(x + y) − q(x) − q(y) is bilinear in x and y. A unital quadratic Jordan algebra over Φ is a triple ℵ = (ℵ, U, 1) where ℵ is a Φ-module, x → U(x) = Uₓ is a quadratic map from ℵ to Homₘ (ℵ, ℵ), and 1 ∈ ℵ is a unit element such that the identities

(UQJ I) \quad U₁ = I,
(UQJ II) \quad UₓUᵧ = UₓUᵧUₓ,
(UQJ III) \quad UₓVᵧ = Vₓ,Uₓ

hold strictly (in the sense that they remain valid under any extension of the ring of scalars—this is equivalent to the intrinsic condition that the linearizations of UQJ I–III hold over the original ring of scalars), where

(1) \quad Vₓ,yz = (xyz) = Uₓ,z = \{Uₓ + z - Uₓ - Uz\}y.

We have a squaring operation \( x^2 = Uₓ¹ \), and by linearization we obtain a symmetric bilinear product

\[ Vₓy = x \circ y = (x + y)^2 - x² - y². \]
Basic consequences of the axioms are

\[(2) \ V_{x,x} = V_x^2,\]
\[(3) \ V_{x,1} = V_1 x = U_{x,1} = V_x,\]
\[(4) \ V_{x,y} = V_x V_y - U_{x,y},\]
\[(5) \ 2U_x = V_x^2 - V_x^2.\]

A homomorphism \(\varphi: \mathfrak{J} \to \mathfrak{J}\) of unital algebras is a linear map satisfying \(\varphi(1) = 1, \varphi(U_{x,y}) = U_{\varphi(x),\varphi(y)}\). In the resulting category of unital quadratic Jordan algebras a subalgebra is a subspace \(S\) with \(1 \in S\), \(U_S \subseteq S\) and an ideal is a subspace with \(U_S \subseteq S\), \(U_S \subseteq S\) (it follows from (4) and (3) that any Jordan product lies in \(S\) if one of its factors does). A derivation in \(\mathfrak{J}\) is a linear map \(D: \mathfrak{J} \to \mathfrak{J}\) satisfying \(D(1) = 0\) and \(D(U_{x,y}) = U_{DX,x}y + U_{x, Dy}\).

One basic example of a unital quadratic Jordan algebra is the algebra \(\mathfrak{A}^+\) obtained from a unital associative algebra \(\mathfrak{A}\) by introducing the Jordan structure

\[1 = 1, \quad U_{x,y} = xyx.\]

Any (Jordan) subalgebra of such an algebra \(\mathfrak{A}^+\) is called a special Jordan algebra. A unital linear specialization of \(\mathfrak{J}\) is a homomorphism \(\sigma: \mathfrak{J} \to \mathfrak{A}^+\), i.e. a linear map satisfying

\[\sigma(1) = 1, \quad \sigma(U_{x,y}) = \sigma(x)\sigma(y)\sigma(x).\]

If \(\frac{1}{2} \in \Phi\) the category of unital quadratic Jordan algebras \((\mathfrak{A}^+, U, 1)\) is isomorphic to the category of unital linear Jordan algebras \((\mathfrak{A}, L, 1)\) (unital commutative linear algebras where the multiplication \(x \cdot y = L_{x,y}\) strictly satisfies the Jordan identity \([x^2, y, x] = 0\), or \([L_{x^2}, L_x] = 0\)) by means of the formulas

\[1 = 1, \quad U_x = 2L_x^2 - L_x^3, \quad L_x = \frac{1}{2} V_x\]

(compare with (5)). A unital representation of a unital linear Jordan algebra \(\mathfrak{J}\) is a linear map \(x \to \rho(x)\) of \(\mathfrak{J}\) into some unital associative algebra such that

\[\text{(UR I)} \quad \rho(1) = 1, \quad \text{(UR II)} \quad \rho(x)\rho(y)\rho(x) + \rho(x^2 \cdot y) = \rho(x^2)\rho(y) + \rho(x \cdot y)\rho(x), \quad \text{(UR III)} \quad \rho(x)\rho(x^2) = \rho(x^3)\rho(x)\]

hold strictly. (For linear Jordan algebras see [3], for the quadratic case [4], [5].)

1. Multiplication algebras. If \(\mathfrak{J}\) is a unital quadratic Jordan algebra over \(\Phi\) and \(X\) a unital subset of \(\mathfrak{J}\) (in the sense that \(1 \in X\)) then the multiplication algebra \(\mathcal{M}(X)\) determined by \(X\) is the algebra of linear transformations on \(\mathfrak{J}\) generated by the \(U_x\) and \(U_{x,y}\) for \(x, y\) in \(X\). (Where no misunderstanding can arise we abbreviate this as \(\mathcal{M}(X)\).) Since \(1 \in X\) and \(U_1 = I\), \(\mathcal{M}(X)\) is a unital associative algebra. It is spanned by all operators of the form \(M = M_1 \ldots M_n\) where each \(M_i\) is a \(U_x\) or a \(U_{x,y}\). If \(X\) is a linear subset, so \(x + y\) lies in \(X\) whenever \(x\) and \(y\) do, then \(U_{x,y} = U_{x+y} - U_x - U_y\) shows that \(\mathcal{M}(X)\) is generated by the \(U_x\) alone. We also note that for \(x, y\) in \(X\) the operators \(V_x\) and \(V_{x,y}\) are contained in \(\mathcal{M}(X)\) by (3) and (4).

Thus \(\mathcal{M}(X)\) contains all the \(U\)'s and \(V\)'s, that is, all the operators we could reasonably call "multiplications."
If $\mathfrak{H}$ is any subspace of $\mathfrak{Z}$ invariant under $\mathcal{M}(X)$ we denote by

$$\mathcal{M}_3(X \mid \mathfrak{H}) = \mathcal{M}_3(X)_{|\mathfrak{H}}$$

the set of restrictions to $\mathfrak{H}$ of elements of $\mathcal{M}_3(X)$; this is a unital algebra of operators acting in $\mathfrak{H}$, and it is a homomorphic image of $\mathcal{M}(X)$.

The following closure property is basic:

**Theorem 1.** If $X$ is a unital subset of a unital quadratic Jordan algebra then

$$\mathcal{M}(\mathcal{M}(X)X) = \mathcal{M}(X).$$

**Proof.** Since $\mathcal{M}(X) = \mathcal{M}(Y)$ and $\mathcal{M}(X)X = \mathcal{M}(Y)Y$ for $Y$ the linear space spanned by $X$, it suffices to assume $X$ itself is linear. Thus $\mathcal{M}(X)$ is spanned by the $U_x$'s.

Clearly $\mathcal{M}(X) \subset \mathcal{M}(\mathcal{M}(X)X)$ since $I \in \mathcal{M}(X)$ implies $X \subset \mathcal{M}(X)X$. To prove the converse we must show $U_w$ and $U_{z,w}$ are in $\mathcal{M}(X)$ if $z$ and $w$ are in $\mathcal{M}(X)X$. For this we recall the operator identity

$$O_{U(x), y, z} = V_{x, y} U_{x, z} - V_{x, z} U_{y, z} = U_{x, y} V_{y, z} - V_{y, z} U_{x, y}$$

(see [5, Lemma 1, (2.14)]). Let $Z = \{z \in \mathcal{M}(X)X \mid U_{z, x} \in \mathcal{M}(X) \text{ for all } x \in X\}$ and $Y = \{y \in \mathcal{M}(X)X \mid U_{y, z} \in \mathcal{M}(X) \text{ for all } z \in Z\}$. Clearly $X \subset Z$ by definition of $\mathcal{M}(X)$, so $Y \subset Z$ by definition of $Y$ and $Z$. By definition of $Z$ we also have $X \subset Y$, so

$$X \subset Y \subset Z \subset \mathcal{M}(X)X$$

where all these are linear sets. But $\mathcal{M}(X)Y \subset Y$ since if $x \in X$, $y \in Y$ we have $U_{x, y} \in Y$ by (7). Thus $Y = Z = \mathcal{M}(X)X$. This shows that if $z, w$ are in $\mathcal{M}(X)X$ then $U_{z, w} \in \mathcal{M}(X)X$. It also shows that $W = \{w \in \mathcal{M}(X)X \mid U_w \in \mathcal{M}(X)\}$ is a linear set containing $X$. But $\mathcal{M}(X)W \subset W$ since $U_w W \subset W$ by UQJ II. Thus $W = \mathcal{M}(X)X$ too, and all $U_{z, w}, U_{z, w}$ for $z, w \in \mathcal{M}(X)X$ belong to $\mathcal{M}(X)$.

This result has two important corollaries. If $\mathfrak{Z}$ is a Jordan algebra over $\Phi$ and $X$ a unital subset of $\mathfrak{Z}$ then the subalgebra $\Phi[X]$ generated by $X$ is the smallest subalgebra containing $X$. We say a subalgebra $\mathfrak{R}$ is generated by $X$ (or $X$ is a set of generators) if $\mathfrak{R} = \Phi[X]$. (Note that we always assume $1 \in X$ is one of the generators.)

**Corollary 2.** $\Phi[X] = \mathcal{M}(X)X$.

**Proof.** Certainly $\Phi[X] \supset \mathcal{M}(X)X \supset X$, so it will suffice if $\mathcal{M}(X)X$ is a subalgebra: $z, w \in \mathcal{M}(X)X$ imply $U_z w \in \mathcal{M}(X)X$. But by the theorem $U_z \in \mathcal{M}(X)$, so $U_z w \in \mathcal{M}(X)X = \mathcal{M}(X)X$.

**Corollary 3.** If $X$ generates $\mathfrak{R}$ then the $U_x$ and $U_{x,y}$ for $x, y$ in $X$ generate $\mathcal{M}(\mathfrak{R})$: $\mathcal{M}(\mathfrak{R}) = \mathcal{M}(X)$.

**Proof.** $\mathcal{M}(\mathfrak{R}) = \mathcal{M}(\Phi[X]) = \mathcal{M}(\mathcal{M}(X)X) = \mathcal{M}(X)$.

2. Representations, specializations, and bimodules. A multiplication representation of a unital quadratic Jordan algebra $\mathfrak{Z}$ is a mapping of the form $x \to U_x|_\mathfrak{H}$ of
\[ \mathfrak{A} \] into $\mathbb{M}(\mathfrak{J}|\mathfrak{R})$ where $\mathfrak{E}$ is an (enveloping) Jordan algebra containing $\mathfrak{J}$, and $\mathfrak{R}$ is a subspace of $\mathfrak{E}$ invariant under multiplication by $\mathfrak{J}$. These can be characterized abstractly as follows. A unital quadratic specialization of $\mathfrak{J}$ in a unital associative algebra $\mathfrak{A}$ is a quadratic mapping $\mu: \mathfrak{J} \rightarrow \mathfrak{A}$ strictly satisfying

(UQS I) $\mu(1) = 1$,

(UQS II) $\mu(U_x y) = \mu(x)\mu(y)\mu(x)$,

(UQS III) $\mu(U_x y, x) = \mu(x)\nu(y, x) = \nu(x, y)\mu(x)$,

where, as in (1)-(5), $\mu(x, y) = \mu(x + y) - \mu(x) - \mu(y)$, $\nu(x) = \mu(x, 1)$, $\nu(x, y) = \nu(x)\nu(y) - \mu(x, y)$. The first two conditions are just those of an ordinary linear specialization of $\mathfrak{J}$ in $\mathfrak{A}$, but since $\mu$ is quadratic rather than linear we require a third condition.

A unital quadratic representation of $\mathfrak{J}$ on an $\mathfrak{E}$-module $\mathfrak{M}$ is a unital quadratic specialization of $\mathfrak{J}$ in the algebra $\mathfrak{A} = \text{Hom}_{\mathfrak{E}}(\mathfrak{M}, \mathfrak{M})$. A unital bimodule for $\mathfrak{J}$ consists of an $\mathfrak{E}$-module $\mathfrak{M}$ together with a unital quadratic representation of $\mathfrak{J}$ on $\mathfrak{M}$. Since any unital associative algebra may be imbedded in an algebra $\text{Hom}_{\mathfrak{E}}(\mathfrak{M}, \mathfrak{M})$ we see that quadratic specializations, quadratic representations, and bimodules are essentially equivalent concepts. Note also that the axioms UQS I–III on $\mu(x)$ are analogous to the axioms UQI I–III on $U_x$. From this we see that any multiplication representation $x \rightarrow U_x|_{\mathfrak{R}}$ of $\mathfrak{J}$ in $\mathbb{M}(\mathfrak{J}|\mathfrak{R})$ furnishes a quadratic representation $x \rightarrow \mu(x) = U_x|_{\mathfrak{R}}$ of $\mathfrak{J}$ on $\mathfrak{R}$. We will shortly prove that, conversely, every quadratic representation is obtained in this manner from a multiplication representation.

An important example is the regular representation $x \rightarrow U_x$ of $\mathfrak{J}$ on itself, and the corresponding regular bimodule.

By [5, Theorem 2] the condition UQS II on the product $U_x y$ can be replaced by the analogous conditions on the products $x^2$ and $x^3$.

**Theorem 4.** A quadratic map $\mu: \mathfrak{J} \rightarrow \mathfrak{A}$ is a unital quadratic specialization if and only if

(UCS I) $\mu(1) = 1$,

(UCS II) $\mu(U_x y, x) = \mu(x)\nu(y, x) = \nu(x, y)\mu(x)$,

(UCS III) $\mu(x^2) = \mu(x)^2$,

(UCS IV) $\mu(x^3) = \mu(x)^3$,

hold strictly.

We now want to show that this notion of bimodule for the variety of unital quadratic Jordan algebras is equivalent to that due to Eilenberg [2]. Given a unital $\mathfrak{J}$-bimodule $\mathfrak{M}$ we can form the split null extension $\mathfrak{E} = \mathfrak{J} \oplus \mathfrak{M}$ with unit $1 \oplus 0$ and $U$-operator

$$U_x \oplus_{\mathfrak{M}} (y \oplus n) = U_x y \oplus \{\mu_x(n) + \nu_{x,y}(m)\}$$

where $\mu_x = \mu(x)$, $\nu_{x,y} = \nu(x, y)$ are determined by the unital quadratic representation of $\mathfrak{J}$ on $\mathfrak{M}$. The fundamental property of the split null extension is the
Theorem 5 (Unital Bimodule Theorem). The split null extension $\mathcal{E}$ of a unital quadratic Jordan algebra $\mathfrak{J}$ by a unital bimodule $\mathfrak{M}$ is again a unital quadratic Jordan algebra.

Proof. We must verify the Jordan axioms

(UQJ I) $U_1 \otimes (z \oplus p) = z \oplus p$,

(UQJ II) $U_{(x \oplus y) \otimes \mathfrak{M}}(z \oplus p) = U_x \otimes U_{y \otimes \mathfrak{M}}(z \oplus p)$,

(UQJ III) $U_{(x \oplus y) \otimes \mathfrak{M}, x \otimes \mathfrak{M}}(z \oplus p) = V_x \otimes V_{y \otimes \mathfrak{M}, x \otimes \mathfrak{M}}(z \oplus p) = V_x \otimes V_{y \otimes \mathfrak{M}, x \otimes \mathfrak{M}}(z \oplus p)$.

Now the components of these relations in $\mathfrak{J}$ are just the axioms UQJ I–III. For the components in $\mathfrak{M}$ we use the fact that $\mathfrak{M}$ is an ideal in $\mathcal{E}$ and any product with two or more factors from $\mathfrak{M}$ is zero. The relations involving only a single element from $\mathfrak{M}$ are

(i) $\mu_1(p) = p$,

(ii) $\mu_{U(x,y)}(p) = \mu_{x,y}^\mathfrak{M}(p)$,

(iii') $v_{U(x,y)}(x,y,z)(m) = \mu_{x,y}^\mathfrak{M}v_{x,y}(m) + v_{x,y}U(U(x,y))(m)$,

(ii') $v_{U(x,y)}(x,y,z)(n) = \mu_{x,y}^\mathfrak{M}v_{x,y}(n)$,

(iii) $v_{U(x,y)}(x,y,z)(m) = \mu_{x,y}^\mathfrak{M}v_{x,y}(m) + v_{x,y}U_{(x,y)}(m)$,

(iii') $v_{x,y}^\mathfrak{M}(n) = \mu_{x,y}^\mathfrak{M}(n) = \mu_{U(x,y)}(n)$.

Some of these are immediate: (i) is just UQS I, (ii) is UQS II, (iii) and (iii') are UQS III. To establish (ii'), linearize UQS III (which is possible since it holds strictly) to obtain $\mu(U_x(y, U_x z) + \mu(U_x, U_x z), y, x) = \mu(x)\nu(y, U_x z) + \mu(U_x z, x)\nu(y, x) = \nu(x, y)\mu(U_x z, x) + \nu(U_x y, \mu(x))$. Since the first sum is symmetric in $y$ and $z$ \((U_x z, y) = U_x(y, x)\) by UQJ III the second and third are too, so $\mu(x)\nu(y, U_x z) + \nu(x, y)\mu(x)\nu(y, x) + \nu(U_x y, z)\mu(x)$ (by UQS III), and (ii') holds.

For (ii'') and (iii'') we need the identities

$$v(x, y)v(x, z) = v(U_x y, z) + \mu(x)\mu(y, z),$$

$$v(x, y)v(z, y) = v(x, U_x z) + \mu(x, z)\mu(y),$$

$$v(U_x y, y) = v(x, U_x y).$$

These will follow from the analogue of (7),

$$\mu(U_x y, z) = \nu(x, y)\mu(x, z) - \mu(x)\nu(y, z) = \mu(x, z)\nu(y, x) - \nu(z, y)\mu(x)$$

which holds by [5, Lemma 1, (2.14)]. Thus from (10) we see

$$v(U_x y, z) + \mu(x)\mu(y, z) = v(U_x y)\nu(z) - \mu(U_x y, z) + \mu(x)\mu(y, z)$$

$$= \mu(U_x y, 1)\nu(z) - \nu(x, y)\mu(x, z) - \mu(x)\nu(y, z) + \mu(x)\mu(y, z)$$

$$= \nu(x, y)\mu(x, 1) - \mu(x)\nu(y, 1)\nu(z) - \nu(x, y)\mu(x, z)$$

$$+ \mu(x)\nu(y, z) + \mu(y, z)$$

$$= \nu(x, y)\nu(z) - \mu(x, z) - \mu(x)\nu(y)\nu(z) + \mu(x)\nu(y)\nu(z)$$

$$= v(x, y)v(z, x).$$
The second part of (8) follows similarly. Then \( \nu(U_{xy}, y) = \nu(x, y)\nu(x, y) - \mu(x)\mu(y, y) \)
\( = \nu(x, y)\nu(x, y) - 2\mu(x)(\mu(y) = \nu(x, y)\nu(x, y) - \mu(x, x)\mu(y) = \nu(U_{xy}, x) \)
by setting \( z = y \) in the first part of (8) and \( z = x \) in the second. This establishes (9).

Once we have (8) and (9) we finish (ii'), (iii') as follows. The first part of
(iii') comes from \( \mu(x)\mu(y,z) + \nu(x, \{xyz\}) - \nu(U_{xy}, z) - \nu(x, z)\nu(x, y) = \nu(x, U_{yx}z) - \nu(U_{xy}, z) - \nu(U_{xz}, y) = 0 \)
by (8) and linearized (9). The second part of (iii') follows by symmetry. For (ii'),
\( \mu(x)\mu(y,z) + \nu(x, U_{xy}z) - \nu(U_{xy}, y)\nu(x, y) = \mu(x)\mu(y)\nu(x, z) \)
\( + \nu(x, y)\nu(U_{yx}, y) - \mu(x, U_{yx}z) = 0 \) by (8) and linearized UQS III.

We have already noted the equivalence of the concepts of quadratic specialization,
quadram representation, and bimodule. The Bimodule Theorem now shows that
these are equivalent in turn to the notion of a multiplication representation, since
the quadratic representation \( x \rightarrow \mu(x) \) of \( \mathfrak{g} \) in \( \text{Hom}_{\mathfrak{m}}(\mathfrak{m}, \mathfrak{m}) \) coincides with the
multiplication representation \( x \rightarrow U_{x}\mathfrak{m} \) of \( \mathfrak{g} \) in \( \mathcal{M}(\mathfrak{g}) \) (in \( \mathfrak{e} \) we have \( U_{x}\mathfrak{m} = \mu_{x}\mathfrak{m} \)
for \( x \in \mathfrak{g}, \mathfrak{m} \in \mathfrak{m} \), i.e. \( \mu(x) = U_{x}\mathfrak{m} \)).

We say two unital quadratic specializations \( \mu: \mathfrak{g} \rightarrow \mathfrak{a}, \overline{\mu}: \mathfrak{g} \rightarrow \overline{\mathfrak{a}} \) are equivalent
if there is an isomorphism \( \varphi: \mathfrak{a} \rightarrow \overline{\mathfrak{a}} \) with \( \overline{\mu} = \varphi \circ \mu \). Similarly two representations
\( \mu, \overline{\mu} \) of \( \mathfrak{g} \) on \( \mathfrak{m}, \overline{\mathfrak{m}} \) are equivalent if there is a linear bijection \( \psi: \mathfrak{m} \rightarrow \overline{\mathfrak{m}} \) with
\( \overline{\mu}(x) = \psi \circ \mu(x) \circ \psi^{-1} \) (if \( \mathfrak{f} \) is a field any isomorphism \( \varphi: \mathfrak{a} = \text{Hom}_{\mathfrak{m}}(\mathfrak{m}, \mathfrak{m}) \rightarrow \overline{\mathfrak{a}} = \text{Hom}_{\overline{\mathfrak{m}}}(\overline{\mathfrak{m}}, \overline{\mathfrak{m}}) \)
has the form \( \varphi(a) = \psi \circ a \circ \psi^{-1} \) for such a \( \psi \)). In this case we say
\( \psi: \mathfrak{m} \rightarrow \overline{\mathfrak{m}} \) is an isomorphism of unital \( \mathfrak{g} \)-bimodules. More generally, \( \psi \) is a homo-
morphism of \( \mathfrak{g} \)-bimodules if
\[ \psi(\mu(x)m) = \overline{\mu}(x)\psi(m) \quad (x \in \mathfrak{g}, m \in \mathfrak{m}). \]

Our results also show that if \( \frac{1}{4} \in \Phi \) the concepts of a quadratic representation \( \mu \)
for a quadratic Jordan algebra and a linear representation \( \rho \) for a linear Jordan
algebra are equivalent by means of
\[ \mu(x) = 2\rho(x)^2 - \rho(x^2), \quad \rho(x) = \frac{1}{2}\nu(x) \]
(compare (6)). Indeed, if \( \mu \) is a quadratic representation of \( \mathfrak{g} \) on \( \mathfrak{m} \) then
\[ \mathfrak{e} = \mathfrak{g} \oplus \mathfrak{m} \]
is a quadratic Jordan algebra, so if \( \frac{1}{4} \in \Phi \) by (6) it is also a linear Jordan algebra
relative to \( L_{x} = \frac{1}{4} V_{x} \), and we have a linear representation of \( \mathfrak{g} \) on \( \mathfrak{m} \) by
\[ \rho(x) = L_{x} |_{\mathfrak{m}} = \frac{1}{4} V_{x} |_{\mathfrak{m}} = \frac{1}{2} \nu(x) \]. Conversely, if \( \rho \) is a linear representation
\[ \mathfrak{e} = \mathfrak{g} \oplus \mathfrak{m} \]
is a linear Jordan algebra, hence a quadratic Jordan algebra under
\[ U_{x} = 2L_{x}^2 - L_{x^2} \], and the corresponding quadratic representation on the bimodule \( \mathfrak{m} \) is
\[ \mu(x) = U_{x} |_{\mathfrak{m}} = (2L_{x}^2 - L_{x^2}) |_{\mathfrak{m}} = 2\rho(x)^2 - \rho(x^2) \].

Since quadratic specializations are not linear maps we cannot define the kernel
simply to be the set of elements mapped into zero. One of the basic properties of
the kernel \( \mathfrak{g} \) in the linear case is that the map is constant on the cosets of \( \mathfrak{g} \). If this
is to be true also in the quadratic case, \( \mu(x + \mathfrak{R}) = \mu(x) \), we must have \( \mu(\mathfrak{R}) = 0 \) (setting \( x = 0 \)) and \( \mu(x, \mathfrak{R}) = \mu(x + \mathfrak{R}) - \mu(x) - \mu(\mathfrak{R}) = 0 \). Thus we are led to define the kernel of a quadratic specialization \( \mu \) to be

\[
\text{Ker } \mu = \{ z \mid \mu(z) = \mu(z, x) = 0 \text{ for all } x \in \mathfrak{Z} \}.
\]

(This is just the usual radical of the quadratic map \( \mu \).) For such \( z \) we have \( \nu(z) = \nu(z, x) = \nu(x, z) = 0 \). The kernel \( \mathfrak{R} \) is a subspace since the condition \( \mu(z, \mathfrak{Z}) = 0 \) is linear in \( z \) and it guarantees \( \mu(z) = 0 \) will be linear since \( \mu(z + z') = \mu(z) + \mu(z, z') + \nu(z') \). That \( U_3 \mathfrak{R} \subset \mathfrak{R} \) and \( U_3 \mathfrak{Z} \subset \mathfrak{R} \) follow from UQJ II and (7). Thus the kernel is always an ideal. The kernel of the regular representation is called the extreme radical, or simply the kernel, of the algebra \( \mathfrak{Z} \). (Since \( U_x, 1 = z \circ 1 = 2z \) is zero for \( z \) in the extreme radical \( \mathfrak{Z} \) we have \( 2\mathfrak{Z} = 0 \), so if \( \frac{1}{2} \in \Phi \) there is no extreme radical.)

We say a quadratic specialization is faithful if its kernel is zero (this does not imply it is injective as a map). Given \( \mu: \mathfrak{Z} \to \mathfrak{A} \) we can always obtain a faithful representation \( \bar{\mu}: \bar{\mathfrak{Z}} \to \mathfrak{A} \) for \( \bar{\mathfrak{Z}} = \mathfrak{Z} / \text{Ker } \mu \) by \( \bar{\mu}(x) = \mu(x) \). Note that a representation of a simple algebra is either faithful or zero.

In the case of a linear representation \( \rho \) of a linear Jordan algebra the kernel is defined in the usual way as the set of \( z \) for which \( \rho(z) = 0 \). Unfortunately, this kernel need not be an ideal, only an associator ideal. We are suggesting that the proper definition of the kernel of \( \rho \) should be the set of \( z \) for which \( \rho(z) \) and all \( \rho(z-x) \) are zero. Indeed,

**Proposition 6.** If \( \frac{1}{2} \in \Phi \) then the kernel of a unital quadratic representation \( \mu \) is

\[
\{ z \mid \rho(z) = \rho(z-x) = 0 \text{ for all } x \}.
\]

**Proof.** Such \( z \) certainly belong to the kernel of \( \mu \) since by (6) \( \mu(z) = 2\rho(z)^2 - \rho(z \cdot z) \) and \( \mu(x, z) = 2(\rho(z)\rho(x) + \rho(x)\rho(z) - \rho(z \cdot z)). \) Conversely, if \( z \) belongs to the kernel of \( \mu \) then \( \rho(z) = \frac{1}{4}\nu(z) = \frac{1}{4}\mu(z, 1) = 0 \) and \( \rho(z-x) = \rho(z)\rho(x) + \rho(x)\rho(z) - \frac{1}{2}\mu(z, x) = 0. \)

### 3. Cohomology.

Let \( \mathfrak{Z} \) be a unital quadratic Jordan algebra and \( \mathfrak{M} \) a unital \( \mathfrak{Z} \)-bimodule. A derivation of \( \mathfrak{Z} \) in \( \mathfrak{M} \) is a linear map \( d \) satisfying

\[
d(1) = 0, \quad d(U_x y) = \mu(x)d(y) + \nu(x, y)d(x).
\]

For example, if \( x \in \mathfrak{Z}, m \in \mathfrak{M} \) then

\[
d_{x,m}(y) = \mu(x, y)m - \nu(y, x)m
\]

defines such a derivation of \( \mathfrak{Z} \) in \( \mathfrak{M} \). In terms of the operations in the split null extension \( \mathfrak{E} = \mathfrak{Z} \oplus \mathfrak{M} \) this becomes

\[
d_{x,m}(y) = \{ x m y \} - \{ m x y \} = \{ V_{x,m} - V_{m,x} \} y = [V_x, V_m]y.
\]

Any linear combination of such \( d_{x,y} \)'s will be called an inner derivation. The derivations of \( \mathfrak{Z} \) in \( \mathfrak{M} \) form a linear space \( \text{Der (}\mathfrak{Z}, \mathfrak{M}\text{)} \) with the inner derivations \( \text{Inder (}\mathfrak{Z}, \mathfrak{M}\text{)} \) as a subspace. The quotient

\[
H^1(\mathfrak{Z}, \mathfrak{M}) = \text{Der (}\mathfrak{Z}, \mathfrak{M}\text{)}/\text{Inder (}\mathfrak{Z}, \mathfrak{M}\text{)}
\]
is the 1st cohomology group. Thus the vanishing of the first cohomology group is equivalent to the condition that all derivations be inner.

We can express $H^1$ in terms of cocycles and coboundaries. The space $C^1(\mathfrak{g}, \mathfrak{m})$ of all 1-cocohains consists of all linear maps $f: \mathfrak{g} \to \mathfrak{m}$ such that $f(1) = 0$. Such an $f$ belongs to the space $Z^1(\mathfrak{g}, \mathfrak{m})$ of 1-cocycles if

$$\{\partial^1 f\}(x, y) = \mu(x)f(y) + \nu(x, y)f(x) - f(U_{xy})$$

is zero for each $x$ and $y$ in $\mathfrak{g}$, and it belongs to the 1-coboundaries $B^1(\mathfrak{g}, \mathfrak{m})$ if it is of the form $f = \partial^0 g$ for some $g = \sum x_i \otimes m_i$ in $\mathfrak{g} \otimes \mathfrak{m}$, where

$$\{\partial^0(x \otimes m)\}(y) = \mu(x, y)m - \nu(y, x)m.$$

The maps $\partial^0$ and $\partial^1$ have been chosen so that we have $Z^1(\mathfrak{g}, \mathfrak{m}) = \text{Der}(\mathfrak{g}, \mathfrak{m})$, $B^1(\mathfrak{g}, \mathfrak{m}) = \text{Inder}(\mathfrak{g}, \mathfrak{m})$, and hence the usual

$$H^1(\mathfrak{g}, \mathfrak{m}) = Z^1(\mathfrak{g}, \mathfrak{m})/B^1(\mathfrak{g}, \mathfrak{m}).$$

If we take $C^0(\mathfrak{g}, \mathfrak{m}) = \mathfrak{g} \otimes \mathfrak{m}$ then $Z^0(\mathfrak{g}, \mathfrak{m})$ should be the kernel of the above $\partial^0$, i.e. all $\sum x_i \otimes m_i$ satisfying the commutativity conditions

$$\sum \{x_i m_i y\} = \sum \{m_i x_i y\} \quad \text{or} \quad [V_{x_i}, V_{m_i}]y = 0$$

for all $y$. All $1 \otimes m$ trivially belong to $Z^0$ since $V_1 = 2I$. It is natural to disregard the space $B^0(\mathfrak{g}, \mathfrak{m}) = 1 \otimes \mathfrak{m}$ of such 0-cycles, and hence regard

$$H^0(\mathfrak{g}, \mathfrak{m}) = Z^0(\mathfrak{g}, \mathfrak{m})/B^0(\mathfrak{g}, \mathfrak{m})$$

as a measure of the commutativity of the representation of $\mathfrak{g}$ on $\mathfrak{m}$. Thus $H^0$ being zero is equivalent to

$$\{x y m\} = \{x m y\}$$

for all $x$, $y$, $m$.

To define a second cohomology group $H^2(\mathfrak{g}, \mathfrak{m})$ we introduce the concept of an extension of $\mathfrak{g}$ by $\mathfrak{m}$, which is an exact sequence

$$0 \longrightarrow \mathfrak{m} \overset{i}{\longrightarrow} \mathfrak{e} \overset{\pi}{\longrightarrow} \mathfrak{g} \longrightarrow 0$$

where $\mathfrak{e}$ and $\mathfrak{g}$ are unital quadratic Jordan algebras, $\mathfrak{m}$ simply a quadratic Jordan algebra, and $i$, $\pi$ are homomorphisms. We henceforth identify $\mathfrak{m}$ with $i(\mathfrak{m})$, so regard $\mathfrak{m}$ as an ideal contained in $\mathfrak{e}$. If $\mathfrak{m}$ is null (all products zero) we speak of a null extension. In this case $\mathfrak{m}$ has a natural $\mathfrak{g}$-bimodule structure: as an ideal $\mathfrak{m}$ is a unital $\mathfrak{e}$-bimodule via the regular representation, and the kernel of this representation contains $\mathfrak{m}$ since $\mathfrak{m}$ is null, so we have an induced representation of $\mathfrak{e}/\mathfrak{m} \cong \mathfrak{g}$ on $\mathfrak{m}$. The bimodule action is given (for any set-theoretic lifting $\alpha: \mathfrak{g} \to \mathfrak{e}$) by

$$\mu(x)m = U_{\alpha(x)}m, \nu(x, y)m = \{\alpha(x) \alpha(y) m\} \quad (\pi \alpha(z) = z).$$
An extension is *split* if there is a lifting \( \alpha: \mathfrak{H} \to \mathfrak{C} \) which is an algebra homomorphism satisfying \( \pi \circ \alpha = 1_3 \); this means \( \mathfrak{C} = \alpha(\mathfrak{H}) \oplus \mathfrak{M} \) for \( \alpha(\mathfrak{H}) \) a subalgebra isomorphic to \( \mathfrak{H} \) under \( \pi \) (justifying our earlier use of “split null extension”). We have the usual notion of *equivalence* of extensions,

\[
\begin{array}{c}
0 \\
\text{\pi} \\
\mathfrak{M} \\
\varphi \\
\mathfrak{H} \\
\text{\pi}' \\
0
\end{array}
\]

or that \( \varphi \) is an algebra isomorphism which is the identity on \( \mathfrak{M} \) and satisfies \( \pi' \circ \varphi = \pi \).

We now restrict our attention to those null extensions which are *linearly split* in the sense that there exist linear liftings \( \alpha: \mathfrak{H} \to \mathfrak{C} \) with \( \pi \circ \alpha = 1_3 \) and such that \( \alpha(1) = 1 \) (if \( \Phi \) is a field all extensions are linearly split). Since \( \mathfrak{M} \) is a null ideal and the bimodule action is given by (13), we have \( \mathfrak{C} = \alpha(\mathfrak{H}) \oplus \mathfrak{M} \) as a linear space with multiplication

\[
U_{a(x)y} \otimes m(\alpha(y)) + n = \alpha(U_{x,y}) \oplus \{ q(x; y) + \mu(x)n + \nu(x, y)m \}
\]

where

\[
q(x; y) = U_{a(x)y} \alpha(y) - \alpha(U_{x,y}) \in \mathfrak{M}
\]

since \( \pi \) is a homomorphism and \( \pi \circ \alpha = 1_3 \) so \( \pi q(x; y) = 0 \). The condition that this multiplication satisfy the Jordan axioms UQJ I–III reduces to the condition that \( \mathfrak{M} \) be a unital \( \mathfrak{H} \)-bimodule relative to \( \mu \) and that

\[
U_{a(x)y} \alpha(y) = \alpha(y), \quad U_{a(U_{x,y})}(z) = U_{a(x)}U_{a(y)}U_{a(x)}(z), \quad U_{a(U_{U_{x,y}}), a(x)}(z) = U_{a(x)}[\alpha(y) \alpha(x) \alpha(z)].
\]

These amount to

\[
\begin{align*}
(i) & \quad q(1; y) = 0, \\
(ii) & \quad q(U_{x,y}; z) + \{U_{x,y}z \} q(x; y)) = q(x; U_{y,U_{x,z}}) + \mu(x)q(y; U_{x,z}) + U_{x,y}q(x; z), \\
(iii) & \quad q(x, U_{x,z}; y) + \{x y q(x; z)\} = q(x; y x z)) + U_{x,y}q(y; z; x),
\end{align*}
\]

where \( q(x, y; z) = q(x+y; z) - q(x; z) - q(y; z) \), and that these remain valid under all scalar extensions (or their linearizations hold in the original algebra).

If \( \alpha' \) is another lifting of \( \mathfrak{H} \) into \( \mathfrak{C} \) then \( \alpha' = \alpha + f \) where \( f(\mathfrak{H}) \subseteq \text{Ker} \pi = \mathfrak{M} \). The corresponding map is

\[
q'(x; y) = U_{a(x)} + f(x)(\alpha(y) + f(y)) - \alpha(U_{x,y}) - f(U_{x,y}) \\
= U_{a(x)}\alpha(y) + U_{a(x)}f(y) + \{\alpha(x) \alpha(y) f(x)\} - \alpha(U_{x,y}) - f(U_{x,y}) \\
= q(x; y) + \mu(x) f(y) + \nu(x, y) f(x) - f(U_{x,y}) \quad \text{(by (13))} \\
= q(x; y) + \partial f(x; y)
\]

as in (11).
Any $q: \mathcal{S} \times \mathcal{S} \to \mathcal{M}$ such that $q(x; y)$ is quadratic in $x$ and linear in $y$ and satisfies (15) strictly is called a factor set of $\mathcal{S}$ in the bimodule $\mathcal{M}$. We say two factor sets are equivalent if they differ by a coboundary $\partial f$ as above. The equivalence classes form a space $H^2(\mathcal{S}, \mathcal{M})$ called the 2nd cohomology group. We have shown that any null extension of $\mathcal{S}$ by the bimodule $\mathcal{M}$ (i.e. such that the bimodule action given by (13) coincides with the given bimodule structure) determines an element of $H^2(\mathcal{S}, \mathcal{M})$. All elements of $H^2$ arise in this fashion, since from a factor set (15) we construct an extension (14) which obviously has $U_x \circ_0 (y \oplus 0) - (U_x y) \oplus 0 = q(x, y)$ the given factor set.

If $\mathcal{E}'$ is equivalent to $\mathcal{E}$ under $\varphi$, $\alpha$ a lift of $\mathcal{S}$ into $\mathcal{E}$, then $\alpha' = \varphi \circ \alpha$ is a lift of $\mathcal{S}$ into $\mathcal{E}'$ and

$$q'(x; y) = U'_{\alpha'(x)} \alpha'(y) - \alpha'(U_x y)$$

$$= \varphi(U_{\alpha(x)} \alpha(y) - \alpha(U_x y))$$

$$= \varphi(q(x; y))$$

$$= q(x; y)$$

since $\varphi$ is the identity on $\mathcal{M}$. Thus equivalent extensions determine the same equivalence class of factor sets. Conversely, if $\mathcal{E} = \alpha(\mathcal{S}) \oplus \mathcal{M}$ and $\mathcal{E}' = \alpha'(\mathcal{S}) \oplus \mathcal{M}$ are extensions such that their factor sets $q, q'$ are equivalent, $q' = q + \partial f$, then we can replace the lift $\alpha$ by $\alpha + f$ (note $\alpha(1) + f(1) = 1$ since $f(1) = 0$) and thus assume the lifts $\alpha, \alpha'$ are chosen so that $q' = q$. Then by (14) it is clear that $\varphi(\alpha(x) \oplus m) = \alpha'(x) \oplus m$ define an isomorphism of $\mathcal{E}$ onto $\mathcal{E}'$ with $\varphi = I$ on $\mathcal{M}$ and $\pi' \circ \varphi = \pi$, so $\mathcal{E}$ and $\mathcal{E}'$ are equivalent.

Thus we have a 1-1 correspondence between equivalence classes of linearly split null extensions of $\mathcal{S}$ by the bimodule $\mathcal{M}$, and the space $H^2(\mathcal{S}, \mathcal{M})$ of equivalence classes of factor sets of $\mathcal{S}$ in $\mathcal{M}$. The condition that $H^2(\mathcal{S}, \mathcal{M})$ be zero is that all linearly split null extensions are split in the sense of algebras. (An extension is split if and only if its factor set is equivalent to the zero factor set.)

We could also formulate this in terms of cocycles and coboundaries. We let $C^2(\mathcal{S}, \mathcal{M})$ be all maps $q: \mathcal{S} \times \mathcal{S} \to \mathcal{M}$ such that $q(x; y)$ is linear in $y$ and quadratic in $x$ and $q(1, y) = 0$. Naturally $B^2(\mathcal{S}, \mathcal{M})$ will consist of all coboundaries $\partial f$ for $f$ in $C^1(\mathcal{S}, \mathcal{M})$. The cocycles $Z^2(\mathcal{S}, \mathcal{M})$ will be all cochains $q$ for which

$$\{\partial_1^2 q\}(x, z) = q(U_x y; z) + \nu(U_x y, z)q(x; y) - q(x; U_x z)$$

$$- \mu(x)q(y; z) - \mu(x)\mu(y)q(x; z),$$

$$\{\partial_2^2 q\}(x, z) = q(x, U_x z; y) + \nu(x, y)q(x; z) - q(x; yxz)$$

$$- \mu(x)q(y, z; x)$$

are zero and remain zero in all scalar extensions (equivalently we could define linearizations of $\partial_1^2$ and $\partial_2^2$). Then

$$H^2(\mathcal{S}, \mathcal{M}) = Z^2(\mathcal{S}, \mathcal{M})/B^2(\mathcal{S}, \mathcal{M})$$

as desired.
For a fixed algebra $\mathcal{A}$ we obtain a functor $H^n (n=0, 1, 2)$ from the category of unital $\mathcal{A}$-bimodules to the category of $\Phi$-modules by associating to a bimodule $\mathcal{M}$ the space $H^n(\mathcal{A}, \mathcal{M})$ and to a morphism $\psi: \mathcal{M} \rightarrow \mathcal{N}$ the morphism

\begin{equation}
H^n(\psi): H^n(\mathcal{A}, \mathcal{M}) \rightarrow H^n(\mathcal{A}, \mathcal{N})
\end{equation}

obtained from the following cochain maps: take $\psi^0 = 1 \otimes \psi$ for $C^0 = \mathcal{A} \otimes \mathcal{M} \rightarrow \mathcal{A} \otimes \mathcal{N} = C^0$ and take $\psi^i: C^i \rightarrow C^i$ by $f \mapsto f \cdot \psi$ or $q \mapsto q = \psi \circ q$ when $i = 1, 2$. These maps commute with coboundary maps by the formulas (11), (12), (16) and the fact that $\psi$ is a morphism of bimodules.

Another basic property is the linearity of $H^n$: it is additive,

\begin{equation}
H^n(\mathcal{A}, \oplus_i \mathcal{M}_i) = \oplus_i H^n(\mathcal{A}, \mathcal{M}_i),
\end{equation}

and homogeneous,

\begin{equation}
H^n(\mathcal{A}_\Omega, \mathcal{M}_\Omega) = H^n(\mathcal{A}, \mathcal{M})_\Omega
\end{equation}

as long as $\Omega$ is a free extension of $\Phi$—e.g. if $\Phi \subset \Omega$ are fields.

4. Universal gadgets. We can define a universal object for unital quadratic specializations just as for linear ones [4, p. 1073]. A universal unital quadratic envelope for a unital quadratic Jordan algebra $\mathcal{A}$ consists of a unital associative algebra $\mathcal{U}(\mathcal{A}$) together with a universal unital quadratic specialization $u: \mathcal{A} \rightarrow \mathcal{U}(\mathcal{A}$) such that any unital quadratic specialization factors through $u$,

\[
\begin{array}{c}
\mathcal{A} \\
\mu \downarrow \\
\mathcal{U}(\mathcal{A})
\end{array}
\rightarrow
\begin{array}{c}
\mathcal{U}(\mathcal{A}) \\
\mu
\end{array}
\rightarrow
\begin{array}{c}
\mathcal{U}(\mathcal{A}) \\
\mu
\end{array}
\]

where $\mu$ is a homomorphism of unital associative algebras. $\mathcal{U}(\mathcal{A})$ exists and is unique up to isomorphism (see [1, p. 182]).

The general philosophy behind universal gadgetry is that to prove a result about all something-or-others it suffices to prove it for the universal something-or-other. For example, the universal quadratic envelope reduces the investigation of all possible quadratic specializations of $\mathcal{A}$ (or all possible bimodules) to the study of the single associative algebra $\mathcal{U}(\mathcal{A})$. If $\mathcal{A}$ is finite dimensional over a field we will see that $\mathcal{U}(\mathcal{A})$ is also finite dimensional, and thus amenable to analysis.

We turn the universal quadratic specialization $u: \mathcal{A} \rightarrow \mathcal{U}(\mathcal{A})$ into a universal unital quadratic representation $x \mapsto u(x) \rightarrow L_u(x)$ of $\mathcal{A}$ in $\text{Hom}_\mathbb{C}(\mathcal{U}(\mathcal{A}), \mathcal{U}(\mathcal{A}))$ by means of the left regular representation $a \mapsto L_a$ of $\mathcal{U}(\mathcal{A})$. This in turn converts $\mathcal{U}(\mathcal{A})$ into a $\mathcal{A}$-bimodule, the universal unital bimodule $\mathcal{M}_0$ for $\mathcal{A}$. It is not quite true that every unital bimodule $\mathcal{M}$ is a homomorphic image of $\mathcal{M}_0$: $\mathcal{M}$ may be too large. However, every $\mathcal{M}$ is a homomorphic image of some direct sum of copies of the universal bimodule. This is true because any cyclic unital $\mathcal{A}$-bimodule...
is a homomorphic image of $\mathcal{M}_0$ (so we perhaps should call it the universal cyclic bimodule instead; note $\mathcal{M}_0 = \mathcal{U} \mathcal{L} \mathcal{E}(\mathfrak{Z}) = \mathcal{L} \mathcal{L} \mathcal{E}(\mathfrak{Z})$ is cyclic with generator 1). In universal diagrams this means that any representation $\mu$ of $\mathfrak{Z}$ on a cyclic bimodule $\mathcal{M}$ with generator $m$ factors uniquely through the universal representation $u_0$ by means of a morphism $\psi$ of bimodules sending the generator 1 into the generator $m$:

$$
\mathfrak{Z} \xrightarrow{\mu} \mathcal{M}
$$

To see this, note $\mu : \mathfrak{Z} \to \text{Hom}_\mathfrak{M}(\mathcal{M}, \mathcal{M})$ extends to an associative homomorphism $\hat{\mu} : \mathcal{U} \mathcal{L} \mathcal{E}(\mathfrak{Z}) \to \text{Hom}_\mathcal{M}(\mathcal{M}, \mathcal{M})$. We get a linear map $\psi : \mathcal{M}_0 = \mathcal{U} \mathcal{L} \mathcal{E}(\mathfrak{Z}) \to \mathcal{M}$ by $\psi(a) = \hat{\mu}(a)m$. Then $\psi(1) = m$, $\psi$ is surjective since $\mathcal{M}$ is cyclic, and it is a morphism of bimodules since $\psi(u_x(a)) = \psi(L_{ux}a) = \psi(u(x)a) = \hat{\mu}(u(x)a)m = \hat{\mu}(u(x))\hat{\mu}(a)m = \mu(x)\hat{\mu}(a)m = \mu(x)\psi(a)$ using $\hat{\mu} \circ u = \mu$.

Note that because of this, to prove some identity for all unital quadratic specializations (i.e. for $\mathcal{U} \mathcal{L} \mathcal{E}(\mathfrak{Z})$) it suffices to establish it in all unital $\mathfrak{Z}$-bimodules $\mathcal{M}$, or in the Jordan algebra $\mathcal{E} = \mathfrak{Z} \oplus \mathfrak{M}$. Thus relations holding in all algebras hold for all specializations.

As another application of universal gadgetry, by the homomorphism and additivity properties (17) and (18) of the cohomology functors, if the cohomology $H^n(\mathfrak{Z}, \mathcal{M}_0)$ vanishes for the universal $\mathfrak{Z}$-bimodule $\mathcal{M}_0$ it will vanish for any bimodule $\mathcal{M}$.

One establishes the functorial properties of $\mathcal{U} \mathcal{L} \mathcal{E}(\mathfrak{Z})$ exactly as for the universal linear envelope $\mathcal{U} \mathcal{L} \mathcal{E}(\mathfrak{Z})$ (see [3, pp. 96-99]). In particular, $\mathcal{U} \mathcal{L} \mathcal{E}$ commutes with scalar extensions and direct limits.

Unlike the case of linear Jordan algebras, the universal unital quadratic specialization $\hat{\mu} : \mathfrak{Z} \to \mathcal{U} \mathcal{L} \mathcal{E}(\mathfrak{Z})$ need not be faithful. If $\mathfrak{Z}$ is the “standard counterexample” $\{1, z, z^3\}$ with $z^2 = 0$ but $z^3 \neq 0$ (i.e. $\mathfrak{Z} = \Phi[x]/\mathbb{R}$ for $\mathbb{R}$ the Jordan ideal spanned by $x^2, 2x^3, x^4, x^5, \ldots$) then $z^2 = 0$ implies $\mu(z^3) = \mu(z^2)\mu(z) = 0$, $\mu(z^3, 1) = \nu(z^3) = \nu(z, z^2) = 0$, $\mu(z^3, z) = 0$ so $\mu(z^3) = \mu(z^2, x) = 0$ for all $x$ and $z^3$ is a nonzero element in the kernel of any unital quadratic specialization (in particular for $u$). Of course, $u$ will be faithful if the regular representation $U$ is faithful, i.e. $\mathfrak{Z}$ has no extreme radical; this will always be the case if $\mathfrak{Z}$ is semisimple or if $\frac{1}{2} \in \Phi$.

It is well known that the universal linear envelope is independent of isotopy. A similar result holds for the universal quadratic envelope. We begin with a

**Proposition 7.** Let $\mu$ be a unital quadratic specialization of $\mathfrak{Z}$ in $\mathfrak{A}$ and $c$ an invertible element of $\mathfrak{Z}$. Then $\mu$ is also a unital quadratic specialization of the isotope $\mathfrak{Z}^{(c)}$ in $\mathfrak{A}^{(c)}$. Alternately, the map $\mu^{(c)}(x) = \mu(x)c$ defines a unital quadratic specialization of $\mathfrak{Z}^{(c)}$ in $\mathfrak{A}$ itself.
Proof. Recall [4, p. 1076] that the structure of \( \mathfrak{S}^{(c)} \) is given by \( l(c) = c_1 \), \( U(xc) = UXUC \) and of \( \mathfrak{A}^{(d)} \) by \( l(d) = d^{-1} \), \( x \cdot_d y = xdy \).

One can verify UQS I–III directly, using for UQS III the formulas

\[
\begin{align*}
\mu(x, c^{-1})\mu(c) &= \nu(x, c), \quad \mu(c)\mu(c^{-1}, x) = \nu(c, x), \\
\nu(Uc, y, x)\mu(c) &= \mu(c)\nu(y, Uc, x).
\end{align*}
\]

However, a shortcut is available. We can reduce the first case to the second because if \( \mu^{(c)}(x) = \mu(x)\mu(c) \) defines a quadratic specialization \( \mathfrak{S}^{(c)} \to \mathfrak{A} \) we can compose it with the (associative) isomorphism \( \mathfrak{A} \to \mathfrak{A}^{(c)} \) given by \( a \mapsto a\mu(c)^{-1} \) to get a quadratic specialization \( \mathfrak{S}^{(c)} \to \mathfrak{A}^{(c)} \) by \( x \mapsto \mu(x) \). As for the second case, it suffices to assume \( \mu \) is a representation, \( \mathfrak{A} = \text{Hom}_\mathbb{K}(\mathfrak{A}, \mathfrak{A}) \); then \( c \oplus 0 \) is invertible in \( \mathbb{C} = \mathfrak{S} \oplus \mathfrak{A} \), and in the isotope \( \mathfrak{S}^{(c)} = \mathfrak{S} \oplus \mathfrak{A} \) we have \( Uxmc = UxUcm = \mu(x)\mu(c)m \), so \( \mu^{(c)}(x) = \mu(x)\mu(c) \) defines a representation of \( \mathfrak{S}^{(c)} \) on \( \mathfrak{A} \) (hence in \( \mathfrak{A} \)).

**Theorem 8.** If \( \mathfrak{S} \) is a unital quadratic Jordan algebra with universal unital quadratic envelope \( \mathfrak{U} \mathfrak{S}(\mathfrak{S}) \), then

\[
\mathfrak{U} \mathfrak{S}(\mathfrak{S}^{(c)}) = \mathfrak{U} \mathfrak{S}(\mathfrak{S})^{(u(c))},
\]

forms a universal unital quadratic envelope for the isotope \( \mathfrak{S}^{(c)} \), \( c \) invertible in \( \mathfrak{S} \). Alternately we could take

\[
u^{(c)}(x) = \nu(x)u(c), \quad \mathfrak{U} \mathfrak{S}(\mathfrak{S}^{(c)}) = \mathfrak{U} \mathfrak{S}(\mathfrak{S}).
\]

Thus the quadratic envelope of the isotope can be obtained either by fixing the universal specialization but modifying the universal algebra, or by fixing the universal algebra but modifying the universal specialization.

**Proof.** By the proposition, \( u^{(c)} \) is a unital quadratic specialization in either case. Also, \( u^{(c)}(\mathfrak{S}^{(c)}) \) generates \( \mathfrak{U} \mathfrak{S}(\mathfrak{S}^{(c)}) \) in both cases since \( u(\mathfrak{S}) \) generates \( \mathfrak{U} \mathfrak{S}(\mathfrak{S}) \). Thus we need only verify that any unital quadratic specialization \( \mu: \mathfrak{S}^{(c)} \to \mathfrak{A} \) factors through \( u^{(c)} \). We pull \( \mu \) back to a specialization \( \mu^{(d)} \) of \( \mathfrak{S} = (\mathfrak{S}^{(c)})^{(d)} \) into \( \mathfrak{A} \) for \( d = c^{-2} \), by the proposition, obtaining a factorization of \( \mu^{(d)} \) through \( u \) by means of a homomorphism \( \hat{\mu}: \mathfrak{U} \mathfrak{S}(\mathfrak{S}) \to \mathfrak{A} \). We will use this to obtain a factorization of \( \mu \) through \( u^{(c)} \).

First, if \( u^{(c)}(x) = \mu(x)u(c) \) and \( \mathfrak{U} \mathfrak{S}(\mathfrak{S}^{(c)}) = \mathfrak{U} \mathfrak{S}(\mathfrak{S}) \) then \( \hat{\mu} \) is already a homomorphism \( \mathfrak{U} \mathfrak{S}(\mathfrak{S}^{(c)}) \to \mathfrak{A} \), and it factors \( \mu \) since \( \hat{\mu}(u^{(c)}(x)) = \hat{\mu}(u(x)u(c)) = \hat{\mu}(u(x))\mu(c) = \mu(x)\mu(c) = \mu(x)\mu(c)^{-1} = \mu(x) \) since \( \mu \) is a specialization of \( \mathfrak{S}^{(c)} \).

If \( u^{(c)} = u \) and \( \mathfrak{U} \mathfrak{S}(\mathfrak{S}^{(c)}) = \mathfrak{U} \mathfrak{S}(\mathfrak{S})^{(u(c))} \) then \( \phi(a) = \hat{\mu}(a)f = (f = \mu(d)^{-1}) \) is a homomorphism of \( \mathfrak{U} \mathfrak{S}(\mathfrak{S}^{(c)}) \) into \( \mathfrak{A} \) since \( \phi(a \cdot_{(c)} b) = \hat{\mu}(a \cdot u(c) \cdot b) = \hat{\mu}(a \cdot u(c))^\phi(b) = \hat{\mu}(a)^\phi(c)\mu(c)^{-1} = \mu(a)\mu(c)^{-1} = \mu(c)^{-1} \) since \( \mu \) is a specialization of \( \mathfrak{S}^{(c)} \).

Thus both \( \mathfrak{U} \mathfrak{S}(\mathfrak{S})^{(u(c))} \) and \( \mathfrak{U} \mathfrak{S}(\mathfrak{S}) \) have the universal property for \( (\mathfrak{U} \mathfrak{S}(\mathfrak{S}^{(c)}), u^{(c)}) \).

This formulation is more natural than that for linear Jordan algebras, since the \( \rho \)
corresponding to \( u^{(0)}(x) = u(x)u(c) \) is 
\[
\rho^{(0)}(x) = \frac{1}{2} u^{(0)}(x) = \frac{1}{2} u(x, c) = \frac{1}{2} \{ \nu(x)u(c) - \mu(x, c) \} = 2 \rho(x)\rho(c) - \{ \rho(x)\rho(c) + \rho(c)\rho(x) - \rho(x^c) \} = \{ \rho(x), \rho(c) \} + \rho(x^c) \]
which bears no suggestive relation to the original \( \rho \). 

5. Compound linear specializations. We can get quadratic specializations from linear ones by composing a linear specialization \( \mathcal{J} \to \mathcal{A} \) with the regular quadratic representation \( \mathcal{J} \to \mathcal{A} \to \text{Hom}_\mathcal{A}(\mathcal{A}, \mathcal{A}) \) to obtain a quadratic specialization \( \mu(x) = \mathcal{U}_{\mathcal{A}(x)} \) of \( \mathcal{J} \) in \( \text{Hom}_\mathcal{A}(\mathcal{A}, \mathcal{A}) \). 

A more important method of constructing quadratic specializations is to put together two linear ones.

**Proposition 9.** If \( \sigma, \tau \) are commuting unital linear specializations of a unital quadratic Jordan algebra \( \mathcal{J} \) in a unital associative algebra \( \mathcal{A} \) then \( \mu(x) = \sigma(x)\tau(x) = \tau(x)\sigma(x) \) defines a unital quadratic specialization of \( \mathcal{J} \) in \( \mathcal{A} \).

**Proof.** Clearly UQS I holds if \( \sigma, \tau \) are unital: \( \mu(1) = \sigma(1)\tau(1) = 1 \). Also UQS II holds: \( \mu(U_{x,y}) = \sigma(U_{x,y})\tau(U_{x,y}) = \sigma(x)\sigma(y)\sigma(x)\tau(x)\tau(y) = \sigma(x)\tau(x)\sigma(y)\tau(y)\sigma(x)\tau(x) = \mu(x)\mu(y)\mu(x) \) by commutativity of \( \sigma(x) \) with \( \tau(w) \). To prove USQ III we compute \( \nu(x, y) \). Linearizing \( \mu \) gives \( \nu(x, y) = \sigma(x)\tau(y) + \sigma(y)\tau(x) \), so \( \nu(x) = \sigma(x) + \tau(x) \), and 
\[
\nu(x, y) = \nu(x)\nu(y) - \mu(x, y) = \{ \sigma(x) + \tau(x) \} \{ \sigma(y) + \tau(y) \} - \{ \sigma(x)\tau(y) + \sigma(y)\tau(x) \} = \sigma(x)\sigma(y) + \tau(x)\tau(y).
\]
Thus \( \mu(U_{x,y}, x) = \sigma(U_{x,y})\tau(x) + \sigma(x)\tau(U_{x,y}) = \sigma(x)\sigma(y)\sigma(x)\tau(x) + \sigma(x)\tau(x)\tau(y)\tau(x) \) equals \( \mu(x)(y, x) = \sigma(x)\tau(x)\{ \sigma(y)\sigma(x) + \tau(y)\tau(x) \} \) and \( \nu(x, y)\mu(x) \) 
\[
= \{ \sigma(x)\sigma(y) + \tau(x)\tau(y) \} \sigma(x)\tau(x) \]
proving UQS III. Since \( \sigma \) and \( \tau \) remain linear specializations in any scalar extension, UQS I–III hold strictly, and \( \mu \) is a unital quadratic specialization.

Such a specialization (or representation) \( \mu = \sigma\tau \) will be called a **unital compound linear specialization** (or representation). These have the following important interpretation. We say a unital \( \mathcal{J} \)-bimodule \( \mathcal{M} \) is **special** if the split null extension \( \mathcal{E} = \mathcal{J} \oplus \mathcal{M} \) is a special Jordan algebra (this of course can only happen when \( \mathcal{J} \) itself is special). If \( \mathcal{E} \subseteq \mathcal{A}^+ \) for a unital associative then the bimodule action of \( \mathcal{J} \) on \( \mathcal{M} \) is \( \mu_x(m) = U_{x,m} \) (in the algebra \( \mathcal{E} \) = \( \text{End} \mathcal{M} \) in the associative algebra \( \mathcal{A} \)) 
\[
= \lambda_x\rho_x(m) \text{ where } \lambda_x = L_x, \rho_x = R_x \text{ are left and right multiplications in } \mathcal{A}.
\]
The restrictions \( \sigma, \tau \) of \( \lambda, \rho \) to \( \mathcal{J} \) are commuting unital linear specializations of \( \mathcal{J} \) on \( \mathcal{M} \) with \( \mu(x) = \sigma(x)\tau(x) \), so \( \mu \) is compound linear. Thus special bimodules are determined by compound linear specializations. Conversely, if \( \mathcal{J} \) is special and \( \mu = \sigma\tau \) a unital compound linear specialization of \( \mathcal{J} \) on \( \mathcal{M} \) then \( \mathcal{J} \subseteq \mathcal{M} \mathcal{E}(\mathcal{J})^+ \) and \( \sigma, \tau \) determine commuting associative homomorphisms \( \delta, \gamma \) of \( \mathcal{M} \mathcal{E}(\mathcal{J}) \) in \( \text{Hom}_\mathcal{A}(\mathcal{A}, \mathcal{A}) \). These turn \( \mathcal{M} \) into a unital \( \mathcal{M} \mathcal{E}(\mathcal{J}) \)-bimodule by \( \text{amb} = \lambda_a\rho_b m \) for \( \lambda_a = \delta_a, \rho_b = \gamma_b \) (\( \pi \) the main involution in \( \mathcal{M} \mathcal{E}(\mathcal{J}) \)—we must make \( \rho \) an antihomomorphism).

Thus \( \mathcal{E} = \mathcal{J} \oplus \mathcal{M} \subseteq \mathcal{A}^+ \) for \( \mathcal{A} = \mathcal{M} \mathcal{E}(\mathcal{J}) \oplus \mathcal{M} \), and compound linear specializations determine special bimodules.

**Proposition 10.** A unital bimodule \( (\mathcal{M}, \mu) \) for a special unital quadratic Jordan algebra \( \mathcal{J} \) is special if and only if the representation \( \mu \) is a unital compound linear representation.
A unital algebra is strongly special if all its unital bimodules are special. It is known [6] that if $\phi \in \Phi$ then any unital Jordan algebra with $n \geq 4$ interconnected idempotents is special. If $\mathcal{M}$ is a unital bimodule for such a $\mathcal{F}$ then $\mathcal{E} = \mathcal{F} \oplus \mathcal{M}$ still has the same $n \geq 4$ interconnected idempotents, so is still special, and therefore $\mathcal{M}$ is special. In this case any unital $\mathcal{F}$ with $n \geq 4$ interconnected idempotents is strongly special; for example, this holds for the matrix algebras $\mathfrak{A}_n$ or $\mathfrak{H}(\mathfrak{A}_n, \ast)$ if $\mathfrak{A}$ is associative and $n \geq 4$. These results no longer hold when $\phi \in \Phi$, as we shall see shortly. It is true that an $n$-interconnected Jordan algebra with zero extreme radical is special if $n \geq 4$, so if $\mathcal{F}$ has zero extreme radical and so does its bimodule $\mathcal{M}$ (in the sense that $\mu(\mathcal{F}, \mathcal{F})m = 0$ implies $m = 0$) then $\mathcal{E} = \mathcal{F} \oplus \mathcal{M}$ will have no extreme radical and hence be special. Thus the "nonpathological" bimodules for such algebras as $\mathfrak{A}_n^+$ or $\mathfrak{H}(\mathfrak{A}_n, \ast)$ will be compound linear, even though the algebras may not be strongly special in general.

We can form a universal object for such compound linear specializations. A universal unital compound linear envelope for $\mathcal{F}$ consists of a unital associative algebra $\mathcal{W}(\mathcal{F})$ together with a universal unital compound linear specialization $\mathcal{E}$ of $\mathcal{F}$ in $\mathcal{W}(\mathcal{F})$ such that any unital compound linear specialization $\mu = \sigma \tau$ factors uniquely through $\mathcal{E}$:

$$
\mathcal{F} \xrightarrow{\mu} \mathcal{A} \\
\downarrow_{\mathcal{E}} \downarrow_{\mu} \\
\mathcal{W}(\mathcal{F})
$$

To construct $\mathcal{W}(\mathcal{F})$, note that if $\mu = \sigma \tau$ the commuting specializations $\sigma$, $\tau$ extend to commuting associative homomorphisms $\delta$, $\tau : \mathcal{U}(\mathcal{F}) \to \mathcal{A}$ (as before), so we have a unital homomorphism $\tilde{\mu} = \delta \otimes \tau : \mathcal{U}(\mathcal{F}) \otimes \mathcal{U}(\mathcal{F}) \to \mathcal{A}$ and a unital compound linear specialization $c(x) = l(x) \otimes l(x)$ of $\mathcal{F}$ in $\mathcal{U}(\mathcal{F}) \otimes \mathcal{U}(\mathcal{F})$ (for $l : \mathcal{F} \to \mathcal{U}(\mathcal{F})$ the universal unital linear specialization) such that $\tilde{\mu} \circ c = \mu$ since $\tilde{\mu}(c(x)) = \tilde{\mu}(l(x) \otimes l(x)) = \delta(l(x)) = \sigma(x) \tau(x) = \mu(x)$. However, this factorization need not be unique since $c(\mathcal{F})$ need not generate all of $\mathcal{U}(\mathcal{F}) \otimes \mathcal{U}(\mathcal{F})$. We obtain

**Proposition 11.** If $\mathcal{W}(\mathcal{F})$ denotes the subalgebra of $\mathcal{U}(\mathcal{F}) \otimes \mathcal{U}(\mathcal{F})$ generated by all $c(x) = l(x) \otimes l(x)$ then $\mathcal{W}(\mathcal{F})$ and $c$ form a universal unital compound linear envelope for $\mathcal{F}$.

Since $c$ is in particular a unital quadratic specialization, it factors through the universal unital quadratic specialization:

$$
\mathcal{F} \xrightarrow{c} \mathcal{W}(\mathcal{F}) \\
\downarrow_{\mu} \downarrow_{p} \\
\mathcal{U}(\mathcal{F})
$$
for $p$ the canonical projection of $UZ\ell$ onto $U\ell\ell$ (it is surjective since its range contains the generators $c(x) = p(u(x))$).

**Proposition 12.** $\mathfrak{F}$ is strongly special if and only if the canonical projection $p$ is an isomorphism of $U2\ell(\mathfrak{F})$ onto $U\ell\ell(\mathfrak{F})$.

**Proof.** If $p$ is an isomorphism then any unital quadratic specialization is compound linear since it factors through $c$ (and $U\ell\ell(\mathfrak{F})$ serve as universal unital quadratic envelope), so by Proposition 10, $\mathfrak{F}$ is strongly special. Conversely, if all quadratic specializations are compound linear they factor through $c$, hence $c$ and $U\ell\ell(\mathfrak{F})$ serve as universal unital quadratic envelope, so by uniqueness $p$ must be an isomorphism.

Compound linear specializations also come up in considering quadratic specializations of direct sums. Suppose $\sigma_i : \mathfrak{F}_i \to \mathfrak{A}$ are commuting unital linear specializations ($i = 1, 2$). Then $T_i : \mathfrak{F} \oplus \mathfrak{F} \to \mathfrak{A}$ are also commuting unital linear specializations of the direct sum $\mathfrak{F} = \mathfrak{F}_1 \oplus \mathfrak{F}_2$. From these we construct a compound linear specialization having $\mu(x) = \mu(x_1 \oplus x_2) = \sigma_1(x_1)\sigma_2(x_2)$ and $\nu(x_1 \oplus x_2) = \sigma_1(x_1) + \sigma_2(x_2)$. The universal gadget for such specializations consists of the algebra $W\ell\ell(\mathfrak{F}_1, \mathfrak{F}_2) = U\ell\ell(\mathfrak{F}_1) \otimes U\ell\ell(\mathfrak{F}_2)$ together with the unital quadratic specialization $c(x) = c(x_1 \oplus x_2) = l_1(x_1) \otimes l_2(x_2)$ of $\mathfrak{F} = \mathfrak{F}_1 \oplus \mathfrak{F}_2$ in $W\ell\ell(\mathfrak{F}_1, \mathfrak{F}_2)$; it has the universal property that any compound linear specialization $\mu(x) = \sigma_1(x_1)\sigma_2(x_2)$ of $\mathfrak{F}_1 \oplus \mathfrak{F}_2$ in $\mathfrak{A}$ factors uniquely through $c$ by means of an associative homomorphism $W\ell\ell(\mathfrak{F}_1, \mathfrak{F}_2) \to \mathfrak{A}$ (note that in this case the $c(x_1 \oplus x_2)$ do generate all of $U\ell\ell(\mathfrak{F}_1) \otimes U\ell\ell(\mathfrak{F}_2)$).

The specializations obtained in this way have $\mu(\mathfrak{F}_1) = \mu(\mathfrak{F}_2) = 0$, or equivalently $\mu(e_1, e_2) = 1$ for $e_i$ the unit of $\mathfrak{F}_i$. We will now see that any $\mu : \mathfrak{F}_1 \oplus \mathfrak{F}_2 \to \mathfrak{A}$ having this property is obtained by this process.

**Proposition 13.** If $\mathfrak{F}_1, \mathfrak{F}_2$ are unital quadratic Jordan algebras then the universal unital quadratic envelope and universal unital quadratic specialization for $\mathfrak{F} = \mathfrak{F}_1 \oplus \mathfrak{F}_2$ factor into direct sums

$$U2\ell(\mathfrak{F}) = \mathcal{D}_{11} \oplus \mathcal{D}_{12} \oplus \mathcal{D}_{22} \quad u = u_{11} \oplus u_{12} \oplus u_{22}$$

where the ideals $\mathcal{D}_{ii}$ and unital quadratic specializations $u_{ii}$ form universal unital quadratic envelopes for $\mathfrak{F}_i$ and the ideal $\mathcal{D}_{12}$ together with $u_{12}$ forms a universal unital compound linear envelope for $(\mathfrak{F}_1, \mathfrak{F}_2)$:

$$U2\ell(\mathfrak{F}_1 \oplus \mathfrak{F}_2) = U2\ell(\mathfrak{F}_1) \oplus U\ell\ell(\mathfrak{F}_1, \mathfrak{F}_2) \oplus U2\ell(\mathfrak{F}_2).$$

**Proof.** From $1 = e_1 + e_2$ in $\mathfrak{F}$ (the unit of $\mathfrak{F}_i$) we get $1 = u(1) = u(e_1) + u(e_1, e_2) + u(e_2) = e_{11} + e_{12} + e_{22}$ in $U2\ell(\mathfrak{F})$. The $e_{ii}$ are idempotents since $u(e_i)^2 = u(e_i) = u(e_i)\mathcal{Q} S I, II, and they are orthogonal since $e_i e_j = u(e_i)u(1 - e_i) = u(e_i)(1 - u(e_i)) = u(e_i) - u(e_i^2) - u(e_i) = u(e_i) - u(e_i^2) - u(e_i) = 0$. Hence also $e_{12} = 1 - e_{11} - e_{22}$ is an idempotent orthogonal to all the others. We claim that in the Peirce decomposition of $\mathcal{Q} = U2\ell(\mathfrak{F})$ only the spaces $\mathcal{D}_{ij} = e_i \mathcal{D} e_{ij}$ appear. To
see this, note first that $\mathfrak{O}$ is generated by $u(\mathfrak{Z}) = u(\mathfrak{Z}_1) + u(\mathfrak{Z}_2) + u(\mathfrak{Z}_3)$ where the $u(\mathfrak{Z}_i) = u(U, \mathfrak{Z}) = (e_i)u(\mathfrak{Z})u(e_i)$ belong to $e_i \mathfrak{O} e_i = \mathfrak{O}_i$. If we can show that $u(\mathfrak{Z}_1, \mathfrak{Z}_2) \subseteq \mathfrak{O}_{12}$ then the generators all belong to $\mathfrak{O}_{11} + \mathfrak{O}_{12} + \mathfrak{O}_{22}$, and $\mathfrak{O} = \mathfrak{O}_{11} \oplus \mathfrak{O}_{12} \oplus \mathfrak{O}_{22}$ is a direct sum of ideals. Now $u(\mathfrak{Z}_1, \mathfrak{Z}_2) = u(U, \mathfrak{Z}_1, \mathfrak{Z}_2) + u(U, \mathfrak{Z}_1, \mathfrak{Z}_2)$ (since $U_i = 1$ on $\mathfrak{Z}_1$ and $= 0$ on $\mathfrak{Z}_2$) = $v(e_1, \mathfrak{Z}_1)u(e_1, \mathfrak{Z}_2) - u(e_1, \mathfrak{Z}_1)v(\mathfrak{Z}_1, \mathfrak{Z}_2)$ (by (10)) = $v(e_1)v(\mathfrak{Z}_1, \mathfrak{Z}_2) - u(e_1, \mathfrak{Z}_1)u(e_1, \mathfrak{Z}_2) - u(e_1, \mathfrak{Z}_1)v(\mathfrak{Z}_1, \mathfrak{Z}_2) < e_{12} \mathfrak{O} + e_{11} \mathfrak{O}$ since $v(e_1)$ = $u(e_1, e + e_2)$. Similarly $u(\mathfrak{Z}_1, \mathfrak{Z}_2) < e_{12} \mathfrak{O} + e_{22} \mathfrak{O}$, so $u(\mathfrak{Z}_1, \mathfrak{Z}_2) e_{12} \mathfrak{O}$. Dually $u(\mathfrak{Z}_1, \mathfrak{Z}_2) e_{22} \mathfrak{O}$.

We have a corresponding decomposition $u = u_{11} \oplus u_{12} \oplus u_{22}$. We claim $(\mathfrak{O}_{1i}, \mathfrak{O}_{2i})$ has the universal property for the universal unital quadratic envelope for $\mathfrak{Z}_i$. We know $u_{ii}$ is a unital quadratic specialization of $\mathfrak{Z}_i$ in $\mathfrak{O}_{ii}$ since $u(e_i) = e_i$, and $u_{ii}(\mathfrak{Z}_i) = u(\mathfrak{Z}_i) = u_{ii}(\mathfrak{Z})$ generates $\mathfrak{O}_{ii}$. Furthermore, any unital quadratic specialization $\mu_i : \mathfrak{Z}_i \rightarrow \mathfrak{U}$ extends to a unital quadratic specialization $\mu : \mathfrak{Z} \rightarrow \mathfrak{U}$, so $\mu = \hat{\mu} \circ u$ for some associative homomorphism $\hat{\mu} : \mathfrak{U} \rightarrow \mathfrak{U}$. If $\hat{\mu}_{ii}$ denotes the restriction of $\hat{\mu}$ to $\mathfrak{O}_{ii}$ then $\hat{\mu}_{ii} \circ u_{ii} = \mu_{ii}$ as desired.

It is easy to see that any unital compound linear specialization $\mu : \mathfrak{Z}_1 \oplus \mathfrak{Z}_2 \rightarrow \mathfrak{U}$ factors uniquely through $u_{12}$ by means of an associative homomorphism $\hat{\mu} : \mathfrak{O}_{12} \rightarrow \mathfrak{U}$ (from factors through $u$ and $\hat{\mu} : \mathfrak{O} \rightarrow \mathfrak{U}$, but since $\mu(\mathfrak{Z}_1) = \mu(\mathfrak{Z}_2) = 0$ we have $\hat{\mu}(\mathfrak{O}_{11}) = \hat{\mu}(\mathfrak{O}_{22}) = 0$ and $\hat{\mu}$ restricts to $\mathfrak{O}_{12}$). We must check that $u_{12}$ is actually a compound linear specialization. We have

$$u_{12}(x_1 + x_2) = u_{12}(x_1, x_2) = v_1(x_1)v_2(x_2) = v_2(x_2)v_1(x_1)$$

where the $v_i$ are the restrictions to $\mathfrak{Z}_i$ of the $\mathfrak{O}_{12}$ component $e_{12}e_{12}$ of $v$. Indeed, $v(x_1)v(x_2) - u(x_1, x_2) = v(x_1, x_2) = v(U_{e_1}x_1, x_2) + v(U_{e_1}x_2, x_1) = v(e_1, U_{x_1,x_2}e_1) = 0$ by orthogonality and linearized (9), so taking components in $\mathfrak{O}_{12}$ gives $v_1(x_1)v_2(x_2) - u_{12}(x_1, x_2) = 0$. The $v_i$ are unital linear specializations since

$$v_i(e_i) = e_{12}$$

by $v(e_i) = 2e_i + e_{12}$, and

$$v_i(U_{x,y}) = v_i(x)v_i(y)v_i(x)$$

by taking $\mathfrak{O}_{12}$ components of $v(U_{x,y}) = v(x)v(y)v(x) - v(x)u(x, y) - v(y)u(x, y)$ (as in [5, Lemma 1, (2.11)] or (19) below).

**Corollary 14.** If $\mathfrak{Z}_1, \mathfrak{Z}_2$ are unital quadratic Jordan algebras then any unital quadratic specializations $\mu$ of $\mathfrak{Z}_1 \oplus \mathfrak{Z}_2$ is the direct sum of a unital quadratic specialization $\mu_{11}$ of $\mathfrak{Z}_1$, a unital quadratic specialization $\mu_{22}$ of $\mathfrak{Z}_2$, and a unital compound linear specialization $\mu_{12}$ of $(\mathfrak{Z}_1, \mathfrak{Z}_2)$.

As a final remark on compound linear specializations, note that if $t \in \Phi$ then $\mu(x) = \sigma(x)\tau(x)$, $v(x) = \sigma(x) + \tau(x)$ is associated with the representation $\rho(x) = \rho(x) = \frac{i}{2}\{\sigma(x) + \tau(x)\}$ of the linear Jordan algebra determined by $\mathfrak{Z}$. Thus $\rho$ is the "average" of $\sigma$ and $\tau$. Note, however, that this average $\rho$ can only be defined when $t \in \Phi$, whereas we can always define $\mu$ and $v$. 

---
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6. Pathologies. In certain characteristic 2 situations we obtain a new type of quadratic specialization having no analogue in characteristic \( \neq 2 \). Consider a unital quadratic specialization \( \mu: \mathcal{Z} \rightarrow \mathcal{A} \) such that

\[
\mu(x, y) = 0
\]

for all \( x, y \). Then \( 2\mathcal{A} = \mu(1, 1)\mathcal{A} = 0 \) (so if \( \frac{1}{2} \in \Phi \), \( \mathcal{A} = 0 \) and \( \mu \) is trivial). We are going to turn \( \mu \) into a unital linear specialization \( \sigma: \mathcal{Z} \rightarrow \mathcal{A} \). We let \( \mathcal{A} \) be \( \mathcal{A} \) as a ring, but give it a new \( \Phi \)-module structure by \( a \cdot a = a^2 \cdot a \) (if \( a \rightarrow \lambda_a \) is the homomorphism of \( \Phi \) into the centroid \( \Gamma(\mathcal{A}) \) turning \( \mathcal{A} \) into a \( \phi \)-algebra, the new homomorphism is \( \lambda_a \rightarrow \lambda_a^2 \); clearly \( \lambda_1 = 1 \), \( \lambda_a \lambda_\beta = \lambda_a \beta, \lambda_{a + \beta} = \lambda_a + \lambda_\beta + \lambda_\beta^2 = \lambda_a + \lambda_\beta \) since \( 2\mathcal{A} = 0 \)). Then \( \sigma = \mu: \mathcal{Z} \rightarrow \mathcal{A} \) is a unital linear specialization because \( \sigma(1) = \mu(1, 1, 1) = 1 \), \( \sigma(U_x y) = \sigma(U_x y) = \sigma(x) \sigma(y) \sigma(x), \sigma(x + y) = \mu(x) + \mu(y) + \mu(y) = \sigma(x) + \sigma(y) \) (by hypothesis), and \( \sigma(ax) = \mu(ax) = a^2 \cdot \mu(x) = \sigma^2 \sigma(x) \). The resulting algebra \( \mathcal{A} \) is a \( \sqrt{\Phi} \)-algebra in the sense that the module structure \( \lambda: \Phi \rightarrow \Gamma(\mathcal{A}) \) has \( \lambda = \lambda^2 \) for some homomorphism \( \lambda: \Phi \rightarrow \Gamma(\mathcal{A}) \). We say \( \sigma \) is obtained from \( \mu \) by deflation (from quadratic to linear).

Conversely, suppose \( \sigma: \mathcal{Z} \rightarrow \mathcal{A} \) is a unital linear specialization of \( \mathcal{Z} \) in a \( \sqrt{\Phi} \)-algebra \( \mathcal{A} \). We obtain a unital quadratic specialization \( \mu: \mathcal{Z} \rightarrow \mathcal{A} \) by the reverse process: we set \( \mu(x) = \sigma(x) \) and give \( \mathcal{A} \) the same ring structure as \( \mathcal{A} \) but the new module structure determined by \( \lambda \) (where \( \lambda = \lambda^2 \)). Then we have \( \mu(1) = \sigma(1) = 1 \), \( \mu(U_x y) = \sigma(U_x y) = \sigma(x) \sigma(y) \sigma(x) = \mu(x) \mu(y) \mu(x), \mu(U_x y, x) = \nu(x, y) \mu(x) = \mu(x) \nu(y, x) = 0 \) since \( \mu(x) = \sigma(x + y) = \sigma(x) + \sigma(y) = 0 \). The map \( \mu \) is quadratic by the way we changed the module structure: \( \mu(x, y) = 0 \) trivially bilinear, and \( \mu(ax) = \sigma(ax) = a^2 \cdot \mu(x) = \sigma^2 \sigma(x) \). We say \( \mu \) is obtained from \( \sigma \) by inflation.

Thus there is a natural 1-1 correspondence between unital quadratic specializations with \( \mu(x, y) \equiv 0 \) and unital linear specializations in \( \sqrt{\Phi} \)-algebras; the \( \mu \) with \( \mu(x, y) \equiv 0 \) are precisely the inflated linear specializations.

Such inflated linear specializations are common when \( \Phi \) is a field of characteristic 2. Let \( \sigma: \mathcal{Z} \rightarrow \mathcal{A} \) be any unital linear specialization; we enlarge \( \mathcal{A} \) slightly to obtain a specialization \( \mathcal{Z} \rightarrow \mathcal{A}_\Omega = \Omega \otimes_\Phi \mathcal{A} \) for \( \Omega \) a perfect closure of \( \Phi \) (e.g. if \( \Phi \) is finite or algebraically closed we can take \( \Omega = \Phi \)). The map \( \omega : \mathcal{A} \rightarrow \sqrt{\omega} \omega \) is an automorphism of \( \Omega \) since \( \Omega \) is perfect of characteristic 2, so the natural \( \Omega \)-module structure \( \lambda \) of \( \mathcal{A}_\Omega \) has \( \lambda = \lambda^2 \) for \( \lambda_a = \lambda_{a^2} \). Thus \( \mathcal{A}_\Omega \) is a \( \sqrt{\Phi} \) (even a \( \sqrt{\Omega} \)) algebra. (Note \( \mathcal{A} \) is not invariant under \( \lambda_a \) for \( a \in \Phi \) in general, so we have to pass outside \( \mathcal{A} \) to \( \mathcal{A}_\Omega \).) This shows that any unital linear specialization over a field \( \Phi \) of characteristic 2 can be enlarged to a specialization in a \( \sqrt{\Phi} \)-algebra, hence gives rise to an inflated linear specialization.

These inflated linear specializations are seldom compound linear. If \( \mu(x, y) \equiv 0 \) and \( \mu(x) = \sigma(x) + \tau(x) \) then \( \sigma(x) + \tau(x) = \mu(x, 1) = 0 \) and \( 2 = \mu(1, 1) = 0 \) show that \( \sigma(x) = \tau(x) \) and all \( \sigma(x), \sigma(y) \) commute; we may assume \( \sigma(\mathcal{Z}) \) and \( \tau(\mathcal{Z}) \) generate \( \mathcal{A} \), hence that \( \mathcal{A} \) is commutative. Besides this restriction on \( \mathcal{A}, \mathcal{Z} \) is severely restricted: the kernel of \( \sigma \) is an ideal containing \( \mathcal{Z} \circ \mathcal{Z} \) since \( \sigma(x \circ y) = \sigma(x) \circ \sigma(y) = 0 \) when \( \mathcal{A} \).
is commutative of characteristic 2. If \( \mathcal{J} \) is simple but \( \mathcal{J} \circ \mathcal{J} \neq 0 \), or if \( \mathcal{J} \) has \( n \geq 2 \) interconnected idempotents, the only ideal containing \( \mathcal{J} \circ \mathcal{J} \) is \( \mathcal{J} \) itself (if \( e_i \) are idempotents such a \( \sigma \) would kill the Peirce spaces \( \mathcal{J}_{ij} = e_i \circ \mathcal{J}_{ij} \) for \( i \neq j \), hence also the \( \mathcal{J}_{ii} = \mathcal{J}_i \oplus \mathcal{J}_{ii} \) if \( e_i \) and \( e_j \) are interconnected, so it would kill \( \mathcal{J} = \mathcal{J}_i \oplus \mathcal{J}_{ii} \)), so the only such \( \sigma \) is \( \sigma = 0 \). Thus as mentioned before the matrix algebras \( \mathfrak{M}_n^+ \) and \( \mathcal{H}(\mathfrak{M}_n, *) \) in characteristic 2 have quadratic specializations (the inflated linear ones) which are not compound linear, and hence the algebras are not strongly special.

The exceptional algebra is an exception to this pathology—since \( \mathfrak{H}(\mathfrak{E}_3) \) has no nonzero linear specializations at all it has no nonzero inflated linear specializations.

If \( \mathcal{J} \) is a unital quadratic Jordan algebra its extreme radical or kernel \( \mathcal{J} \) furnishes an inflated linear specialization: \( \mathcal{J} \) is an ideal, hence a bimodule relative to the regular representation, and \( \mu(\mathcal{J}, \mathcal{J}) = 0 \) since \( \mu(\mathcal{J}, \mathcal{J}) = 0 \) by the definition \( \mathcal{J}_\mathcal{J} = \mathcal{J}_{\mathcal{J} \mathcal{J}} \).

II. The General Case

A quadratic Jordan algebra is a triple \( \mathcal{J} = (\mathfrak{X}, U, 2) \) where \( x \to U_x \) and \( x \to x^2 \) are quadratic maps of \( \mathfrak{X} \) into \( \text{Hom}_\mathfrak{X} (\mathfrak{X}, \mathfrak{X}) \) and \( \mathfrak{X} \) respectively, such that the following axioms hold strictly:

\[
\begin{align*}
\text{(QJ I)} & \quad V_{x,x} = V_{x^2}, \\
\text{(QJ II)} & \quad U_x V_x = V_x U_x, \\
\text{(QJ III)} & \quad U_x (x^2) = (U(x))^2, \\
\text{(QJ IV)} & \quad U_x U_y (x^2) = (U_x y^2), \\
\text{(QJ V)} & \quad U_x^2 = U_x^2, \\
\text{(QJ VI)} & \quad U_{U(x)y} = U_x U_y U_x,
\end{align*}
\]

where, as usual, \( V_{x,y} = (x+y)^2 - x^2 - y^2 \) and \( V_{x,y} \zeta = \zeta y = \{U_x + U_y - U_{x+y}\}y \).

A homomorphism \( \varphi: \mathcal{J} \to \mathcal{J}' \) satisfies \( \varphi(x^2) = \varphi(x)^2 \) and \( \varphi(U(x)y) = \varphi(U(x))\varphi(y) \). In the resulting category a subalgebra is a subspace \( \mathfrak{A} \) of \( \mathcal{J} \) such that \( \mathfrak{A}^2 \subset \mathfrak{A} \) and \( U_\mathfrak{A} \mathfrak{A} \subset \mathfrak{A} \), while an ideal satisfies \( \mathfrak{A}^2 \subset \mathfrak{A} \), \( \mathfrak{A} \circ \mathcal{J} \subset \mathfrak{A} \), \( U_\mathfrak{A} \mathcal{J} \subset \mathfrak{A} \), \( U_\mathfrak{A} \mathcal{J} \subset \mathfrak{A} \). A unit in a quadratic Jordan algebra is an element \( c \) such that \( U_c = I \) and \( U_x c = x^2 \) for all \( x \). Quadratic Jordan algebras with unit are equivalent to unital quadratic Jordan algebras.

If a quadratic Jordan algebra \( \mathcal{J} \) does not contain a unit we can always imbed it in the canonical unital extension \( \mathcal{J}' = \mathfrak{E} + \mathcal{J} \) which is a unital quadratic Jordan algebra. We use this (and an analogous result for specializations) to reduce questions about general Jordan algebras to the unital case. (For these results about quadratic Jordan algebras see [5].)

1. Representation theory. If \( X \) is any subset of a quadratic Jordan algebra \( \mathcal{J} \) the multiplication algebra \( \mathcal{M}(\mathcal{J}) \) determined by \( X \) is the algebra of transformations on \( \mathcal{J} \) generated by all \( V_x, U_x, U_{x,y} \) for \( x, y \) in \( X \). We again have a multiplication closure theorem

\[
\mathcal{M}(\mathcal{M}'(X)X) = \mathcal{M}(X)
\]
and its corollaries that the subalgebra generated by $X$ is

$$\Phi[X] = \mathcal{M}(X)X$$

and that if $X$ generates $\mathfrak{F}$ then the $V_x, U_x, U_{x,y}$ generate $\mathcal{M}(\mathfrak{F})$. (We have to use the unital algebra $\mathcal{M}(X) = \Phi I + \mathcal{M}(X)$ since $\mathcal{M}(X)$ may not contain $I$ and hence $\mathcal{M}(X)X$ may not contain $X$.) All these follow because $X' = X \cup \{1\}$ is a unital subset of $\mathfrak{J}' = \Phi I + \mathfrak{J}$ and $\mathcal{M}(X'|\mathfrak{J}) = \mathcal{M}(X)$ since the algebra generated by the $U_{x'} U_{x',y'}$ coincides with the algebra generated by $U_1 = I$ and all $U_x, U_{x,y}, U_{x,1} = V_x$. Mappings of the form $x \to U_x$ of $\mathfrak{J}$ into $\mathcal{M}(\mathfrak{J}|\mathfrak{F})$ for $\mathfrak{J}$ a subalgebra of $\mathfrak{E}$ and $\mathfrak{F}$ a subspace of $\mathfrak{E}$ invariant under $\mathfrak{J}$ are called multiplication representations of $\mathfrak{J}$.

A quadratic specialization of $\mathfrak{J}$ in an associative algebra $\mathfrak{A}$ is a pair $(\mu, \nu)$ of maps from $\mathfrak{J}$ to $\mathfrak{A}$, where $\mu$ is quadratic and $\nu$ linear, such that the following axioms hold strictly:

1. $(QS I)$ $\nu(x, x) = \nu(x^2)$,
2. $(QS II)$ $\mu(x^2, x) = \mu(x)\nu(x) = \nu(x)\mu(x)$,
3. $(QS III)$ $\mu(x o y, x) + \nu(U_{xy}) = \nu(x)\nu(y, x) + \mu(x)\nu(y) = \nu(x, y)\nu(x) + \nu(y)\mu(x)$,
4. $(QS IV)$ $\mu(U_{xy}, y) = \mu(x)\nu(y, x) = \nu(x, y)\mu(x)$,
5. $(QS V)$ $\mu(x^2) = \mu(x)^2$,
6. $(QS VI)$ $\mu(U_{xy}) = \mu(x)\mu(y)\mu(x)$,

where $\nu(x, y) = \nu(x)\nu(y) - \mu(x, y)$ by definition. Note that $(QS I)$ is thus equivalent to

1. $(CS I)$ $\nu(x, x) = \nu(x^2)$,
2. $(CS II)$ $\mu(x^2, x) = \mu(x)\nu(x) = \nu(x)\mu(x)$,
3. $(CS III)$ $\mu(x^2, y) = \mu(x)\nu(y, x) - \nu(y)\mu(x) = \nu(x)\mu(x, y) - \mu(x)\nu(x)$,
4. $(CS IV)$ $\mu(x^3, y) = \mu(x)\nu(y, x^2) - \nu(y, x)\mu(x) = \nu(x^2)\mu(y, x) - \mu(x)\nu(x, y)$,
5. $(CS V)$ $\mu(x^2) = \mu(x)^2$,
6. $(CS VI)$ $\mu(x^3) = \mu(x)^3$

hold strictly.

Proposition 15. $(\mu, \nu)$ is a quadratic specialization if and only if

1. $(CS I)$ $\nu(x^2) = \nu(x, x)$,
2. $(CS II)$ $\nu(x^3) = \nu(x, x^2) = \nu(x^2, x)$,
3. $(CS III)$ $\mu(x^2, y) = \mu(x, y)\nu(x) - \nu(y)\mu(x) = \nu(x)\mu(x, y) - \mu(x)\nu(y)$,
4. $(CS IV)$ $\mu(x^3, y) = \mu(x, y)\nu(x^2) - \nu(y, x)\mu(x) = \nu(x^2)\mu(y, x) - \mu(x)\nu(x, y)$,
5. $(CS V)$ $\mu(x^2) = \mu(x)^2$,
6. $(CS VI)$ $\mu(x^3) = \mu(x)^3$.
The proof consists in juggling identities as in [5]. For our present purposes we only show that QS I–VI imply a strengthening of QS III:

\[ (19) \quad \nu(U_{x,y}) = \nu(x)\nu(y, x) - \nu(y)\mu(x) = \nu(x, y)\nu(x) - \mu(x)\nu(y), \]

\[ (20) \quad \mu(x \circ y, x) = \mu(x)\nu(y) + \nu(y)\mu(x). \]

By QS III, (19) and (20) are equivalent, and by linearizing QS II we see (20) is equivalent to

\[ (21) \quad \mu(x^2, y) = \mu(x, y)\nu(x) - \nu(y)\mu(x) = \nu(x)\mu(x, y) - \mu(x)\nu(y). \]

Setting \( y = x \) in QS III gives \( \nu(x^3) + 2\mu(x^2, x) = \nu(x)\nu(x^2) + \mu(x)\nu(x) \) (by QS I), hence

\[ \nu(x^3) + \mu(x^2, x) = \nu(x)\nu(x^2) \]

(by QS II), and linearizing this gives \( 0 = \nu(U_{x,y}) + \nu(x^2 \circ y) + \mu(x \circ y, x) + \mu(x)\nu(y) \) (by QS II, linearized QS I', linearized QS I) 

\[ = \nu(x^2 - \mu(x))\nu(y) - \mu(x^2, y) - \nu(x^2 \circ y) \]

(by QS III, linearized QS I', linearized QS I)

\[ = \nu(x^2)\nu(y) - \mu(x^2, y) - \nu(x^2 \circ y) \]

(by QS I') 

\[ = \nu(x)\mu(x, y) - \mu(x)\nu(y) \]

(by QS II, linearized QS I')

\[ - \mu(x^2, y), \]

establishing (21).

Just as any Jordan algebra is contained in a unital one, any quadratic specialization is contained in a unital one.

**Theorem 16 (Adjunction Theorem).** If \((\mu, \nu)\) is a quadratic specialization of a quadratic Jordan algebra \( \mathcal{J} \) in an associative algebra \( \mathcal{A} \) then

\[ \mu'(\alpha 1 + x) = \alpha^2 1 + \alpha\nu(x) + \mu(x) \]

defines a unital quadratic specialization of the unital quadratic Jordan algebra \( \mathcal{J}' = \mathcal{J} + 1 \) in the unital associative algebra \( \mathcal{A}' = \mathcal{A} + 1 \), which extends \((\mu, \nu)\) in the sense that \( \mu'(x) = \mu(x) \) and \( \nu'(x) = \nu(x) \) for \( x \) in \( \mathcal{J} \).

**Proof.** Clearly \( \mu'(x) = \mu(x), \nu'(x) = \nu(x) \), so \( \mu' \) does extend \((\mu, \nu)\). We need to verify

(UCS I) \( \mu'(1) = 1 \),

(UCS II) \( \mu'(U_{a,b}, a) = \mu'(a)\nu'(b, a) = \nu'(a, b)\mu'(a) \),

(UCS III) \( \mu'(a^2) = \mu'(a)^2 \),

(UCS IV) \( \mu'(a^3) = \mu'(a)^3 \),

for all \( a = \alpha 1 + x, b = \beta 1 + y \) in \( \mathcal{J}' \). UCS I is obvious. For UCS II, we verify only the first equality:

\[ \mu'(U_{a,b}, a) = \mu'(\alpha^2 1 + \alpha^2 y + 2\alpha\beta x + \alpha x \circ y + \beta x^2 + U_{x,y}, \alpha 1 + x) \]

\[ = 2\alpha^2 \beta + 3\alpha^2 \beta \nu(x) + \alpha^2 \nu(y) + \alpha\beta(4\mu(x) + \nu(x^2)) + \nu(y) \]

\[ + \alpha^2 \{\nu(y, x) + \nu(x \circ y)\} + \beta\mu(x^2, x) + \alpha\{\mu(x \circ y, x) + \nu(U_{x,y})\} + \mu(U_{x,y}, x), \]

\[ \mu'(a)\nu'(b, a) = \mu'(\alpha 1 + x)\nu'(\beta 1 + y, \alpha 1 + x) \]

\[ = \{\alpha^2 \beta + \alpha\nu(x) + \mu(x)\}(2\alpha^2 \beta + \beta\nu(x) + \alpha\nu(y) + \nu(y, x)) \]

\[ = 2\alpha^2 \beta + 3\alpha^2 \beta \nu(x) + \alpha^2 \nu(y) + \alpha\beta(2\mu(x) + \nu(x^2)) \]

\[ + \alpha^2 \{\nu(y, x) + \nu(x)\nu(y)\} + \beta\mu(x)\nu(x) + \alpha\{\nu(x)\nu(y, x) + \mu(x)\nu(y)\} \]

\[ + \mu(x)\nu(y, x) \]
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which agree by QS I, by linearized QS I and the definition of \( \nu(x, y) \), by QS II, by QS III, and by QS IV. Similarly for the second equality in UCS II. For UCS III,

\[
\mu'(a + x)^2 = \mu'(a^2 + 2ax + x^2)
\]

\[
= a^4 + 2a^3\nu(x) + a^2(\nu(x^2) + 4\mu(x)) + 2a\mu(x^2, x) + \mu(x^2),
\]

\[
\{\mu'(a + x)\}^2 = \{a^2 + a\nu(x) + \mu(x)\}^2
\]

\[
= a^4 + 2a^3\nu(x) + a^2(\nu(x^2) + 2\mu(x)) + a(\nu(x)\mu(x) + \mu(x)\nu(x)) + \mu(x)^2
\]

which are equal by QS I, QS II, QS V. For UCS IV,

\[
\mu'(a + x)^3 = \mu'(a^3 + 3a^2x + 3ax^2 + x^3)
\]

\[
= a^6 + 3a^5\nu(x) + 3a^4(\nu(x^2) + 3\mu(x)) + a^3(\nu(x)^3) + 9\mu(x^2, x)
\]

\[
+ 3a^2\{\mu(x^3, x) + 3\mu(x^2)\} + 3a\mu(x^3, x^2) + \mu(x^3),
\]

\[
\{\mu'(a + x)\}^3 = \{a^2 + a\nu(x) + \mu(x)\}^3
\]

\[
= a^6 + 3a^5\nu(x) + 3a^4\{\mu(x) + \nu(x)^2\} + 3a^3\{\nu(x)\mu(x) + \mu(x)\nu(x)\} + \nu(x)^3
\]

\[
+ a^2(3\mu(x)^2 + \nu(x)^2\mu(x) + \nu(x)\mu(x)^2) + \mu(x)^3
\]

which are equal by QS I, by \( \nu(x^3) = \nu(x)\nu(x^2) - \nu(x)\mu(x) = \nu(x)\nu(x^2) - 2\mu(x) - \nu(x)\mu(x) = \nu(x)^3 - 3\nu(x)\mu(x) \) (by (19) and QS I–III), by \( \mu(x^3, x) = \nu(x^2)\mu(x) = \nu(x^3)\mu(x) = \nu(x)^2\mu(x) - 2\mu(x)^2 \) (QS IV, QS I), by \( \mu(x^2, x^2) = \nu(x)\mu(x^2) \) (see [5, Lemma 1, (2.15)]), and by QS VI. These relations UCS I–IV hold strictly since \( (\mu, \nu) \) remains a quadratic specialization under all scalar extensions. Thus \( \mu' \) is a unital quadratic specialization.

We call \( \mu' \) the canonical unital extension of \((\mu, \nu)\).

Given a quadratic representation \((\mu, \nu)\) of \( S \) on \( M \) we can form a quadratic algebra, the split null extension \( E = S \oplus M \) of \( S \) by \( M \), by means of the operations

\[
(x \oplus m)^2 = x^2 \oplus \nu_x(m),
\]

\[
U_{x \oplus m}(y \oplus n) = U_{xy} \oplus \{\mu_x(n) + \nu_{x,y}(m)\}.
\]

Note \( E \) is a subalgebra of \( E' = S' \oplus M \) since \( U_{x \oplus m}(1 \oplus 0) = x^2 \oplus \nu_x(m) = (x \oplus m)^2 \) and \( U_{x \oplus m}(y \oplus n) = U_{x \oplus m}(y \oplus n) \) (note \( \nu'_{x,y} = \nu'_{y,x} \mu_{x,y} = \nu_{x,y} \mu_{x,y} = \nu_{x,y} \)). Since \( M \) is a unital \( S' \)-bimodule by the Adjunction Theorem, \( E' \) is a unital Jordan algebra by the Unital Bimodule Theorem. Thus the subalgebra \( E \) is also Jordan, and we have

**Theorem 17 (Bimodule Theorem).** The split null extension \( E = S \oplus M \) of a quadratic Jordan algebra \( S \) by a bimodule \( M \) is again a quadratic Jordan algebra.

Once again we see that quadratic specializations, quadratic representations, multiplication representations, and bimodules are all equivalent.

A linear map \( \psi : M \to M' \) of \( S \)-bimodules is a homomorphism of bimodules if

\[
\psi(\nu(x)m) = \nu(x)\psi(m), \quad \psi(\mu(x)m) = \mu(x)\psi(m).
\]

If \( M, M' \) are unital \( S \)-bimodules this reduces to the previous definition since \( \nu(x) = \mu(x, 1), \nu(x) = \mu(x, 1) \).
The kernel of a quadratic specialization \((\mu, \nu)\) is

\[
\text{Ker}(\mu, \nu) = \{z \mid \mu(z) = \nu(z) = \mu(z, x) = 0 \text{ for all } x\}.
\]

In the case of unital specializations this coincides with the earlier definition. Indeed, \(\text{Ker}(\mu, \nu)\) is just the intersection \(\mathfrak{F} \cap \text{Ker } \mu'\) of \(\mathfrak{F}\) with the kernel of the canonical unital extension \(\mu'\): if \(z \in \text{Ker}(\mu, \nu)\) then \(\mu'(z) = \mu(z) = 0\), \(\mu'(z, x') = \mu'(z, 1 + x) = \alpha v(z) + \mu(z, x) = 0\), while if \(z \in \mathfrak{F} \cap \text{Ker } \mu'\) then \(\nu(z) = \mu'(z, 1) = 0\), \(\mu(z, x) = \mu'(z, x) = 0\). In particular, we conclude \(\text{Ker}(\mu, \nu)\) is an ideal in \(\mathfrak{F}\). The induced specialization \((\bar{\mu}, \bar{\nu})\) of \(\mathfrak{F}/\text{Ker}(\mu, \nu)\) given by \(\bar{\mu}(x + K) = \mu(x)\), \(\bar{\nu}(x + K) = \nu(x)\) is faithful in the sense that \(\text{Ker}(\bar{\mu}, \bar{\nu}) = 0\).

If the kernel is all of \(\mathfrak{F}\), so \(\mu \equiv \nu \equiv 0\), we say \((\mu, \nu)\) is a zero quadratic specialization; similarly we have zero representations and zero bimodules.

We could follow the same procedure as in the unital case to define cohomology groups \(H^n(\mathfrak{F}, \mathcal{M})\) in the category of quadratic Jordan algebras, but it would turn out that the nonunital cohomology coincided with the unital cohomology of the canonical unital extension \(\mathfrak{F}'\):

\[
H^n(\mathfrak{F}, \mathcal{M}) = H^n(\mathfrak{F}', \mathcal{M}).
\]

2. Universal gadgets. A universal quadratic envelope for \(\mathfrak{F}\) consists of an associative algebra \(\mathcal{E}(\mathfrak{F})\) together with a universal quadratic specialization \((u, v) : \mathfrak{F} \to \mathcal{E}(\mathfrak{F})\) such that any quadratic specialization \((\mu, \nu)\) factors uniquely through \((u, v)\):

\[
\begin{array}{ccc}
\mathfrak{F} & \to & \mathcal{A} \\
(\mu, \nu) & \downarrow & (u, v) \\
\mathcal{E}(\mathfrak{F}) & \to & \mathcal{M}
\end{array}
\]

\(\mathcal{E}(\mathfrak{F})\) exists and satisfies the usual properties (but note that \(\mathcal{E}(\mathfrak{F})\) is not assumed to be unital). One way to establish the basic properties is to observe

**Proposition 18.** If \(\mathfrak{F}\) is a quadratic Jordan algebra and \(\mathfrak{F}' = \Phi + \mathfrak{F}\) the canonical unital extension of \(\mathfrak{F}\) then the subalgebra \(\mathcal{E}(\mathfrak{F})\) of \(\mathcal{E}(\mathfrak{F}')\) generated by \(u'/(\mathfrak{F})\), \(v'/(\mathfrak{F})\) together with the restrictions \(u\) and \(v\) of the universal unital quadratic specialization \(u'\) and \(v'\) to \(\mathfrak{F}\) forms a universal quadratic envelope for \(\mathfrak{F}\).

**Proof.** Contemplate the diagram

\[
\begin{array}{ccc}
\mathfrak{F} & \to & \mathcal{A} \\
(\mu, \nu) & \downarrow & (u, v) \\
\mathfrak{F}' & \to & \mathcal{A}' \\
(\mu', \nu') & \downarrow & (u', v') \\
\mathcal{E}(\mathfrak{F}) & \to & \mathcal{E}(\mathfrak{F}')
\end{array}
\]
using the Adjunction Theorem; observe that the restriction $\hat{\mu}$ of $(\mu')^\sim$ to $\mathcal{U}(\mathfrak{A})$ has its range in $\mathfrak{A}$ since this is true for the generators $(\mu')^\sim(u'(\mathfrak{A})) = \mu'(\mathfrak{A}) = \mu(\mathfrak{A})$, $(\mu')^\sim(v'(\mathfrak{A})) = v'(\mathfrak{A}) = v(\mathfrak{A})$.

What happens if $\mathfrak{A}$ is already unital? Suppose that $\mathfrak{A}$ is a quadratic Jordan algebra with unit 1. We wish to compare its universal quadratic envelopes in the category of unital quadratic and (plain old) quadratic Jordan algebras.

**Theorem 19.** If $\mathfrak{A}$ is a quadratic Jordan algebra with unit then the universal quadratic envelope has

$$\mathcal{E}(\mathfrak{A}) = \mathfrak{A}_1 \oplus \mathfrak{A}_0, \quad u = u_1 \oplus u_0, \quad v = v_1 \oplus v_0$$

for ideals $\mathfrak{A}_i$ where $(\mathfrak{A}_1, u_1)$ serves as a universal unital quadratic envelope for $\mathfrak{A}$ and $(\mathfrak{A}_0, v_0)$ serves as a universal unital linear envelope for $\mathfrak{A}$,

$$\mathcal{E}(\mathfrak{A}) = \mathcal{U}(\mathfrak{A}) \oplus \mathcal{U}(\mathfrak{A})$$

and where $v_i(x) = u_i(x, 1)$, $u_0(x) = 0$.

**Proof.** It is not too difficult to verify this directly, but we prefer to reduce it to the unital case.

The canonical unital extension $\mathfrak{A}' = \Phi 1 + \mathfrak{A}$ splits into a direct sum $\mathfrak{A}' = \mathfrak{A}_1 \oplus \mathfrak{A}_2$ of ideals $\mathfrak{A}_0 = \mathfrak{A}$, $\mathfrak{A}_2 = \Phi e_2$ where $e_2 = 1 - e_1$, $e_1$ the unit for $\mathfrak{A}$. Thus we have seen in Proposition 13 that $\mathcal{U}(\mathfrak{A}) = \mathfrak{A}_1 \oplus \mathfrak{A}_0 \oplus \mathfrak{A}_2$, $u' = u_1 \oplus u_0 \oplus u_2$, for $(\mathfrak{A}_1, u_1)$ the universal unital envelope of $\mathfrak{A}_1$ and $(\mathfrak{A}_0, u_0)$ the universal unital compound linear envelope of $(\mathfrak{A}_1, \mathfrak{A}_2)$. By Theorem 18, $\mathcal{E}(\mathfrak{A})$ is the subalgebra of $\mathcal{U}(\mathfrak{A})$ generated by $u'(\mathfrak{A}) = u_1(\mathfrak{A}_1)$ and $v'(\mathfrak{A}) = v_1(\mathfrak{A}_1, e_1 + e_2) = v_1(\mathfrak{A}_1) + v_0(\mathfrak{A}_2)$. This subalgebra is just $\mathfrak{A}_1 \oplus \mathfrak{A}_0$ since $u_1(\mathfrak{A}_1)$ generates $\mathfrak{A}_1$ and $v_0(\mathfrak{A}_2) = u'(\mathfrak{A}_1, e_2) = u'(\mathfrak{A}_1, \Phi e_2) = u'(\mathfrak{A}_1, \mathfrak{A}_2)$ generates $\mathfrak{A}_0$. This immediately gives $(\mathfrak{A}_1, u_1)' = (\mathcal{U}(\mathfrak{A}_1), u_1)$. Also, since $\mathfrak{A}_2 = \Phi e_2$ it is easy to verify $\mathcal{U}(\mathfrak{A}_2) = \Phi$, so $\mathcal{E}(\mathfrak{A}_1) = \mathcal{U}(\mathfrak{A}_1) \otimes \mathcal{U}(\mathfrak{A}_2) = \mathcal{U}(\mathfrak{A}_1)$ and $c = l_1 \otimes l_2 = 1$ (the universal unital linear specialization of $\mathfrak{A}$). Thus $(\mathfrak{A}_0, v_0)' = (\mathcal{U}(\mathfrak{A}_0), l)$ is the universal unital linear envelope (note that $u_0(\mathfrak{A}_0) = 0$ but $v_0(x) = u_0(x, e_2) = c(x) = 1(x)$ for $x = x_1$ in $\mathfrak{A}_1$).

The above theorem suggests that a unital Jordan algebra should have some nonunital quadratic specializations which come from unital linear specializations (these would account for the summand $\mathfrak{A}_0$ in $\mathcal{E}(\mathfrak{A})$). Indeed, just as in the unital case,

**Proposition 20.** If $\sigma$, $\tau$ are commuting linear specializations of a quadratic Jordan algebra $\mathfrak{A}$ in $\mathfrak{A}$ then $\mu = \sigma \tau$, $\nu = \sigma + \tau$ defines a quadratic specialization of $\mathfrak{A}$ in $\mathfrak{A}$.

**Proof.** $\sigma$, $\tau$ extend to unital specializations $\sigma'$, $\tau'$ of $\mathfrak{A}'$ in $\mathfrak{A}'$ for $\mathfrak{A}' = \Phi 1 + \mathfrak{A}$, $\mathfrak{A}' = \Phi 1 + \mathcal{U}(\mathfrak{A})$, so by the unital result $\mu' = \sigma' + \tau'$ is a unital quadratic specialization with $\nu' = \sigma' + \tau'$ since $\nu'(x) = \mu'(x, 1) = \sigma'(x)\tau'(1) + \sigma'(1)\tau'(x) = \sigma'(x) + \tau'(x)$. By restriction $\mu = \sigma \tau$, $\nu = \sigma + \tau$ affords a quadratic specialization of $\mathfrak{A}$ in $\mathfrak{A}$.
 Again we call these compound linear specializations. Our calculations show $(\mu, \nu)$ is compound linear if and only if the canonical unital extension $\mu'$ is compound linear.

In particular, any linear specialization $\sigma$ of $\mathfrak{Z}$ commutes with $\tau = 0$, so $\sigma$ determines a quadratic specialization with $\mu \equiv 0$, $\nu \equiv \sigma$. Conversely, any quadratic specialization with $\mu \equiv 0$ has $\sigma = \nu$ a linear specialization: we have $\sigma(x^2) = \sigma(x)^2$ and $\sigma(U_{xy}) = \sigma(x)\sigma(y)\sigma(x)$ since $\nu(x^2) - \nu(x^2) = 2\mu(x) = 0$ and $\nu(U_{xy}) = \nu(x)\nu(y, x) - \nu(y)\mu(x) = \nu(x)\nu(y)\nu(x)$ if $\mu(x) = \mu(x, y) = 0$ (see QS I’ and (19)). Note that the corresponding representation $\rho = \frac{1}{2}\nu = \frac{1}{2}\sigma$ for the linear Jordan algebra again requires $\frac{1}{2} \in \Phi$.

**Proposition 21.** The quadratic specializations $(\mu, \nu)$ of $\mathfrak{Z}$ with $\mu \equiv 0$ are precisely the compound linear specializations $\mu = \sigma\tau$, $\nu = \sigma + \tau$ determined by a linear specialization $\sigma$ and $\tau = 0$.

From Theorem 19 we get

**Corollary 22.** Any quadratic specialization $(\mu, \nu)$ of a quadratic Jordan algebra $\mathfrak{Z}$ with unit is a direct sum $\mu = \mu_1 \oplus \mu_0$, $\nu = \nu_1 \oplus \nu_0$ for $\mu_1$ a unital quadratic specialization, $\nu_0$ a unital linear specialization, and $\mu_0 \equiv 0$, $\nu_1(x) \equiv \mu_1(x, 1)$.

If $\sigma$ is a linear specialization of $\mathfrak{Z}$ in $\mathfrak{A} = \text{Hom}_\Phi(\mathfrak{M}, \mathfrak{M})$ we call it a linear representation of $\mathfrak{Z}$ on $\mathfrak{M}$, and call $(\mathfrak{M}, \sigma)$ a module for $\mathfrak{Z}$. Similarly we can speak of unital linear representations and unital modules. If $\mathfrak{Z} = \mathfrak{A}^+$ for $\mathfrak{A}$ associative then left or right $\mathfrak{A}$-modules $\mathfrak{M}$ (i.e. homomorphisms or antihomomorphisms of $\mathfrak{A}$ in $\text{Hom}_\Phi(\mathfrak{M}, \mathfrak{M})$) are $\mathfrak{Z}$-modules. Thus Jordan modules are sort of an analogue of one-sided associative modules; note, however, that exceptional Jordan algebras cannot have any faithful modules at all.

**Corollary 23.** Any bimodule $\mathfrak{M}$ for a quadratic Jordan algebra $\mathfrak{Z}$ with unit can be decomposed into a direct sum

$$\mathfrak{M} = \mathfrak{M}_1 \oplus \mathfrak{M}_{1/2} \oplus \mathfrak{M}_0$$

where $\mathfrak{M}_1$ is a unital $\mathfrak{Z}$-bimodule, $\mathfrak{M}_{1/2}$ a unital $\mathfrak{Z}$-module, and $\mathfrak{M}_0$ a zero $\mathfrak{Z}$-bimodule.

We again say a bimodule $\mathfrak{M}$ for $\mathfrak{Z}$ is special if the split null extension $\mathfrak{E} = \mathfrak{Z} \oplus \mathfrak{M}$ is a special quadratic Jordan algebra. $\mathfrak{M}$ is special for $\mathfrak{Z}$ if and only if it is special for $\mathfrak{Z}'$, so from the unital case we deduce

**Proposition 24.** A bimodule $(\mathfrak{M}, \mu, \nu)$ for a quadratic Jordan algebra $\mathfrak{Z}$ is special if and only if the representation $(\mu, \nu)$ is a compound linear representation.

An algebra is strongly special if all its bimodules are special. Since any zero bimodule is trivially special, and any module is special since its quadratic representation is compound linear, an algebra with unit is strongly special in the category of all quadratic Jordan algebras if and only if it is strongly special in the category of unital quadratic Jordan algebras.
3. The finiteness theorem. Now we prove the important result that if $\mathfrak{J}$ is finitely spanned then so is its universal quadratic envelope. We shall not attempt to get a very precise bound on the dimension of $\mathcal{E}(\mathfrak{J})$.

**Theorem 25 (Finiteness Theorem).** If the quadratic Jordan algebra $\mathfrak{J}$ is spanned by elements $x_1, \ldots, x_n$ then the universal quadratic envelope $\mathcal{E}(\mathfrak{J})$ is spanned by elements

$$u(y_1) \cdots u(y_r) v(x_{i_1}) \cdots v(x_{i_s})$$

for $i_1 < i_2 < \cdots < i_r, j_1 < j_2 < \cdots < j_s \ (0 \leq r \leq n(n+1)/2, 0 \leq s \leq n)$ where the $y_i$ are the $n(n+1)/2$ elements $x_{ii} = x_i$ and $x_{ij} = x_i + x_j = x_n \ (i \neq j)$ in some order. In particular, $\mathcal{E}(\mathfrak{J})$ is finitely spanned.

**Proof.** A spanning set is certainly a generating set, so by the Multiplication Closure Theorem we know $\mathcal{E}(\mathfrak{J})$ is generated by the $v(x_i), u(x_i)$, and $u(x_{ij})$. Since $u(x_i) = u(x_{ii})$ and $u(x_{ij}) = u(x_i + x_j) = u(x_i) - u(x_j) = u(x_{ii}) - u(x_{ii}) - u(x_{ij})$ we see that the $v(x_i)$ and $u(y_i)$ generate too. Thus we dispense with any $u(x, y)$’s.

The heart of the proof is the commutativity formulas

(i) $v(x)^2 = v(x^2) + 2u(x),$

(ii) $v(x)v(y) + v(y)v(x) = v(x \circ y) + 2u(x, y),$

(iii) $v(x)v(y) + u(y)v(x) = u(x \circ y, y),$

(iv) $u(x)^2 = u(x^2),$

(v) $u(x)u(y) - u(y)u(x) = u(y, U_{xy}) + u(x \circ y) - u(x \circ y, y)v(x) + u(y)v(x^2).$

Most of these we have seen before: (i) is QS I’ and (ii) its linearization; (iii) is just (20); (iv) is QS V. For (v), we have

$$[u(x), u(y)] = u(x)u(y) + u(y)u(x) - 2u(y)u(x)$$

(by QS I and by linearizing $x \rightarrow x, 1$ in QS VI in the unital extension of $u$)

$$= -v(x)u(y)v(x) + u(y, U_{xy}) + u(x \circ y) - u(y)v(x^2)$$

From these we can use a “straightening” argument to put the monomials spanning $\mathcal{E}(\mathfrak{J})$ in the “normal form” of the theorem. To each monomial consisting of $u(y)$’s and $v(x)$’s we associate a total degree $n$ (the number of $u$’s and $v$’s) and a $u$-degree $m$ (the number of $u$’s). We proceed to straighten monomials by a double induction on $n$ and $m$, assuming any monomial of total degree $< n$ or total degree $n$ but $u$-degree $< m$ has already been straightened (for $n = m = 0$ the trivial monomial $I$ is already straight enough). Then it suffices to prove any monomial of total degree $n$ and $u$-degree $m$ is congruent to a straightened monomial modulo monomials of lower degree.

The first step is to move all the $v$’s to the right by means of (iii), then to arrange $v(x_{i_1}) \cdots v(x_{i_s})$ so that $j_1 \leq j_2 \leq \cdots \leq j_r$, by the commutativity relation (ii), and then so
that \( j_1 < j_2 < \cdots < j_r \) by dropping repeated terms using (i). It remains to straighten a product of \( u(y) \)'s. We use a similar process here, getting \( u(y_{i_1}) \cdots u(y_{i_r}) \) with \( i_1 \leq i_2 \leq \cdots \leq i_r \) from (v) (here for the first time the right side of (v) does not consist entirely of terms of lower total degree, but those terms that still have total degree 2 all have \( u \)-degree 1 instead of 2), and dropping repeated terms so \( i_1 < i_2 < \cdots < i_r \) by (iv).

Note that the estimate for the dimension of \( \mathcal{E}(\mathcal{A}) \) is
\[
\sum_{r=0}^{N} \binom{N}{r} \sum_{s=0}^{r} \binom{n}{s} = 2^r 2^n = 2^{n(n+3)/2}, \quad N = n + \frac{n(n-1)}{2} = \frac{n(n+1)}{2},
\]
whereas the estimate in the case of linear Jordan algebras is only \( (2n+1) \) [3, p. 97]. Of course, because of the presence of "pathological" representations we expect \( \mathcal{U}\mathcal{E}(\mathcal{A}) \) to be bigger than in the linear case.

Also note that since \( \mathcal{U}\mathcal{E}(\mathcal{A}) \) is contained in \( \mathcal{E}(\mathcal{A}) \) if \( \mathcal{A} \) is unital, \( \mathcal{U}\mathcal{E}(\mathcal{A}) \) is finite dimensional if the unital algebra \( \mathcal{A} \) is.
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