BOUNDARY CONDITIONS IN THE INFINITE INTERVAL
AND SOME RELATED RESULTS
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Abstract. The number of square-integrable solutions of a real, selfadjoint differential equation are determined using exclusively the elementary theory of matrices. Boundary conditions in the infinite interval are given a simple format and a relation between any two selfadjoint boundary conditions is deduced. Finally a lemma due to Titchmarsh, which forms the basis of eigenfunction expansions, is generalized.

We consider the case when the differential operator $L$ is real and formally self-adjoint. The order $n$ of $L$ is necessarily even. Let $n = 2v$. Very little is known about the algebra of boundary conditions in the interval $[0, \infty)$ except that they may be expressed by means of functions of $D^*$ and that the number of selfadjoint boundary conditions depends on the number of square-integrable solutions. In this paper the following results are proved:

1. When the linearly independent solutions, square-integrable in $[0, \infty)$, of $Ly + \mu y = 0$ are $v + r$, $0 \leq r \leq v$. Selfadjoint boundary conditions in $[0, \infty)$ can be expressed by means of a $(n + 2r) \times (v + r)$ matrix of rank $v + r$ which satisfies the condition
   
   $M^* J_r M = 0_{v+r}$

   where $J_r = \begin{bmatrix} J_v & 0 \\ 0 & J_r \end{bmatrix}$ and $J_v = \begin{bmatrix} 0 & -I_v \\ I_v & 0 \end{bmatrix}$.

   Further, the number of conditions involving zero alone (initial conditions) and the number of conditions involving infinity alone (final conditions) can be determined by knowing the structure of $M$.

2. The difference between the number of initial conditions and the number of final conditions in a set of selfadjoint boundary conditions is a constant, equal to $v - r$.

3. If $M_1$ and $M_2$ define two sets of real selfadjoint boundary conditions in $[0, \infty)$, then there exists a $J_r$-symplectic matrix $S$ such that $M_1 = SM_2$. 
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(1) shows that we need no longer distinguish between boundary conditions in the infinite interval and boundary conditions in the finite interval. This result can be used to prove eigenfunction expansions using calculus of residues. W. N. Everitt [1] constructed the domains of the associated selfadjoint operator in the two cases when \( r=0 \) and \( r=v \). In the rest of the cases Lemma 2.3 of [2] remained difficult to prove. The equivalent of this lemma is proved in this paper. The proof becomes simplified once we observe that we are no longer distinguishing between the point at infinity and a finite point as far as boundary conditions are concerned. We also give a method by which, given a certain type of selfadjoint real boundary conditions, we can find the corresponding point on the boundary of the surface \( S_r(\infty, \mu) \) of Everitt [1].

(2) is a result known to be true in the finite interval. The equivalent of (3) for the finite interval is also true and the proof follows on similar lines.

1. Notations. \( \int_0^\infty f(x)g(x) dx \) is denoted by \( (f, g)_b \) and \( (f, g) \) denotes \( (f, g)_\infty \). \( \langle f, g \rangle_b \) denotes \( (L_f, g)_b \), \( \langle f, g \rangle \) denotes \( (f, g)_\infty \).

If \( U(x) = [u_1(x) u_2(x) \cdots u_n(x)] \) and \( V(x) = [v_1(x) v_2(x) \cdots v_n(x)] \) then the matrix \( [u_i v_j]_{1 \leq i \leq n; 1 \leq j \leq n} \) is denoted by \( \langle U, V \rangle_b \).

\( \phi(x) \) denotes the \( k \)th derivative of \( \phi(x) \) and the matrix \( [\phi^{(k-1)}(x)]_{1 \leq i \leq n; 1 \leq j \leq m} \) is denoted by \( W[\phi_1 \phi_2 \cdots \phi_m](x) \). The matrix \( \int [\phi^{(k)}(x)] dx \) is denoted by \( \int A(x) dx \).

The identity matrix of order \( r \) is denoted by \( I \) and the \( r \times s \) zero matrix by \( 0_{rs} \). \( A' \) denotes the transpose and \( A^* \) denotes the conjugate transpose of \( A \). \( A < 0 \) means that \( A \) is negative definite.

The differential operator \( L \) is given by

\[
Ly(x) = \frac{d^r}{dx^r} [q_0(x)y^{(r)}(x)] + \frac{d^{r-1}}{dx^{r-1}} [q_1(x)y^{(r-1)}(x)] + \cdots + q_r(x)y(x),
\]

where \( q_0(x), q_1(x), \ldots, q_r(x) \) are real and \( q_0(x) \neq 0 \) for any \( x \). \( C^n[I] \) denotes the set of all complex valued functions having \( n \) continuous derivatives on \( I \).

\( q(x) \) is in \( C^{r-1}[0, b] \) for every finite \( b > 0 \).

If \( f(x) \) and \( g(x) \) are in \( C^n[0, b] \) then \( \langle f, g \rangle_b = B[f, g](b) - B[f, g](0) \) where \( B[f, g](x) \) is the bilinear form \( W^*[g(x)]B(x)W[g(x)] \) where \( B(x) \) is a real, skew-symmetric, nonsingular matrix associated with the operator \( L \) [3, p. 285]. Also \( iB(x) \) has signature zero. (See Lemma 2 of [6].)

2. The fundamental set of solutions. \( \mu \) is a complex number, \( \text{Im } \mu = v > 0 \).

Theorem 2.1. We can choose a fundamental set of solutions of

\[
Ly + \mu y = 0,
\]

say \( \theta(x, \mu) = [\theta_1(x, \mu) \ \theta_2(x, \mu) \cdots \theta_n(x, \mu)] \) and \( \phi(x, \mu) = [\phi_1(x, \mu) \ \phi_2(x, \mu) \cdots \phi_n(x, \mu)] \) such that if \( W[\theta(x, \mu)] = F(x, \mu) \) and \( W[\phi(x, \mu)] = H(x, \mu) \) then

\[
[F H]'(x, \mu) B(x) [F H](x, \mu) = J_v
\]

for any \( x \), \( 0 \leq x < \infty \).
Proof. Since \( iB(x) \) has signature zero, there exists a real matrix \( A \) such that \( A'B(0)A = J_r \). We can now choose a fundamental set of solutions \( \theta(x, \mu), \phi(x, \mu) \) such that \( [F'H](0, \mu) = A \) so that (2.2) is satisfied at zero. But since \( \langle \theta, \phi \rangle_x = 0 \), (2.2) follows.

**Theorem 2.2.** For any finite \( x \), \( i(H*BH)(x, \mu) \) and \( i(F*BF)(x, \mu) \) are positive definite and

(2.3) \[ [(F*BF)+(H'BH)^{-1}](x, \mu) = \frac{1}{2v} \left[ \int_0^\infty \phi^*\phi \, dx \right]^{-1}. \]

(2.4) \[ [(H*BF)(H'BH)](x, \mu) = \frac{1}{2v} \left[ \int_0^\infty \phi^*\phi \, dx \right]^{-1} \]

Proof. Since \( \langle (\theta, \phi), (\theta, \phi) \rangle_x = [F'H]^0(\mu) \) and since \( (F'H)(0, \mu) = A \) is real, we have \( i(F*BF)(x, \mu) = 2v \int_0^\infty \theta^*\theta \, dx \) and \( i(H*BH)(x, \mu) = 2v \int_0^\infty \phi^*\phi \, dx \) and as such, since \( v > 0 \), are positive definite. Also

\[ [(F'H)(F'H)^{-1}B^{-1}(F'H)'B(F'H)](x, \mu) = J_r[(F'H)'B(F'H)]^{-1}J_r \] by (2.2)

calculating \([F'H]'B(F'H)]^{-1} and comparing with the left side we get (2.3) and (2.4).

Let

\[ R_b(\mu) = \frac{1}{2v} \left[ \int_0^b \phi^*\phi \, dx \right]^{-1}. \]

Then \( R_b(\mu) > 0 \) and if \( 0 < k_1(b, \mu) \leq k_2(b, \mu) \leq \cdots \leq k_r(b, \mu) \) are the characteristic roots of \( \int_0^b \phi^*\phi \, dx \) then there exists a unitary matrix \( U_b(\mu) \) such that

\[ [U_b^*R_bU_b](\mu) = \frac{1}{2v} \text{Diag} \left[ \frac{1}{k_1(b, \mu)}, \frac{1}{k_2(b, \mu)}, \ldots, \frac{1}{k_r(b, \mu)} \right]. \]

i.e. \( R_b(\mu) = (1/2v)P_b(\mu)P_b^*(\mu) \) where

\[ P_b(\mu) = U_b(\mu) \text{Diag} \left[ \frac{1}{\sqrt{k_1(b, \mu)}}, \frac{1}{\sqrt{k_2(b, \mu)}}, \ldots, \frac{1}{\sqrt{k_r(b, \mu)}} \right]. \]

Let \( b \) tend to infinity through a sequence \( b_n \). Then the sequences \( k_i(b_n, \mu) \) are monotonic increasing \([4]\) and hence converge either to a finite limit or diverge to infinity.

Let \( k_1(b), k_2(b), \ldots, k_r(b) \) converge to finite limits \( k_1(\mu), k_2(\mu), \ldots, k_r(\mu) \) as \( b \to \infty \) through \( b_n \). There exists a unitary matrix \( U \) such that \( Lt_{b \to \infty} U_{b_n} = U \). (We apply Bolzano-Weierstrass theorem repeatedly to the bounded elements of the unitary matrix \( U_n \)) We then have

\[ Lt_{b \to \infty} R_b(\mu) = Lt_{b \to \infty} \frac{1}{2v} P_b(\mu)P_b^*(\mu) = \frac{1}{2v} P(\mu)P^*(\mu) = R(\mu) \]

where

(2.5) \[ P(\mu) = U \text{Diag} \left[ \frac{1}{\sqrt{k_1(\mu)}}, \frac{1}{\sqrt{k_2(\mu)}}, \ldots, \frac{1}{\sqrt{k_r(\mu)}}, 0, \ldots, 0 \right]. \]
Theorem 2.3. The $L^2[0, \infty)$-span of $\phi(x, \mu)$ is equal to the rank of $R(\mu)$.

Proof. The rank of $R(\mu)$ is, by (2.5), the number of characteristic roots of $\int_0^\infty \phi^* \phi \, dx$ which converge to finite limits. Theorem 5 in [5] completes the proof.

By (2.5), only $r$ columns of $P(\mu)$ are nonzero and linearly independent. Denoting these by $\mathcal{P}(\mu)$ we have $P(\mu) = [\mathcal{P}(\mu) \ 0]$.

Theorem 2.4. The elements of $\phi(x, \mu) \mathcal{P}(\mu)$ are square-integrable.

Proof. Denoting the columns of $U$ by $[\nu_1 \nu_2 \cdots \nu_r]$, we have

$$\lim_{s \to \infty} \int_0^s [\nu_1 \cdots \nu_r]^* \phi^* \phi [\nu_1 \cdots \nu_r] = \text{Diag} (k_1, k_2, \ldots, k_r)$$

so that the elements of $\phi(x, \mu) \mathcal{P}(\mu)$ will be in $L^2[0, \infty)$. Further

$$\int_0^\infty \mathcal{P}^* \phi^* \phi \, dx = I,$$

and since

$$-2i \int_0^\infty \phi^*(x, i) \phi(x, i) \, dx = [H^*BH]_b(i) = (H^*BH)(b, i),$$

we have

$$[\mathcal{P}^*H^*BH]\mathcal{P}(i) = -2iI,$$

or

$$[\mathcal{P}^*H^*BH\mathcal{P}'](i) = -2i\mathcal{P}(i)\mathcal{P}'(i).$$

3. Circles in the matrix space.(2). Let $\chi$ be any $n \times v$ real matrix of rank $v$ such that $\chi' B(b) \chi = 0_v$. Then any function $y(x) \in C^{n-1}[0, b]$ satisfying the condition

$$\chi' B(b) W[y(b)] = 0_{v, 1}$$

has the property $W'[y(b)] B(b) W[y(b)] = 0$.

We shall find a $v$th ordered matrix $Z_b(\mu)$ such that the elements of the vector $\phi_b(x, \mu) = \theta(x, \mu) + \phi(x, \mu) Z_b(\mu)$ satisfy (3.1), i.e. if $G_b(x, \mu) = W[\phi_b(x, \mu)] = F(x, \mu)$

$$+ H(x, \mu) Z_b(\mu),$$

then

$$\chi' B(b) G_b(x, \mu) = 0_v.$$
Theorem 3.1. The eigenvalues of the boundary value problem

\[ Ly + \mu y = 0, \quad W'[y(0)] B(0) H(0) = 0, \quad W'[y(b)] B(b) \chi = 0 \]

are real and are the roots of \( \det [H'(b, \mu) B(b) \chi] = \Delta(\mu) = 0 \) and conversely.

**Proof.** Let \( y(x, s) = \theta(x, s) \beta_1 + \phi(x, s) \beta_2 \) be an eigenfunction. Applying the condition at zero, we get \( \beta_1 = 0 \). The condition at \( b \) gives \( [\chi'B(b) H'(b, s)] \beta_1 = 0 \) so that in order that \( \beta_2 \neq 0, \Delta(s) = 0 \). Now consider

\[
[H(b, \mu) \chi'] B(b) [H(b, \mu) \chi] = \begin{bmatrix}
0 & H'(b, \mu) B(b) \chi \\
\chi'B(b) H(b, \mu) & 0
\end{bmatrix}
\]

\( \Delta(s) = 0 \) implies \( [H(b, s) \chi] \) is singular so that there exist nonzero \( \nu \times 1 \) vectors \( \alpha \) and \( \beta \) such that \( \chi' = H(b, s) \beta \). This shows that the solution \( \phi(x, s) \beta \) satisfies the boundary conditions so that \( s \) is an eigenvalue. That the eigenvalues are real is well known. Hence for nonreal \( \mu \), the matrix \( \chi'B(b) H(b, \mu) \) is nonsingular so that by (3.2), with \( \text{Im} \mu = 0 \),

\[
Z_b(\mu) = -[\chi'B(b) F(b, \mu)][\chi'B(b) H(b, \mu)]^{-1}.
\]

Since \( \chi \) is independent of \( \mu \) we also have \( \chi'B(b) G_0(x, \mu') = 0 \). Taking \( \mu' = \mu \) we have \( Z_0(\mu) = Z_b(\mu) \) and for \( \mu' = \bar{\mu} \),

\[
G_0^*(b, \mu) B(b) G_0(b, \mu) = 0.
\]

For any \( Z_0(\mu) \) satisfying (3.4)

\[
2i\nu \int_0^b \psi^*_0 \psi_0 \, dx = Z_0(\mu) - Z_b(\mu).
\]

Hence, \( \text{Im} Z_0(\mu) < 0 \) so that \( Z_0(\mu) \) is nonsingular. (3.4) can be written, using (2.3) and (2.4), as

\[
[Z_0(\mu) - \mathcal{C}_0(\mu)]^* R_0^{-1}(\mu) [Z_0(\mu) - \mathcal{C}_0(\mu)] - R_0(\mu) = 0
\]

where \( \mathcal{C}_0(\mu) = -[(H*BH)^{-1}(H*BF)](b, \mu) \) and \( \mathcal{C}_0'(\mu) = \mathcal{C}_0(\mu) \) by (2.4). Further

\[
-2 \text{Im} \mathcal{C}_0(\mu) = 2 \nu \int_0^b (\theta + \phi \mathcal{C}_0^*(\theta + \phi \mathcal{C}_0^*) \, dx + R_0(\mu). \]

The right side of (3.7) is positive definite so that \( \text{Im} \mathcal{C}_0(\mu) < 0 \) which implies that \( \mathcal{C}_0(\mu) \) is nonsingular.

As we take different conditions at \( b \) by changing \( \chi \) we get a system of \( Z_\delta(\mu) \) satisfying (3.5) and (3.6). (3.6) is the equation of a “circle” \( C_\delta(\mu) \) with “radius” \( R_\delta(\mu) \) and center \( \mathcal{C}_\delta(\mu) \) in the space of symmetric matrices of order \( \nu \).

**Definition 3.1.** Let \( C \) be any circle in a space of matrices given by the equation \( f(Z) = 0 \). We say that a matrix \( A \) lies inside \( C \) if \( A \) is in the space and \( f(A) < 0 \).

**Theorem 3.2.** The circle \( C_\delta(\mu) \) decreases as \( b \) increases, i.e., if \( a > b \) then every matrix on \( C_\delta(\mu) \) lies inside \( C_\delta(\mu) \).
Proof. If $Z_a(\mu)$ lies on $C_a(\mu)$, then by (3.5)

\[(3.8) \quad -v \int_0^a \phi_2^* \phi_a \, dx = \text{Im} \, Z_a(\mu).\]

Also since

\[\langle (\theta, \phi), (\theta, \phi) \rangle_b = [F H]^*(b, \mu) B(b) [F H](b, \mu) - J,\]

we have, premultiplying by $[I Z_a^*]$ and postmultiplying by $[I Z_a^+]$,

\[-2iv \int_0^a \phi_2^* \phi_a \, dx - 2i \text{Im} \, Z_a(\mu) = [(F + HZ_a)^* B(F + HZ_a)](b, \mu).\]

The right side is $-i[(Z_a - \mathcal{C}_b)^* R_b^{-1}(Z_c - \mathcal{C}_b)] + iR'_b(\mu)$ while the left side equals, by (3.8), $2iv \int_0^a \phi_2^* \phi_a \, dx$ from which the theorem follows.

**Theorem 3.3.** A matrix $Z$ lies on the circle $C_b(\mu)$ if and only if it can be written as

\[Z(\mu) = (1/2v)P_b(\mu) \mathcal{U} P'_b(\mu) + \mathcal{C}_b(\mu)\]

where $\mathcal{U}$ is a symmetric unitary matrix.

**Proof.** Since $R_b(\mu) = (1/2v)P_b(\mu) P_b^*(\mu)$, the circle $C_b(\mu)$ can be written as

\[(3.9) \quad 4v^2(Z_b - \mathcal{C}_b)^* P_b^{*-1} P_b^{-1}(Z_b - \mathcal{C}_b) - \bar{P}_b P'_b = 0.\]

Let $Z$ be any matrix and let $2v \cdot P_b^{-1}(\mu)[Z - \mathcal{C}_b] P_b^{-1}(\mu) = \mathcal{U}$.

If $Z$ lies on $C_b(\mu)$, it will be symmetric and satisfy (3.9) so that $\mathcal{U}$ will be symmetric and unitary. The converse is also true. Hence, the theorem.

**Theorem 3.4.** The elements of any matrix $Z$ lying inside $C_b(\mu)$ are bounded.

**Proof.** As in Theorem 3.3, we can show that any matrix $Z$ lying inside $C_b(\mu)$ can be written as

\[Z = (1/2v)P_b(\mu) \mathcal{U} P'_b(\mu) + \mathcal{C}_b(\mu)\]

where $\mathcal{U}$ is a symmetric matrix and $V^* V < I_v$ (i.e., $V^* V - I_v < 0$).

For any $b > k$, the circle $C_b(\mu)$ lies inside $C_k(\mu)$ and so will be the centre $\mathcal{C}_b(\mu)$ of $C_b(\mu)$. Hence, by Theorem 3.4 the elements of $\mathcal{C}_b(\mu)$ will be bounded, the bounds being independent of $b$. A repeated application of Bolzano-Weierstrass theorem shows that there exists a matrix $C(\mu)$ to which $\mathcal{C}_b(\mu)$ converges through a diverging sequence. Without loss of generality we can assume that this sequence is the same as the sequence $b_s$ through which $P_s(\mu)$ tends to $P(\mu)$.

Let $Z_b(\mu)$ be any matrix on the circle $C_b(\mu)$ given by

\[Z_b(\mu) = (1/2v)P_b(\mu) \mathcal{U} P'_b(\mu) + \mathcal{C}_b(\mu).\]

Letting $b$ tend to infinity through $b_s$, the matrix $Z_b(\mu)$ tends to a matrix $Z(\mu)$ given by $Z(\mu) = (1/2v)P(\mu) \mathcal{U} P'(\mu) + \mathcal{C}(\mu)$. Note that the symmetric unitary matrix $\mathcal{U}$ is
just a parameter and so does not change in the limit. Also by (3.8),

\( \int_{0}^{\infty} \psi \psi^* \, dx = -\frac{1}{v} \text{Im} \, Z(\mu) \)

where \( \psi(x, \mu) = \theta(x, \mu) + \phi(x, \mu) \, Z(\mu) \).

Each matrix \( Z_0 \) on \( C_0(\mu) \) tends to a matrix \( Z(\mu) \) which lies on a circle \( C(\mu) \) called the limiting circle with centre \( \mathcal{C}(\mu) \) and radius \( R(\mu) = P(\mu) \, P^*(\mu) \). When the rank of \( R(\mu) \) is \( r \) we call \( C(\mu) \) as the limit circle of type \( r \). When \( r = 0 \), the circle reduces to a single matrix \( \mathcal{C}(\mu) \) and the case is called limit point case.

It will be shown in the next section that \( r \) is directly connected with the number of solutions in \( L_2[0, \infty) \) of \( Ly + \mu y = 0 \) and it is known that this number is independent of \( \mu \) when it lies in one of the half-planes: \( \text{Im} \, \mu > 0 \) or \( \text{Im} \, \mu < 0 \). But since \( L \) is real, \( \bar{y}(x, \mu) = y(x, \bar{\mu}) \) so that the number of solutions in \( L_2[0, \infty) \) is independent of \( \mu \) and hence so is the type of the limiting circle.

4. Square-integrable solutions.

**Theorem 4.1.** There exist at least \( v \) linearly independent solutions of \( Ly + \mu y = 0 \), \( \text{Im} \, \mu = v > 0 \) in \( L_2[0, \infty) \).

**Proof.** By letting \( b \) tend to infinity through \( b_s \) in (3.7), we have

\[
2v \int_{0}^{\infty} (\theta + \phi \mathcal{C})^*(\theta + \phi \mathcal{C}) \, dx = -2 \text{Im} \, \mathcal{C}(\mu) - \frac{1}{2v} P(\mu) \, P^*(\mu).
\]

This shows that the elements of \( (\theta + \phi \mathcal{C})(x, \mu) \) are in \( L_2[0, \infty) \).

**Theorem 4.2.** In case of limit circle of type \( r \), there exist exactly \( v + r \) solutions of \( Ly + \mu y = 0 \), \( \text{Im} \, \mu > 0 \) in \( L_2[0, \infty) \).

**Proof.** When the rank of \( R(\mu) \) is \( r \), the \( L_2[0, \infty) \)-span of \( \phi(x, \mu) \) is, by Theorem 2.3, \( r \) and the elements of \( \phi(x, \mu) \, \mathcal{P}(\mu) \) are in \( L_2[0, \infty) \). By Theorem 4.1, the elements of \( \theta(x, \mu) + \phi(x, \mu) \, \mathcal{C}(\mu) \) are in \( L_2[0, \infty) \). It only remains to show that these two sets of solutions are linearly independent and this follows from the fact that the matrix

\[
\begin{bmatrix}
I_v & 0_{vr} \\
\mathcal{C}(\mu) & \mathcal{P}(\mu)
\end{bmatrix}
\]

is of rank \( v + r \).

Let \( \pi(x, \mu) = \theta(x, \mu) \alpha + \phi(x, \mu) \beta \) be any solution in \( L_2[0, \infty) \) where \( \alpha \) and \( \beta \) are \( v + 1 \) vectors. If \( \alpha = 0 \) by Theorem 2.3, \( \pi(x, \mu) = \phi(x, \mu) \beta \) will be in the space spanned by \( \phi(x, \mu) \, \mathcal{P}(\mu) \). If \( \alpha \neq 0 \), then \( \theta(x, \mu) \alpha + \phi(x, \mu) \, \mathcal{C}(\mu) \alpha \) will be a nontrivial solution in \( L_2[0, \infty) \) so that \( \phi(x, \mu) [\beta - \mathcal{C}(\mu) \alpha] \) will be in \( L_2[0, \infty) \) so that by Theorem 2.3 there is a \( v \times 1 \) vector \( \sigma \) such that \( \beta - \mathcal{C}(\mu) \alpha = \mathcal{P}(\mu) \sigma \). Since

\[
\begin{bmatrix}
I_v & 0_{vr} \\
\mathcal{C}(\mu) & \mathcal{P}(\mu)
\end{bmatrix} \begin{bmatrix} \alpha \\ \sigma \end{bmatrix} = \begin{bmatrix} \alpha \\ \beta \end{bmatrix}
\]

which shows that \( \pi(x, \mu) \) is a linear combination of \( \phi(x, \mu) \, \mathcal{P}(\mu) \) and \( \theta(x, \mu) + \phi(x, \mu) \, \mathcal{C}(\mu) \).
5. A basis of $D^*$ mod $D_0$. $D^*$ is the set of all functions $f(x)$ such that $f(x)$ is continuously derivable $n-1$ times and $f^{n-1}(x)$ is absolutely continuous and $f(x)$ and $L f(x)$ are in $L_2[0, \infty)$. 

$D_0$ is the set of all functions of $g(x)$ in $D^*$ such that $\langle f, g \rangle_\infty = 0$ for every $f(x)$ in $D^*$. 

$D^+$ denotes the set of all solutions of $L y + iy = 0$ in $L_2[0, \infty)$ and $D^-$ denotes the set of all solutions of $L y - iy = 0$ in $L_2[0, \infty)$. That $D^* = D_0 + D^+ + D^-$ is well known.

Throughout we assume that the limiting circle is of type $r$. Any matrix $Z(i)$ on the limiting circle $C(i)$ is given by

\begin{equation}
Z(i) = \frac{1}{4} P(i) \mathcal{U} P'(i) + \mathcal{C}(i)
\end{equation}

and is such that

\begin{equation}
[(F + HZ)^* B(F + HZ)](\infty, i) = 0.
\end{equation}

Taking $iI$, $-iI$ and $I$ in place of $\mathcal{U}$ in (5.1), we get the following equations from (5.2):

\begin{equation}
[(F + H^2 \mathcal{U})^* B(F + H^2 \mathcal{U}) - (i/2) \bar{P} P^* H^* B(F + H^2 \mathcal{U}) + (i/2) (F + H^2 \mathcal{U})^*BHPP' + \frac{1}{4} \bar{P} P^* H^* BHPP'](\infty, i) = 0,
\end{equation}

\begin{equation}
[(F + H^2 \mathcal{U})^* B(F + H^2 \mathcal{U}) - (i/2) (F + H^2 \mathcal{U})^*BHPP' + \frac{1}{4} \bar{P} P^* H^* BHPP'](\infty, i) = 0,
\end{equation}

\begin{equation}
[(F + H^2 \mathcal{U})^* B(F + H^2 \mathcal{U}) + \frac{1}{4} \bar{P} P^* H^* B(F + H^2 \mathcal{U}) + \frac{1}{4} (F + H^2 \mathcal{U})^*BHPP' + \frac{1}{4} \bar{P} P^* H^* BHPP'](\infty, i) = 0.
\end{equation}

Note that each term in the brackets in each of these equations is finite. Hence, from (5.3) and (5.4) we get by adding, by (2.8),

\begin{equation}
[(F + H^2 \mathcal{U})^* B(F + H^2 \mathcal{U})](\infty, i) = -\frac{1}{4} [\bar{P} P^* H^* BHPP'](\infty, i) = (i/2) \mathcal{P}'(i)
\end{equation}

and by (5.4) and (5.5) we have

\begin{equation}
[\bar{P} P^* H^* B(F + H^2 \mathcal{U})](\infty, i) = 0,
\end{equation}

i.e.

\begin{equation}
P \left[ \mathcal{P}^* H^* B(F + H^2 \mathcal{U}) \right]_{0_{r-v}0} = 0_v,
\end{equation}

i.e. by (2.5)

\begin{equation}
\text{Diag} \left( \frac{1}{(k_1)^{1/2}}, \frac{1}{(k_2)^{1/2}}, \ldots, \frac{1}{(k_r)^{1/2}}; 0, \ldots, 0 \right) \left[ \mathcal{P}^* H^* B(F + H^2 \mathcal{U}) \right]_{0_{r-v}} = 0_v,
\end{equation}

i.e.

\begin{equation}
[\mathcal{P}^* H^* B(F + H^2 \mathcal{U})]_{0_{r-v}} = 0_{r_v}.
\end{equation}
Theorem 5.1. The matrix $Q(i) = \text{Im} \mathcal{E}(i) + \text{Re} R(i)$ is nonsingular.

Proof. Let

$$s(x) = [\phi(x, i) \mathcal{P}(i) \bar{\phi}(x, i) \bar{\mathcal{P}}(i) (\theta + \phi \tilde{\mathcal{C}})(x, i) (\bar{\theta} + \overline{\phi \tilde{\mathcal{C}}})(x, i)].$$

Then the elements of $s(x)$ form a basis of $D^+ + D^-$ (we say that $s(x)$ is a basis of $D^+ + D^-$). We then have

$$B[s, s](t) = \begin{bmatrix}
0_r & 0_r & \mathcal{P}^*(i) & \mathcal{P}^*(i) \\
0_r & 0_r & \mathcal{P}(i) & \mathcal{P}(i) \\
-\mathcal{P}(i) & -\bar{\mathcal{P}}(i) & -2i \text{Im} \mathcal{E}(i) & 0_v \\
-\bar{\mathcal{P}}(i) & -\mathcal{P}(i) & 0_v & 2i \text{Im} \mathcal{E}(i)
\end{bmatrix}$$

and by using (2.7), (5.6) and (5.7),

$$B[s, s](\infty) = \begin{bmatrix}
-2i I_r & 0_r & 0_{r,v} & \mathcal{P}^*(i) \\
0_r & 2i I_r & \mathcal{P}(i) & 0_{r,v} \\
0_{r,v} & -\bar{\mathcal{P}}(i) & iR(i) & 0_v \\
-\mathcal{P}(i) & 0_{r,v} & 0_v & -iR(i)
\end{bmatrix}.$$

Hence,

$$\langle s, s \rangle = \begin{bmatrix}
-2i I_r & 0_r & -\mathcal{P}^*(i) & 0_{r,v} \\
0_r & 2i I_r & \mathcal{P}(i) & 0_{r,v} \\
\mathcal{P}(i) & 0_{r,v} & iR(i) + 2i \text{Im} \mathcal{E}(i) & 0_v \\
0_{r,v} & \bar{\mathcal{P}}(i) & 0_v & -(i/2)R(i) - 2i \text{Im} \mathcal{E}(i)
\end{bmatrix}.$$
Proof. The basis \( p(x) \) is given by \( p(x) = s(x) \cdot A(i) \) where

\[
A(i) = \begin{bmatrix}
I_r & -iI_r & \frac{1}{2}\mathcal{P}^* \\
I_r & iI_r & -\frac{1}{2}\mathcal{P}' \\
0_{r,r} & 0_{v,r} & iI_v \\
0_{r,r} & 0_{v,r} & -iI_v
\end{bmatrix}
\]

It can be seen that \( A \) is the product of two nonsingular matrices and is hence nonsingular. We can verify that \( p(x) \) is real and satisfies (5.11) and (5.12) by using (5.8) and (5.9).

Now since the matrix

\[
\begin{bmatrix}
0 & \operatorname{Im} \mathcal{P}' & I_r & 0_r \\
0_{r,v} & -\operatorname{Re} \mathcal{P}' & 0 & I_r \\
I_v & -Q^{-1} \operatorname{Im} R(i) & Q^{-1} \operatorname{Re} \mathcal{P}(i) & Q^{-1} \operatorname{Im} \mathcal{P}(i) \\
0_v & -I_v & 0_{v,r} & 0_{v,r}
\end{bmatrix}
\]

is skew-symmetric, nonsingular and has signature zero, there exists a real matrix \( K \) such that

\[
K' \begin{bmatrix} 0 & -Q(i) \\ Q(i) & 0 \end{bmatrix} K = J_v.
\]

If

\[
t(x) = p(x) \begin{bmatrix} K & 0_{r,2r} \\ 0_{2r,v} & I_{2r} \end{bmatrix}
\]

then by (5.11) and (5.12),

\[
B[t, t](0) = \begin{bmatrix} -J_v & 0_{n,2r} \\ 0_{2r,n} & 0_{2r} \end{bmatrix},
\]

\[
B[t, t](\infty) = \begin{bmatrix} 0_n & 0_{n,2r} \\ 0_{2r,n} & J_v \end{bmatrix},
\]

and hence,

\[
\langle t, t \rangle = vJ_r.
\]

6. Algebra of boundary conditions.

Definition 6.1. A homogeneous boundary condition in the interval \([0, \infty)\) is a condition on \( y(x) \) in \( D^* \) of the form \( \langle u, y \rangle = 0 \) where \( u(x) \) is a fixed function in \( D^* \).

The boundary conditions

\[
\langle u_i, y \rangle = 0, \quad i = 1, 2, \ldots, s,
\]

are said to be linearly independent if \( \sum_1^s a_i \langle u_i, y \rangle = 0 \) for every \( y(x) \) of \( D^* \) implies \( a_i = 0, \quad i = 1, 2, \ldots, s \).
The following theorem follows at once:

**Theorem 6.1.** The boundary conditions (6.1) are linearly independent if and only if \( u_1(x), u_2(x), \ldots, u_s(x) \mod D_0 \) are linearly independent.

Since \( t(x) \) is a basis of \( D^* \mod D_0 \), there exists a unique \((n+2r) \times s\) matrix \( M \) (assuming that the limit circle is of type \( r \)) such that

\[
[u_1(x), u_2(x), \ldots, u_s(x)] = t(x)M \mod D_0.
\]

With this notation, we can denote the conditions (6.1) by \( My[0, \infty) = 0 \). If \( y(x) \) in \( D^* \) satisfies these conditions, then \( y(x) = t(x)\beta \) where \( \beta \) is a \((n+2r) \times 1\) vector satisfying, by (5.15), \( M^* J_\beta = 0 \). The conditions are said to be selfadjoint if \( M^* J_\beta M = 0 \).

**Theorem 6.2.** Let

\[
M = \begin{bmatrix}
M_1 & 0 & M_3 \\
0 & M_2 & M_4 \\
\end{bmatrix}
\]

where \( M_1 \) is \( n \times p \), \( M_2 \) is \( 2r \times q \), \( M_3 \) is \( n \times s \), and \( M_4 \) is \( 2r \times s \). \( M_1 \) and \( M_2 \) have ranks \( p \) and \( q \) respectively, and let the matrix \( [M_2] \) have rank \( s \). Then the conditions \( My[0, \infty) = 0 \) imply \( p \) conditions involving zero alone, \( q \) conditions involving \( \infty \) alone and \( s \) conditions involving both zero and infinity.

**Proof.** If \( y(x) = t(x)\beta \mod D_0 \) then the conditions \( My[0, \infty) \) are equivalent to the three sets of conditions

\[
[M_1^* 0] J_\beta = 0, \quad [0 M_2^*] J_\beta = 0, \quad [M_3^* M_4^*] J_\beta = 0.
\]

The first condition may be written as

\[
[M_1^* 0] [-J_r 0]
\begin{bmatrix}
0 \\
0_{2r}
\end{bmatrix}
\beta = 0,
\]

i.e. by (5.13), \( [M_1^* 0] B[t, t](0) \cdot \beta = 0 \). If \( t_1(x) = t(x)[M_1^*] \) then the first set of conditions are equivalent to \( B[t_1(x), y](0) = 0 \) which are \( p \) linearly independent conditions involving zero alone (initial conditions).

Using (5.14) we can show in a similar way that the second set of conditions involve infinity alone (final conditions) given by \( B[t_2(x), y](\infty) = 0, t_2(x) = t(x)[M_2^*] \).

If \( t_3(x) = t(x)[M_3^*] \), the third set of conditions becomes \( \langle t_3, y \rangle = 0 \) which are \( s \) conditions involving both zero and infinity.

It can be easily seen that a selfadjoint domain of \( L \) can be defined by means of \( \nu + r \) linearly independent, homogeneous, selfadjoint boundary conditions. From now on, whenever we say "selfadjoint boundary conditions", we mean \( \nu + r \) linearly independent homogeneous boundary conditions which are selfadjoint.

**Theorem 6.3.** In a set of selfadjoint boundary conditions, the difference between the initial and final conditions is a constant, equal to \( \nu - r \).
Proof. By a series of elementary column transformations, which leave the conditions $M y[0, \infty) = 0$ unaltered, we can reduce the matrix $M$ to the form given in Theorem 6.2. We will show that $p - q = \nu - r$. We can write $M = \begin{bmatrix} \nu \\ 0 \end{bmatrix}$ where $V_1$ is $n \times (\nu + r)$ and has rank $\nu + r - q$ and $V_2$ is $2r \times (\nu + r)$ and has rank $\nu + r - p$. There exists an $n \times (\nu + r + q)$ matrix $X$ of rank $\nu + r + q$ such that $V_1^T X = 0$. Also since $M$ has rank $\nu + r$, there exists an $(n + 2r) \times (2r - q)$ matrix $\begin{bmatrix} \nu \\ 0 \end{bmatrix}$, $Y_1$ is $n \times (2r - q)$ and $Y_2$ is $2r \times (2r - q)$, such that the matrix $\begin{bmatrix} Y_1 \\ Y_2 \end{bmatrix}$ has rank $\nu + r$ and

$$
\begin{pmatrix} V_1^T \\
Y_1^T 
\end{pmatrix}
\begin{bmatrix} X \\
Y_2 
\end{bmatrix} = 0.
$$

Note that the rank of $Y_2$ is $2r - q$. For, if it is less than $2r - q$, some columns of $Y_2$ can be made zero by column transformations so that by (6.3) there exist more than $\nu - r + q$ linearly independent column vectors $\beta$ such that $V_1^T \beta = 0$ which contradicts our assumption that $V_1$ has rank $\nu + r - q$. Since $M^T \nu J M = 0$, by (6.3) it follows that there is a $(\nu + r)$th ordered nonsingular matrix $T$ such that

$$
\begin{pmatrix} X \\
Y_1 
\end{pmatrix} \begin{bmatrix} Y_1 \\
Y_2 
\end{bmatrix} = 0.
$$

This theorem shows that when all the solutions are in $L_2[0, \infty)$ the number of initial conditions is equal to the number of final conditions which is known to be true in the case of finite intervals.

**Theorem 6.4.** The number of conditions which include infinity are at least $r$ and at most $2r$.

**Proof.** That the upper limit is $2r$ is evident since $V_2$ is a $2r \times (\nu + r)$ matrix. Substituting the value of $M$ given in (6.4) in $M^T \nu J M = 0$, we get $X^T J X = 0$ which shows that the rank of $X$ is at most $\nu$, i.e. $\nu - r + q \leq \nu$ or $q \leq r$. Hence, by Theorem 6.3, $\nu - r = p - q \geq p - r$ or $p \leq \nu$. Hence, $\nu + r - p \geq r$, i.e. rank of $V_2$ is at least $r$.

This theorem shows that in the case of limit point, each selfadjoint domain can be defined by a set of $\nu$ initial conditions.

We say that the boundary conditions are real if the boundary condition functions $u_i(x)$ are real, i.e., since $r(x)$ is real, if the matrix $M$ is real. We shall now deduce a relation between any two sets of real selfadjoint boundary conditions $M_1 y[0, \infty) = 0$ and $M_2 y[0, \infty) = 0$.

**Definition 6.2.** Let $K$ be any matrix of order $p$. A matrix $S$ of order $p$ is said to be a $K$-symplectic matrix if $S^T K S = K$.

**Theorem 6.5.** Let $M$ be any $2p \times p$ real matrix of rank $p$ such that $M^T K M = 0$ for some nonsingular, skew-symmetric matrix $K$ of order $2p$. Let $X$ be any nonsingular matrix of order $p$ and let $Y$ be any skew-symmetric matrix of order $p$. Then there exists a $2p \times p$ matrix $N$ such that $[M N]$ is nonsingular and $M^T K N = X$ and $N^T K N = Y$.
Proof. We shall denote the linearly independent columns of $X$ by $x_1, x_2, \ldots, x_p$. Consider the linear equations

\begin{equation}
M'K\beta_1 = x_1
\end{equation}

where $\beta_1$ is a $2p \times 1$ vector.

Since the rank of $M'K$ is the rank of $[M'K \ x_1] = p$, the equations (6.5) are consistent and a solution $\beta_1$ exists. Also the rank of $[M \ \beta_1]$ will be $p + 1$, for if we assume that there is a column vector "a" having $p$ elements such that $Ma = \beta_1$, then (6.5) gives $x_1 = M'KMa = 0$. Now consider the linear equations

\begin{equation}
[M \ [B_1]'K\beta_2 = \begin{bmatrix} x_2 \\ Y_{12} \end{bmatrix}
\end{equation}

where $y_{ij}$ is the element in the $i$th row and $j$th column of $Y$. Again this system is consistent and a solution $\beta_2$ exists such that the rank of $[M \ \beta_1 \ \beta_2]$ is $p + 2$. Further,

\begin{equation}
[\beta_1 \ \beta_2]'K[\beta_1 \ \beta_2] = \begin{bmatrix} 0 & y_{12} \\ -y_{12} & 0 \end{bmatrix}
\end{equation}

Proceeding in this way, we find that the solutions of

\begin{equation}
[M \ \beta_1 \ \cdots \ \beta_i]'K\beta_{i+1} = [x'_{i+1}, y_{1,i+1} \cdots y_{i,i+1}]'
\end{equation}

exist and the rank of $[M \ \beta_1 \ \cdots \ \beta_i \ \beta_{i+1}]$ is $p + i + 1$ for $i=1, 2, \ldots, p-1$. Let $N=[\beta_1 \ \cdots \ \beta_p]$. Then $[M \ N]$ has rank $2p$ and $M'KN = X$ and $N'KN = Y$.

**Theorem 6.6.** Let $M_1y[0, \infty] = 0$, $M_2y[0, \infty] = 0$ be two real selfadjoint boundary conditions. Then there exists a $\nu+\nu$-symplectic matrix $S$ such that $M_1 = SM_2$.

**Proof.** Applying Theorem 6.5 to $M_1$ and $M_2$ with $X = -I$ and $Y = 0$, we can find $(n+2r) \times (\nu+r)$ matrices $N_1$ and $N_2$ such that $[M_1 \ N_1]$ and $[M_2 \ N_2]$ are nonsingular and

\begin{equation}
M_1' \ J_\nu, N_1 = -I, \quad M_2' \ J_\nu, N_2 = -I, \quad N_1' \ J_\nu, N_1 = N_2' \ J_\nu, N_2 = 0.
\end{equation}

Since the matrices $J_\nu$ and $M_1$ and $M_2$ are real, we can take $N_1$ and $N_2$ to be real, so that

\begin{equation}
[M_1 \ N_1]' \ J_\nu, [M_1 \ N_1] = [M_2 \ N_2]' \ J_\nu, [M_2 \ N_2] = J_{\nu+r}.
\end{equation}

Hence, the matrix $S= [M_1 \ N_1][M_2 \ N_2]^{-1}$ is $\nu+\nu$-symplectic and $M_1 = SM_2$.

Finally we proceed to prove Lemma 2.3 of [2] in the following section.

**7. Extension of a lemma due to Titchmarsh.** We assume that the number of square-integrable solutions are $\nu+r$. Consider the real selfadjoint boundary conditions $My[0, \infty] = 0$ where the real matrix $M$ is given by

\begin{equation}
M = \begin{bmatrix} x_1 & 0 \\ 0 & x_2 \end{bmatrix}
\end{equation}
where \( \chi_1 \) is \( n \times \nu \) and \( \chi_2 \) is \( 2r \times r \). For nonreal \( \mu \), we choose a set of \( \nu \) linearly independent solutions of \( Ly + \mu y = 0 \), denoted by \( \phi(x, \mu) \), which satisfy the \( \nu \) initial conditions of \( M y[0, \infty) = 0 \). We can choose another set of \( \nu \) solutions \( \theta(x, \mu) \) such that \([\theta(x, \mu) \phi(x, \mu)]\) form a fundamental set of solutions such that if \( W[\theta(x, \mu)] = F(x, \mu) \) and \( W[\phi(x, \mu)] = H(x, \mu) \) then \([FH]'(x, \mu) B(x) [FH](x, \mu) = J_r \).

We shall now find a matrix \( Z(\mu) \) such that the set of solutions \( \psi(x, \mu) = \theta(x, \mu) + \phi(x, \mu) Z(\mu) \) satisfy the \( r \) final conditions, so that if \( W[\psi(x, \mu)] = G(x, \mu) \) then

\[
\lim_{x \to \infty} G^*(x, \mu) B(x) G(x, \mu) = 0. 
\]

We have seen in §3 that any \( Z(\mu) \) satisfying (7.1) is of the form

\[
Z(\mu) = (1/2\nu)P(\mu) \Psi P'(\mu) + \mathcal{C}(\mu) 
\]

with the usual notations. If \( \mathcal{U}_1 \) is the first \( r \)th ordered principal minor of \( \mathcal{U} \) then

\[
Z(\mu) = (1/2\nu)P(\mu) \mathcal{U}_1 P'(\mu) + \mathcal{C}(\mu). 
\]

Only \( \mathcal{U}_1 \) is unknown on the right side of (7.2) and we proceed to find \( Z(\mu) \) so that \( \psi(x, \mu) \) satisfies the \( r \) conditions at infinity.

Since \( t(x) \) is a basis of \( D^* \) mod \( D_0 \), there exists a matrix \( N(\mu) \),

\[
N(\mu) = \begin{bmatrix} N_{11}(\mu) & N_{12}(\mu) \\ N_{21}(\mu) & N_{22}(\mu) \end{bmatrix},
\]

where \( N_{11} \) is \( n \times r \), \( N_{21} \) is \( 2r \times r \), \( N_{12} \) is \( n \times \nu \) and \( N_{22} \) is \( 2r \times \nu \), such that

\[
[\phi(x, \mu) \mathcal{P}(\mu) \theta(x, \mu) + \phi(x, \mu) \mathcal{C}(\mu)] = t(x) N(\mu).
\]

Since \( \phi(x, \mu) \) satisfies the conditions at zero,

\[
[\chi_1 \ 0] \begin{bmatrix} J_r & 0 \\ 0 & \mu 2r \end{bmatrix} \begin{bmatrix} N_{11}(\mu) \\ N_{21}(\mu) \end{bmatrix} = 0.
\]

**Theorem 7.1.** The matrix \( [\chi_2 J, N_{21}](\mu) \) is nonsingular for nonreal \( \mu \).

**Proof.** We shall show that if \([\chi_2 J, N_{21}](\mu)\) is singular for any \( \mu \) then \( \mu \) is real. We have

\[
[\chi_2' N_{21}(\mu)]' J_r [\chi_2 N_{21}(\mu)] = \begin{bmatrix} 0 & \chi_2 J, N_{21}(\mu) \\ N_{21}'(\mu) J_r \chi_2 & N_{21}'(\mu) J_r N_{21}(\mu) \end{bmatrix}.
\]

If \([\chi_2 J, N_{21}](\mu)\) is singular, then the matrix on the right will be singular so that the matrix on the left will be singular. Hence, there exist nonzero column vectors \( \alpha \) and \( \beta \) such that \( \chi_2 \alpha = N_{21}(\mu) \beta \), \( \beta \neq 0 \), for, if \( \beta = 0 \), then since \( \chi_2 \) has rank \( r \), \( \alpha = 0 \). Hence, the solution

\[
\alpha(x, \mu) = \phi(x, \mu) \mathcal{P}(\mu) \beta = t(x) \begin{bmatrix} N_{11}(\mu) \\ N_{21}(\mu) \end{bmatrix} \beta
\]

is nontrivial and satisfies the conditions at infinity and by (7.3) also satisfies the
conditions at zero. Hence, \( \phi(x, \mu) \) is an eigenfunction and \( \mu \) is an eigenvalue so that \( \mu \) will be real. Now

\[
\psi(x, \mu) = \theta(x, \mu) + \phi(x, \mu) \mathcal{E}(\mu) + (1/2\mu)\phi(x, \mu) \mathcal{P}(\mu) \mathcal{V}_1 \mathcal{P}(\mu)
\]

\[
= t(x) N(\mu) \begin{bmatrix} \mathcal{V}_1 \mathcal{P}(\mu) \end{bmatrix}.
\]

If these solutions are to satisfy the conditions at infinity,

\[
\begin{bmatrix} 0 & \chi_2' \\ \chi_2 \end{bmatrix} \begin{bmatrix} 0 & 0 \\ 0 & J_\tau \end{bmatrix} N(\mu) \begin{bmatrix} \mathcal{V}_1 \mathcal{P}(\mu) \\ I_\tau \end{bmatrix} = 0
\]

i.e.,

\[
\chi_2' J_\tau [N_{21}(\mu) \mathcal{V}_1 \mathcal{P}(\mu) + N_{22}(\mu)] = 0
\]

or

\[
[(\chi_2' J_\tau N_{21}) \mathcal{V}_1 \mathcal{P}(\mu)](\mu) = - (\chi_2' J_\tau N_{22})(\mu)
\]

Since \( \text{Im} \mu \neq 0 \),

\[
\mathcal{V}_1 \mathcal{P}(\mu) = - (\chi_2' J_\tau N_{21})^{-1}(\chi_2' J_\tau N_{22})(\mu).
\]

The matrix \( Z(\mu) \) can now be found by (7.2).

**Theorem 7.2.** \( \lim_{x \to \infty} \mathcal{B}[\psi(x, \mu), \psi(x, \mu')] = 0. \)

**Proof.** Since \( \psi(x, \mu) \) and \( \psi(x, \mu') \) satisfy the same set of conditions at infinity, we have

\[
\chi_2' J_\tau [N_{21}(\mu) \mathcal{V}_1 \mathcal{P}(\mu) + N_{22}(\mu)] = 0
\]

and a similar expression for \( \mu' \) with \( \mathcal{V}_2 \) instead of \( \mathcal{V}_1 \).

From these we have

\[
[N_{21}(\mu') \mathcal{V}_2 \mathcal{P}(\mu') + N_{22}(\mu')]' J_\tau [N_{21}(\mu) \mathcal{V}_1 \mathcal{P}(\mu) + N_{22}(\mu)] = 0.
\]

This is the required result, for, since

\[
\psi(x, \mu) = t(x) \cdot N(\mu) \begin{bmatrix} \mathcal{V}_1 \mathcal{P}(\mu) \\ I_\tau \end{bmatrix}
\]

and

\[
\psi(x, \mu') = t(x) \cdot N(\mu') \begin{bmatrix} \mathcal{V}_2 \mathcal{P}(\mu') \\ I_\tau \end{bmatrix},
\]

\[
\lim_{x \to \infty} \mathcal{B}[\psi(x, \mu), \psi(x, \mu')]
\]

\[
= \begin{bmatrix} \mathcal{P}(\mu') & \mathcal{V}_2 I_\tau \end{bmatrix} N(\mu') \begin{bmatrix} 0 & 0 \\ 0 & J_\tau \end{bmatrix} N(\mu) \begin{bmatrix} \mathcal{V}_1 \mathcal{P}(\mu) \\ I_\tau \end{bmatrix}
\]

by (5.14)

\[
= \begin{bmatrix} \mathcal{P}(\mu') & \mathcal{V}_2 I_\tau \end{bmatrix} \begin{bmatrix} N'_{21}(\mu') \\ N'_{22}(\mu') \end{bmatrix} J_\tau [N_{21}(\mu) N_{22}(\mu)] \begin{bmatrix} \mathcal{V}_1 \mathcal{P}(\mu) \\ I_\tau \end{bmatrix} = 0
\]

by (7.4).
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