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Abstract. The selection from a finite number of strongly continuous semigroups by means of a finite-state Markov chain leads to the new notion of a random evolution. Random evolutions are used to obtain probabilistic solutions to abstract systems of differential equations. Applications include one-dimensional first order hyperbolic systems. An important special case leads to consideration of abstract telegraph equations and a generalization of a result of Kac on the classical n-dimensional telegraph equation is obtained and put in a more natural setting. In this connection a singular perturbation theorem for an abstract telegraph equation is proved by means of a novel application of the classical central limit theorem and a representation of the solution for the limiting equation is found in terms of a transformation formula involving the Gaussian distribution.

In a little-known section of an out-of-print book [7], Mark Kac has considered a particle which moves on a line at speed v, and reverses direction according to a Poisson process with intensity a. After showing that such a motion is governed by a pair of partial differential equations, Kac comments, “The amazing thing is that these two equations can be combined into a hyperbolic equation”—namely, the telegraph equation,

$$\frac{1}{v} \frac{\partial^2 F}{\partial t^2} = v \frac{\partial^2 F}{\partial x^2} - \frac{2a}{v} \frac{\partial F}{\partial t}.$$ 

Kac refers to an earlier discussion of this model by Sidney Goldstein [3], and attributes its origin to G. I. Taylor. A few later papers [8], [13], follow up certain aspects of Kac’s analysis.

The present research developed out of an attempt to understand this phenomenon of a stochastic process governed by a hyperbolic (rather than parabolic) equation.

Imagine a machine capable of various modes of operation. Let λ be the set of possible positions of the control switch. To each λ ∈ Λ, there corresponds a mode
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of evolution of the machine. Suppose that each instantaneous state of the machine is represented by an element $f$ in a Banach space $B$, and each mode of evolution is given by a semigroup $T_\lambda(t)$ of linear operators on $B$, with infinitesimal generator $A_\lambda$. Now suppose some random mechanism flips the switch from one position to another. In other words, we are given a stochastic process $\lambda(t)$ with values in $\Lambda$. What can we say about the outcome of the resulting random evolution?

In the present paper, we consider only the simple case when $\Lambda$ is a finite set, and $\lambda(t)$ is a continuous-time Markov chain. By choosing $A_t$ in interesting ways, we obtain a variety of new and old representation theorems and asymptotic formulas for Cauchy's problem.

For example, if $A$ generates a group we are able to represent solutions of $u_{tt} = A^2 u - 2au_t$ as averages of solutions of $w_{tt} = A^2 w$ with the parameter $t$ randomized in a certain manner (Theorem 4).

This representation was found by Kac for $A = d/dx$. He then observed that his verification (by a direct and somewhat lengthy computation) held good also for the $n$-dimensional wave and telegraph equations, $n > 1$. However, the probabilistic interpretation in $n$ dimensions was not clear.

We hope that our formulation, in addition to providing a natural generalization of Kac's work, justifies his view that "one shouldn't have to compute anything at all. Such a statement ought to be provable by pure thought."

The last section of the present paper exploits our generalized Kac formula to treat a class of singular perturbations of Cauchy problems.

We use the classical central limit theorem to show that solutions of $e u_{tt} = A^2 u - 2au_t$

converge as $\epsilon \to 0$ to solutions of $0 = A^2 v - 2av_t$,

with $v(0) = u(0)$. The connection of singular perturbations of initial-value problems with the central limit theorem was pointed out by Birkhoff and Lynch [1]. In [8], Pinsky proves a central limit theorem by using a singular perturbation theorem for a concrete system of one-dimensional constant-coefficient hyperbolic equations.

A similar theorem has been proved by Smoller [12] and others, using the spectral representation of $A$. In these approaches it is required that $iA$ be a selfadjoint operator on Hilbert space; we require only that $A$ generate a uniformly bounded group on a Banach space.

This result has recently been improved and generalized by Schoene [11] by non-probabilistic methods, in an investigation inspired by the present work.

Of independent interest is formula (5.6), which expresses explicitly the semigroup generated by $A^2$ in terms of the group generated by $A$. (If $A = d/dx$, this is the familiar solution of the heat equation by a Gaussian kernel.) Formula (5.6) is extended to general higher-order abstract Cauchy problems in [5]. In a forthcoming
publication [14] formulas of this type are used for a nonprobabilistic solution of a broad class of singular perturbation problems.

The results of the present paper were announced in [4], which also includes an application to parabolic systems not discussed in the present paper.

1. Notations. For $i=1,\ldots,n$, $\{T_t(t), t \geq 0\}$ is a strongly continuous semigroup of bounded linear operators on a fixed Banach space $B$. $A_i$ is the infinitesimal generator of $T_i$.

$\nu=\{\nu(t), t \geq 0\}$ is a Markov chain with state space $\{1, \ldots, n\}$, stationary transition probabilities $p_i(t)$, and infinitesimal matrix $Q = \langle q_{ij} \rangle = \langle p_i(0) \rangle$. $P_i$ is the probability measure defined on sample paths $\omega(t)$ for $\nu$ under the condition $\omega(0)=i$. $E_i$ denotes integration with respect to $P_i$.

For a sample path $\omega \in \Omega$ of $\nu$, $\tau_j(\omega)$ is the time of the $j$th jump, and $N(t, \omega)$ is the number of jumps up to time $t$. $\gamma_j(t, \omega)$ is the occupation time in the $j$th state up to time $t$.

**Definition 1.** A “random evolution” $\{M(t, \omega), t \geq 0\}$ is defined by the product
\[
(2.1) \quad M(t) = T_{\omega(t)}(\tau_1)T_{\nu(t)}(\tau_2-\tau_1)\cdots T_{\nu(t)N(t)}(t-\tau_{N(t)}).
\]

We will see that the average of a random evolution defines a semigroup, the “expectation semigroup.” But first we need two lemmas.

2. Preliminary lemmas. The first lemma states, roughly, that the number of jumps performed by a finite-state Markov chain is majorized by a Poisson-like expression.

**Lemma 1.** Let $0 \leq \alpha \leq -q_{ii} \leq \beta$ for all $i$. Then, for $m \geq 0$, we have $P_i[N(t)=m] \leq (\beta t)^m e^{-\alpha t}/m!$, for each $t \geq 0$ and $i=1,\ldots,n$.

**Proof.** Let $\eta_i = -q_{ii}$. We note $\sum_{j \neq i} q_{ij} = \eta_i$. Also let $p_i^{(0)}(t) = P_i[N(t)=m, v(t)=j]$. We then have $p_i^{(0)}(t) = \delta_{ij} \exp(-\eta_it)$ and
\[
p_i^{(0)}(t) = \sum_{k \neq i} \int_0^t \exp(-\eta(s-t))q_{ik}p_k^{(m-1)}(s)\,ds;
\]
see [2, p. 228]. Now,
\[
p_i^{(m)}(t) \leq \sum_{k_1 \neq i} \int_0^t \exp(-\alpha(t-t_1))q_{ik_1}p_{k_1}^{(m-1)}(t_1)\,dt_1
\]
\[
= \sum_{k_2 \neq i} \sum_{k_3 \neq k_1} \int_0^t \int_0^{t_1} \exp(-\alpha(t-t_2)) \exp(-\alpha(t_1-t_2))q_{ik_2}q_{k_2k_1}p_{k_1}^{(m-2)}(t_2)\,dt_2
\]
\[
\vdots
\]
\[
= \sum_{k_1 \neq i} \cdots \sum_{k_m \neq k_{m-1}} \int_0^t \cdots \int_0^{t_{m-1}} \exp(-\alpha(t-t_m))
\]
\[
q_{ik_1} \cdots q_{k_{m-1}k_m}p_{k_m}^{(0)}(t_m)\,dt_m \cdots dt_1
\]
\[
= \frac{t^m}{m!} e^{-\alpha t} \sum_{k_1 \neq i} \cdots \sum_{k_m \neq k_{m-1}} q_{ik_1} \cdots q_{k_{m-1}k_m} \delta_{k_m,i}.
\]
Summing over $j$, we obtain

$$P_i[N(t) = m] \leq \frac{t^m}{m!} e^{-at} \sum_{k_1 \neq i} \cdots \sum_{k_m \neq k_{m-1}} q_{ik_1} \cdots q_{ik_{m-1}k_m}$$

$$= \frac{t^m}{m!} e^{-at} \sum_{k_1 \neq i} \cdots \sum_{k_m \neq k_{m-1} \neq k_{m-2}} q_{ik_1} \cdots q_{ik_{m-2}k_{m-1}k_{m-1}}$$

$$\leq \frac{\beta t^m}{m!} e^{-at} \sum_{k_1 \neq i} \cdots \sum_{k_m \neq k_{m-2}} q_{ik_1} \cdots q_{ik_{m-2}k_{m-1}}$$

$$\leq \frac{\beta t^m}{m!} e^{-at}. \quad \text{Q.E.D.}$$

In order to state Lemma 2 we need to introduce the concept of conditional expectation for Banach space valued random variables. The following theorem is known; see, for example [10].

**Theorem.** Let $(\Omega, \mathcal{F}, P)$ be a probability space and let $B$ be a Banach space. Let $g : \Omega \to B$ be a Bochner $P$-integrable function and let $\mathcal{G}$ be a $\sigma$-algebra, $\mathcal{G} \subset \mathcal{F}$. Then there exists a function $h : \Omega \to B$ that is Bochner integrable, strongly measurable relative to $\mathcal{G}$, unique a.e. $P$, and

$$\int_{\Lambda} g \, dP = \int_{\Lambda} h \, dP \quad \text{for all } \Lambda \in \mathcal{G}.$$  

We denote $h$ by $E[g | \mathcal{G}]$ and call it the strong conditional expectation of $g$ relative to $\mathcal{G}$ (and $P$). Our next lemma extends a standard formula on products of random variables to the case when the first factor is our random operator $M(t)$.

**Lemma 2.** If $g : \Omega \to B$ is Bochner $P_t$-integrable for a fixed $i=1, \ldots, n$, then for each $t \geq 0$ the function $\omega \to M(t, \omega)g(\omega)$ is Bochner $P_t$-integrable and

$$E_t[M(t)g | \mathcal{F}_t](\omega) = M(t, \omega)E_t[g | \mathcal{F}_t](\omega),$$  

for almost all $\omega$ with respect to $P_t$, where $\mathcal{F}_t$ is the $\sigma$-algebra generated by the random variables $v(u), 0 \leq u \leq t$, that is, $\mathcal{F}_t$ is the past up to time $t$ for the Markov chain.

**Proof.** By Theorem 3.7.4 of [6], $M(t, \cdot)g(\cdot)$ is $P_t$-Bochner integrable if and only if $M(t, \cdot)g(\cdot)$ is strongly measurable and $E_t[\|M(t)g\|] < \infty$.

In order to establish strong measurability we must show that there exists a sequence $f_n$ of countably $B$-valued measurable functions of $\omega$ so that $\lim_{n \to \infty} \|f_n - M(t)g\| = 0$, a.e. $P_t$. Such a sequence $g_n$ converging to $g$ exists by the strong measurability of $g$. In addition, by approximating the random variables involved in the definition of $M(t)$ by discrete random variables we obtain a sequence of countably valued operators $M_s(t)$ so that $f_n = M_s(t)g_n$ is countably $B$-valued and measurable. The strong continuity of our given semigroups then yields the required strong convergence of $f_n$ to $M(t)g$. 
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In proving \( E_i[\|M(t)g\|] \) is finite we have Hille's estimate for each factor \( T_i(t) \), namely \( \|T_i(t)\| \leq M_i \exp(k_i t) \). But since the number of jumps \( N(t) \) is arbitrarily large, \( M(t) \) may be a product of arbitrarily many factors \( T_i(\tau_i) \). If the constants \( M_i \) are larger than one, then the random operator \( M(t) \) may have arbitrarily large norm for fixed \( t \). By Lemma 1 we find, nevertheless, that the norm has finite expected value. Let \( M = \max_i M_i \) and \( K = \max_i K_i \). Then by Lemma 1,

\[
E_i[\|M(t)g\|] = \sum_{m=0}^{\infty} E_i[\|M(t)g\| \mid N(t) = m]P_i[N(t) = m]
\]

\[
\leq e^{Kt} \sum_{m=0}^{\infty} M^m E_i[\|g\|]P_i[N(t) = m]
\]

\[
\leq e^{Kt} E_i[\|g\|] \sum_{m=0}^{\infty} M^m (\beta t)^m e^{-at}
\]

\[
= e^{Kt-aM\beta t} E_i[\|g\|] < \infty.
\]

Now, in order to prove (2.2), the idea, roughly, is that \( M(t) \) depends only on the past \( \mathcal{F}_t \) and should then factor out of the conditional expectation. By the above quoted theorem we note first that both conditional expectations in (2.2) make sense since both \( g \) and \( M(t)g \) are Bochner \( P_t \)-integrable. Employing the above approximation to \( M(t) \) we see that the operator \( M_n(t) \) can be written \( M_n(t) = \sum_k L_k I_{\Lambda_k} \) for some \( \Lambda_k \in \mathcal{F}_t \), where \( L_k \) is a bounded linear operator and \( I_{\Lambda} \) is the indicator function of \( \Lambda \). The rest of the proof repeats the standard argument for the case of real random variables, but we include it for completeness. We have for each \( \Lambda \in \mathcal{F}_t \),

\[
\int_\Lambda M_n(t) E_i[g \mid \mathcal{F}_t] \, dP_t = \sum_k L_k \int_{\Lambda \cap \Lambda_k} E_i[g \mid \mathcal{F}_t] \, dP_t
\]

\[
= \sum_k L_k \int_{\Lambda \cap \Lambda_k} g \, dP_t \quad \text{(since } \Lambda \cap \Lambda_k \in \mathcal{F}_t \text{)}
\]

\[
= \int_\Lambda \left( \sum_k L_k I_{\Lambda_k} \right) g \, dP_t = \int_\Lambda M_n(t)g \, dP_t.
\]

Hence \( E_i[M_n(t)g \mid \mathcal{F}_t] = M_n(t) E_i[g \mid \mathcal{F}_t] \), a.e. \( P_t \), for each \( n \). By the continuity property of the strong conditional expectation (for example, Theorem 2.2 in [10]) as \( n \to \infty \) we obtain (2.2). Q.E.D.

3. The expectation semigroup. Let \( \tilde{B} \) be the \( n \)-fold Cartesian product of \( B \) with itself. A generic element of \( \tilde{B} \) is denoted by \( \tilde{f} = \langle f_i \rangle \) where \( f_i \in B, i = 1, \ldots, n \). We equip \( \tilde{B} \) with any appropriate norm so that \( \|\tilde{f}\| \to 0 \) as \( \|f_i\| \to 0 \) for each \( i \).

**DEFINITION 2.** For \( t \geq 0 \) define the (matrix) operator \( \tilde{T}(t) \) on \( \tilde{B} \) specified componentwise by

\[
(\tilde{T}(t)\tilde{f})_i = E_i[M(t)f_{i(0)}].
\]

As in Lemma 2, we see that \( M(t)f_{i(0)} \) is Bochner integrable. Below we will show that \( \tilde{T}(t) \) defines a semigroup on \( \tilde{B} \). We call \( \tilde{T}(t) \) the "expectation semigroup" associated with the random evolution \( M(t) \).
Theorem 1. \([\mathcal{T}(t), t \geq 0]\) is a strongly continuous semigroup of bounded linear operators on \(B\).

Proof. By the estimate \(E_1[\|M(t)g\|] \leq e^{\alpha t + \beta M}E_1[\|g\|]\) established in Lemma 2, we see that \(\mathcal{T}(t)\) is a bounded linear operator. Also, since \(v(\cdot, \omega)\) is continuous at a fixed \(t\) for almost all sample paths \(\omega\), it is easy to see that \(\mathcal{T}(t)\) is strongly continuous in \(t\).

We need only check the semigroup property. It suffices to show that for each \(i\),

\[
(\mathcal{T}(t+s)\mathcal{T}^i)\omega = (\mathcal{T}(t)\mathcal{T}(s)^i)\omega.
\]

Let \(\theta_i\omega\) be the shifted path defined by the requirement that \(v(u, \theta_i\omega) = v(u + 1, \omega)\) for every \(u \geq 0\). Define \(g \circ \theta_i\) by \((g \circ \theta_i)(\omega) = g(\theta_i \omega)\). Then the Markov property of \(v(t)\) is expressed by the formula \(E_1[g \circ \theta_i|\mathcal{F}_t](\omega) = E_{\theta_i\omega}[g]\) for almost all \(\omega|\mathcal{F}_t\). We can omit \(\omega\) and write simply \(E_1[g \circ \theta_i|\mathcal{F}_t] = E_{\theta_i\omega}[g]\). It is easy to check that \(M(t)\) satisfies the multiplicative formula \(M(t+s, \omega) = M(t, \omega)M(s, \theta_i\omega)\) or

\[
M(t+s) = M(t)M(s) \circ \theta_i.
\]

For fixed \(i\) we have

\[
(\mathcal{T}(t+s)\mathcal{T}^i)\omega = E_1[M(t+s)f_{\theta_i(t+s)\omega}]
\]

\[
= E_1[E_1[M(t+s)f_{\theta_i(t+s)\omega}|\mathcal{F}_t]]
\]

\[
= E_1[E_1[M(t)f_{\theta_i\omega} \circ \theta_i|\mathcal{F}_t]] (\text{by (3.2)})
\]

\[
= E_1[M(t)E_1[M(s) \circ \theta_i f_{\theta_i\omega} | \mathcal{F}_t]] (\text{by Lemma 2})
\]

\[
= E_1[M(t)E_{\theta_i\omega}[M(s)f_{\theta_i\omega}]] (\text{by Markov property of } v)
\]

\[
= E_1[M(t)(\mathcal{T}(s)^i)\omega]
\]

\[
= (\mathcal{T}(t)\mathcal{T}(s)^i)\omega.
\]

Q.E.D.

Remark. M. Pinsky has noted that if \(M(t, \omega)\) is any operator-valued multiplicative functional of a Markov chain \(v(t)\), i.e., \(M(t, \omega)\) satisfies (3.2), and if \(M(t, \omega)\) is strongly continuous in \(t \geq 0\) for each \(\omega\), then \(M(t)\) admits the representation (2.1) as a random evolution for some semigroups \(T_i(t)\). In fact, the “backward” order of the factors in our definition of \(M(t, \omega)\) was chosen precisely in order to obtain the multiplicative property (3.2), which in turn implies the semigroup property for \(\mathcal{T}(t)\).

Theorem 2. The Cauchy problem for an unknown vector \(\tilde{u}(t), t > 0\),

\[
\frac{\partial \tilde{u}_i}{\partial t} = A_i\tilde{u}_i + \sum_{j=1}^{n} q_{ij}\tilde{u}_j, \quad \tilde{u}(0) = \tilde{f},
\]

is solved by \(\tilde{u}(t) = \tilde{\mathcal{T}}(t)\tilde{f}\).

Proof. Let \(D_i\) be the domain of the infinitesimal generator \(A_i\). We first prove that the infinitesimal generator of \(\tilde{\mathcal{T}}(t)\) is \(\tilde{A} = \text{diag} (A_1, \ldots, A_n) + Q\) with domain \(D_1 \times \cdots \times D_n\). We need to show

\[
(\tilde{A}\tilde{f})_i = A_i\tilde{f}_i + \sum_{j=1}^{n} q_{ij}\tilde{f}_j.
\]
If $\tau$ is the first jump of $v$ then

$$(\bar{T}(t)f)_{1,0} = E_t[M(t)f_{s<0}; \tau > t] + E_t[M(t)f_{s<0}; \tau \leq t]$$

$$= T_t f_i P_{i}(\tau > t) + \int_0^t E_t[T_t f_i E_{s<r} M(t-r)f_{s<0} ; \tau = r] P_i(\tau \in dr)$$

$$= T_t f_i P_{i}(\tau > t) + \int_0^t T_t(r) \sum_{j \neq i} E_t[M(t-r)f_{s<0} ; \tau = r] P_i(v(\tau) = j) P_i(\tau \in dr)$$

$$= T_t f_i P_{i}(\tau > t) + \int_0^t T_t(r) \sum_{j \neq i} (\bar{T}(t-r)f)_{1,0} \left(\frac{q_{ij}}{-q_{ii}}\right) (-q_{ij} p_{ij}(r)) dr$$

$$= T_t f_i P_{i}(\tau > t) + \int_0^t T_t(r) \sum_{j \neq i} (\bar{T}(t-r)f)_{1,0} q_{ij} p_{ij}(r) dr.$$  

Letting $s$-lim denote limit in the norm of $B$ we thus have, for $f_i \in D_i$,

$$(A f)_{i,0} = s$-lim \frac{1}{t} \left[(\bar{T}(t)f)_{i,0} - f_i\right]$$

$$= s$-lim \frac{1}{t} \left[T_t f_i P_{i}(\tau > t) - f_i\right] + s$-lim \frac{1}{t} \left[T_t f_i P_{i}(\tau > t) - 1\right] f_i$$

$$= A_t f_i + q_{ii} f_i + \sum_{j \neq i} q_{ij} f_j$$

By standard semigroup theory we obtain the result of the theorem.

4. The commutative case, and applications to hyperbolic equations. If the given semigroups commute, we obtain a much simpler formula for $\bar{T}$. Collecting terms and using the semigroup property for each $T_t$, we find

$$(\bar{T}(t)f)_{1,0} = E_t\left[\prod_{j=1}^n T_j(\gamma_j(t))f_{s<0}\right].$$

Now the jump times $\tau_j$ and the number of jumps $N(t)$ are no longer relevant. $M$ depends only on the occupation times $\gamma(t)$.

We will repeatedly use the result of the following theorem.

THEOREM 3. Suppose that the infinitesimal generators $A_i$ are scalar multiples of a single operator, $A_i = c_i A$. Let $A$ generate $T(t)$; we note that negative $c_i$'s are allowed only if $T(t)$ is a group. Then

$$(u(t) = E_t\left[T_t\left(\sum_{j=1}^n c_i \gamma_j(t)\right)f_{s<0}\right]$$

solves the system (3.3).
Proof. Now $T_j(t) = T(c_jt)$. By (4.1) we have
\[ u_i(t) = E_i \left[ \sum_{j=1}^{n} T(c_j \gamma_j(t)) f_{\omega(t)} \right] \]
\[ = E_i \left[ T \left( \sum_{j=1}^{n} c_j \gamma_j(t) \right) f_{\omega(t)} \right]. \]

The random time $\sum c_j \gamma_j(t)$, over which we average, is just what one should expect: the sum of the occupation time in each state multiplied by the speed of evolution in that state.

As an application of Theorem 3, if $A = d/dx$, and $B$ is $C_0(-\infty, \infty)$, then (3.3) is a one-dimensional first-order hyperbolic system in canonical (diagonal) form, and $T(t)f(x) = f(x+t)$. By (4.2) we obtain an elegant, and apparently new, solution formula for such a system:

\[ (4.3) \quad \hat{u}_i = E_i \left[ f_{\omega(t)}(x + \sum c_j \gamma_j(t)) \right]. \]

(The fact that a one-dimensional hyperbolic system governs the evolution of a particle moving on a line with random velocity was noticed by Birkhoff and Lynch [1] and by Pinsky [8].)

In order to study second-order equations, we suppose from now on that $n=2$, $c_1 = 1$, $c_2 = -1$ in Theorem 3. In other words, $A$ generates a group $T(t)$, $-\infty < t < \infty$; $T_1(t) = T(t)$ gives the forward evolution, and $T_2(t) = T(-t)$ the backward evolution. The Markov chain now gives a random reversal of the direction of evolution. Furthermore, we require that the jump process $N(t)$ be a Poisson process. Thus, assume $N(t), t \geq 0$, is a given standard Poisson process with intensity $\lambda > 0$ and $N(0) = 0$. The infinitesimal matrix is given by $Q = \left( \begin{array}{cc} -a & a \\ a & -a \end{array} \right)$ and the associated Markov chain $v(t)$ is probabilistically equivalent to the process with sample paths $(-1)^{N(t)}$ for starting point $v(0) = 1$ and $(-1)^{N(t)+1}$ for $v(0) = 2$.

The system (3.3) then becomes
\[ \begin{align*}
\frac{du_1}{dt} &= Au_1 - au_1 + au_2, \quad u_1(0) = f_1, \\
\frac{du_2}{dt} &= -Au_2 + au_1 - au_2, \quad u_2(0) = f_2.
\end{align*} \]

Theorem 3 gives us a solution of (4.4) as $u_i(t) = E_i[T(\gamma_1(t) - \gamma_2(t)) f_{\omega(t)}].$

Letting $f_1 = f_2 = f \in \mathcal{D}(A^2)$ in (4.4) we easily verify that $v_1 = \frac{1}{2}(u_1 + u_2)$ solves the second-order Cauchy problem
\[ (4.5) \quad v'_1 = A^2 v_1 - 2av'_1, \quad v_1(0) = f, \quad v'_1(0) = 0; \]
where prime denotes $d/dt$. Our probabilistic solution to (4.5) reduces to
\[ (4.6) \quad v_1(t) = E_1[T(\gamma_1(t) - \gamma_2(t)) f/2] + E_2[T(\gamma_1(t) - \gamma_2(t)) f/2]. \]

Similarly, if $f_1 = f_2 = g \in \mathcal{D}(A^2)$ in (4.4) then $v_2 = \frac{1}{2}(u_1 - u_2)$ solves
\[ (4.7) \quad v'_2 = A^2 v_2 - 2av'_2, \quad v_2(0) = 0, \quad v'_2(0) = Ag; \]
and the stochastic solution is

\[ v(t) = E_1[T(\gamma_1(t) - \gamma_2(t))g/2] - E_2[T(\gamma_1(t) - \gamma_2(t))g/2]. \]

By linearity, \( v = v_1 + v_2 \) solves

\[ v'' = A^2v - 2av', \quad v(0) = f, \quad v'(0) = Ag. \]

With a little more effort we can use our stochastic solution of (4.9) to show that solutions of (4.9) can be expressed in terms of solutions of \( w'' = A^2w \). More precisely, we have the following generalization of a result of Kac.

**Theorem 4.** Let \( A \) generate a strongly continuous group of bounded linear operators on a Banach space. If \( w(t) \) is the unique solution of the abstract "wave equation"

\[ w_{tt} = A^2w, \quad w(0) = f, \quad w_t(0) = Ag, \]

where \( f, g \in \mathcal{D}(A^2) \), then

\[ u(t) = E[w(\int_0^t (\gamma_1(s) - \gamma_2(s)) ds)], \]

where \( N(t) \) is a Poisson process with intensity \( a > 0 \), solves the abstract "telegraph equation"

\[ u'' = A^2u - 2au', \quad u(0) = f, \quad u_t(0) = Ag. \]

**Proof.** First, we easily verify that the difference of occupation times can be written

\[ \gamma_1(t) - \gamma_2(t) = \int_0^t (-1)^{N(s)} ds \quad \text{for } v(0) = 1 \]

and

\[ \gamma_1(t) - \gamma_2(t) = -\int_0^t (-1)^{N(s)} ds \quad \text{for } v(0) = 2. \]

Now, \( [T(t) + T(-t)]f + (T(t) - T(-t))g \) solves (4.10) and is by the assumed uniqueness equal to \( w \). Letting \( \tau(t) = \int_0^t (-1)^{N(s)} ds \) we have

\[ u(t) = E[w(\tau(t))] = E[E_1[T(\gamma_1(t) + T(-\gamma(t)))f/2 + (T(\gamma(t)) - T(-\gamma(t)))g/2] + E_2[T(\gamma_1(t) - \gamma_2(t))f/2] + E_1[T(\gamma_1(t) - \gamma_2(t))g/2] - E_2[T(\gamma_1(t) - \gamma_2(t))g/2]] = v_1(t) + v_2(t) \]

which we saw by (4.6), (4.8) and (4.9) solves (4.12).

Kac derived this formula in the special case \( A = d/dx \) by a formal passage to the limit from a discrete random walk. He then observed that his a posteriori rigorous
verification of the formula was valid also for the $n$-dimensional wave and telegraph equations. This seemed rather mysterious, since there appeared to be no random process associated with the higher dimensional problems, in the way in which random alternation between right and left translation was associated with the one-dimensional problem.

Our abstract set-up makes clear what is going on. We now have $A^2 = \Delta = \sum (\partial^2/\partial x_i^2)$, and the stochastic solution formula (4.6) comes from a random alternation between evolution forward or backward according to the generator $(\Delta)^{1/2}$. In one dimension, $(\Delta)^{1/2} = d/dx$ and the group is translation.

Given an equation $u_{tt} = Cu - 2au_t$, our justification of representing $u$ by formula (4.11) depends on whether $C$ has a square root $A$ which generates a group. In Theorem 6 below we show that such a square root exists if Cauchy's problem is well posed for $u_{tt} = Cu$. Applying this theorem to $C = \Delta$ on the appropriate $L^2$-space we obtain the justification of Kac's $n$-dimensional result.

5. A singular perturbation problem. Observe that the system

\[
\begin{align*}
\frac{du_1}{dt} &= \frac{1}{e^{1/2}} Au_1 - \frac{a}{e} u_1 + \frac{a}{e} u_2, \\
\frac{du_2}{dt} &= -\frac{1}{e^{1/2}} Au_2 + \frac{a}{e} u_1 - \frac{a}{e} u_2
\end{align*}
\]

(5.1)

is equivalent to the second-order equation

\[ et_{tt} = A^2 u - 2au_t. \]

(5.2)

We want to use (5.1) to study the asymptotic behavior of the solution of (5.2) as $e \to 0^+$. Let $N(t)$ be the Poisson process associated with the system (5.1) when $e=1$. Employing a change of scale we have that $N_\varepsilon(t) = N(t/e)$ is a Poisson process with intensity $a/e$. Letting

\[ \tau_\varepsilon(t) = \int_0^t (-1)^{N_\varepsilon(s)} \, ds, \]

(5.3)

we have $\tau_\varepsilon(t) = \varepsilon \tau(t/e)$, where $\tau(t)$ is obtained from (5.3) for $e=1$.

We thus see that (5.1) is obtained from (4.4) by replacing $T(t)$ by $T(t/e^{1/2})$ and $N(t)$ by $N_\varepsilon(t)$. By the discussion in Theorem 4 we have that

\[
\begin{align*}
\tau_\varepsilon(t) &= E[(T(e^{1/2} \tau(t/e)) + T(-e^{1/2} \tau(t/e)))/2 \\
&\quad + (T(e^{1/2} \tau(t/e)) - T(-e^{1/2} \tau(t/e)))/2]
\end{align*}
\]

(5.4)

solves (5.2) with initial conditions $u^\varepsilon(0) = f$, $u_t^\varepsilon(0) = Ag$.

We will need the following analogue of the Helly-Bray theorem. The proof is a straightforward adaptation to our situation of the proof of the classical theorem, so we omit it.
Lemma 3. For each real \( t \) let \( T(t) \) be a bounded linear operator on the Banach space \( B \). Assume that \( T(t) \) is a strongly continuous function of \( t \), and that, for some constant \( M \), it satisfies \( \|T(t)\| \leq M \) for all \( t \). Let \( Z_n \) be a sequence of random variables converging in distribution to a random variable \( Z \) as \( n \to \infty \). Then

\[
E[T(Z_n)f] \to E[T(Z)f] \quad \text{strongly, for each } f \in B,
\]
or in terms of the respective distribution functions,

\[
\int_{-\infty}^{\infty} T(s)f \, dF_n(s) \to \int_{-\infty}^{\infty} T(s)f \, dF(s) \quad \text{strongly}.
\]

We are now ready for the singular perturbation theorem.

Theorem 5. Assume \( A \) generates a uniformly bounded strongly continuous group \( T(t) \) of bounded linear operators on a Banach space. If \( u^\varepsilon \) is the unique solution, for \( t > 0 \), of

\[
(5.5) \quad \varepsilon u^\varepsilon_t = A^2 u^\varepsilon - 2a u^\varepsilon, \quad u^\varepsilon(0) = f, \quad u^\varepsilon(0) = Ag,
\]

where \( f, g \in \mathcal{D}(A^2) \), then for all \( t \geq 0 \), \( u^\varepsilon(t) \) converges strongly as \( \varepsilon \to 0^+ \) to

\[
(5.6) \quad u^0(t) = (2\pi t/a)^{-1/2} \int_{-\infty}^{\infty} T(s)f \exp \left(-as^2/2t\right) \, ds,
\]

and furthermore \( u^0(t) \) is a solution, for \( t > 0 \), of

\[
(5.7) \quad u^0_t = A^2 u^0/2a, \quad u^0(0) = f.
\]

Proof. By the above remarks we have that \( u(t) \) is given by (5.4) and we wish to use this representation to calculate the limit as \( \varepsilon \to 0^+ \).

We first note that as \( t \to \infty \) the distribution of \( (a/t)^{1/2}\tau(t) \) converges to \( N(0, 1) \), the standard normal distribution. For, if \( \tau_k \) is the time of the \( k \)th jump for the given Markov chain associated with \( N(t) \) and \( \tau_0 = 0 \), the random variables \( X_k = \tau_k - \tau_{k-1}, k \geq 1 \), are independent and have a common exponential distribution with parameter \( a > 0 \), so that \( E[X_k] = 1/a \) and \( \text{Var}[X_k] = 1/a^2 \) for all \( k \). For each \( n \), if \( t_n \) is such that \( X_1 + \cdots + X_n \leq t_n \leq X_1 + \cdots + X_{n+1} \) then \( \tau(t_n) = \int_0^{t_n} (-1)^{M(s)} \, ds \) lies between

\[
X_1 - X_2 + \cdots \pm X_n \quad \text{and} \quad X_1 - X_2 + \cdots \pm X_n \mp X_{n+1}.
\]

By the strong law of large numbers, \( t_n \sim n/a \) with probability one. Each difference \( X_k - X_{k+1} \) has mean zero and variance \( 2/a^2 \). Applying the central limit theorem to the sequence \( X_1 - X_2, X_3 - X_4, \ldots \), we see that the distribution of

\[
(a/(2n)^{1/2})(X_1 - X_2 + \cdots + X_{2n-1} - X_{2n})
\]

converges to \( N(0, 1) \). Then as \( t \to \infty \) and \( t_{2n} \sim 2n/a \), the distribution of \( (a/t)^{1/2}\tau(t) \) converges to \( N(0, 1) \).

This in turn implies that the distribution of \( \varepsilon^{1/2}\tau(t/\varepsilon) \) converges as \( \varepsilon \to 0 \), for fixed \( t \), to \( N(0, t/a) \), the normal distribution with mean zero and variance \( t/a \).
Lemma 3 we have $E[T(e^{1/2}(t/\varepsilon))f] \to E[T(Z)f]$ strongly as $\varepsilon \to 0$ for each $f$, where $Z$ is a $N(0, t/a)$-random variable. By the expression (4.3) for $u^e(t)$ we have that
\begin{equation}
(5.8) \quad u^e \to E[T(Z)f/2] + E(T(-Z)f/2) + E[T(Z)g/2] - E[T(-Z)g/2]
\end{equation}

or, by the symmetry of $Z$,
\begin{equation}
(5.9) \quad u^e \to E[T(Z)f], \quad \text{strongly as } \varepsilon \to 0,
\end{equation}

that is,
\begin{equation}
(5.10) \quad u^0(t) \equiv \lim_{\varepsilon \to 0} u^e(t) = (2\pi t/a)^{-1/2} \int_{-\infty}^{\infty} T(s)f \exp \left(-as^2/2t\right) ds.
\end{equation}

To complete the proof we need to show that $u^0(t)$ solves (5.7). Since $\|T(t)\| \leq M$ for some $M$, the integral in (5.10) converges uniformly, even after differentiation under the integral sign arbitrarily many times. Applying $A^2/2a$ under the integral sign is the same as replacing $T(s)f$ by $T^*(s)f/2a$ (which exists, by the hypothesis on $f$). Integration by parts twice then gives the same result as differentiation under the integral sign with respect to $t$. The initial condition is satisfied because the Gaussian kernel in the integral acts like a $\delta$-function as $t \to 0$. The proof is complete.

Formula (5.6) has previously been found (without reference to its probabilistic significance) by Romanoff [9]. It says that the solution of (5.7) is given by an average of random solutions of $w_{tt} = A^2 w$, but now averaged with respect to a normally distributed time, instead of with respect to the Poisson distribution as before (when $\varepsilon > 0$).

Convergence holds in Theorem 5 even if $T(t)$ is unbounded and the constant $a$ is pure imaginary (see [11]). Of course, one must give up probabilistic methods to prove such a result. For imaginary $a$ there is a physical interpretation in terms of relativistic quantum mechanics, instead of the previous physical interpretation in terms of a random evolution.

In applications, one meets equations of the form
\begin{equation}
(5.11) \quad u_{tt} = Cu - 2aut \quad \text{or} \quad eu_{tt} = Cu - 2aut.
\end{equation}

To apply Theorem 4 or 5, it is necessary to know that a group $T(t)$ exists whose generator $A$ satisfies $A^2 = C$. This is true under the reasonable assumption that (5.11) is well posed for $a = 0$.

**Theorem 6.** If $C$ is a closed linear operator such that Cauchy's problem is well posed in $B$ for $w_{tt} = Cw$, then there exists a strongly continuous group of operators $T(t)$ on $B$, whose generator $A$ satisfies $A^2 = C$.

**Proof.** Let $w(t)$ satisfy $w_{tt} = Cw$, $w(0) = f$, $w'(0) = 0$. If we rewrite $w_{tt} = Cw$ as a first-order system, we find that $\begin{pmatrix} w \\ w' \end{pmatrix} = \begin{pmatrix} \phi \\ 0 \end{pmatrix}$ generates a group, and
\begin{align*}
\begin{pmatrix} w \\ w' \end{pmatrix} &= \exp \left( \int \begin{pmatrix} 0 & 1 \\ C & 0 \end{pmatrix} \right) \begin{pmatrix} f \\ 0 \end{pmatrix}.
\end{align*}
By a basic lemma of Hille, there exist constants $M, k$, such that
\[ \left\| \exp t \begin{pmatrix} 0 & I \\ C & 0 \end{pmatrix} \right\| \leq M \exp (k|t|), \]
so that $\|w\| \leq M \exp (k|t|) \|f\|$. Let
\[ v(t) = (4\pi t)^{-1/2} \int_{-\infty}^{\infty} w(s) \exp (-s^2/4t) \, ds. \]
Evidently the integral converges strongly and uniformly, and can be differentiated under the integral sign. The same arguments as in the last paragraph of the proof of Theorem 5 now show that $v' = Cv$, $v(0) = f$. This means that $C$ generates a strongly continuous semigroup. The well-known theory of fractional powers of closed operators developed by Bochner, Phillips and Balakrishnan (see [15] for a readable exposition) assures us that $-C$ has a square root which generates a holomorphic semigroup. If we let $iA = (-C)^{1/2}$, then clearly $A^2 = C$, and $A$ is closed and densely defined with nonempty resolvent. From this it follows by Theorem 23.9.5 of Hille-Phillips [6] that $A$ generates a strongly continuous group $T(t)$; indeed,

\begin{equation}
 w(t) = \frac{1}{2}(T(t) + T(-t))f. \tag{5.12}
\end{equation}

We are indebted to Jerry Goldstein for suggesting the use of the Bochner-Phillips-Balakrishnan theory in this argument. Notice that $T(t)$ by no means is unique. The “odd part” of $T(t)$ cancels out in (5.6) and (5.12). Theorems 4 and 5 do not depend on which group-generating square root of $A^2$ one uses, but only on the fact that one exists.
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