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Abstract. Strong comparison theorems of Sturm's type are established for systems of second order quasilinear elliptic partial differential equations. The technique used leads to new oscillation and nonoscillation criteria for such systems. Some criteria are deduced from a comparison theorem, and others are derived by a direct variational method. Some of our results constitute extensions of known theorems to nonselfadjoint quasilinear systems.

1. Introduction. The matrix differential operator \( L \) defined by

\[
LV = - \sum_{i,j=1}^{n} D_i(A_{ij}(x, V)D_jV) + 2\sum_{i=1}^{n} B_i(x, V)D_iV + C(x, V)V,
\]

with \( A_{ij} = A_{ji} \) (\( i, j = 1, 2, \ldots, n \)),

will be considered for \( x \in G, V \in H^n \), where \( G \) is a nonempty regular bounded domain of \( n \)-dimensional Euclidean space \( E^n \), and \( H \) is a domain in \( E^n \) containing the origin. The coefficients \( A_{ij}(x, \xi), B_i(x, \xi) \) and \( C(x, \xi), i, j = 1, 2, \ldots, n \), are \( m \times m \) symmetric matrix functions of class \( C^1(G \times H^n) \), and the \( mn \times mn \) matrix \( (A_{ij}) \) is positive definite in \( G \times H^n \).

A strong theorem of Sturm’s type for a quasilinear selfadjoint elliptic system of partial differential equations was obtained recently by C. A. Swanson [8], extending results of Kuks [6], J. B. Diaz and J. R. McLaughlin [2]. The purpose of the present work is to extend Swanson’s theorem to nonselfadjoint systems and to obtain oscillation and nonoscillation theorems for such systems. Some of the oscillation theorems were derived by a direct variational method similar to that used in [9].

Points of \( E^n \) will be denoted by \( x = (x_1, x_2, \ldots, x_n) \) and differentiation with respect to \( x_i \) by \( D_i \). The differential operator \( L \) defined by

\[
lu = - \sum_{i,j=1}^{n} D_i[a_{ij}(x, u)D_ju] + 2\sum_{i=1}^{n} b_i(x, u)D_iu + c(x, u)u,
\]

with \( a_{ij} = a_{ji} \) (\( i, j = 1, 2, \ldots, n \)),

will be considered for \( x \in G, u \in H \). The coefficients \( a_{ij}, b_i, c \) are real symmetric...
functions of class $C^1(\bar{G} \times H)$, where $\bar{G}$ is the closure of $G$ in the Euclidean topology of $E^n$, and the $mn \times mn$ matrix $(a_{ij}(x, u))$ $(i, j = 1, 2, \ldots, n)$ is positive definite in $G \times H$.

The domain $D$ of $l$ is defined as the set of all functions $u \in C^2(G) \cap C^1(\bar{G})$ with range in $H$.

The notation $D^m$ will be used for the set of all $m \times m$ matrix functions whose column vectors $v_i \in D$, $i = 1, 2, \ldots, m$. The conclusion of the comparison theorems below concerns matrices $V \in D^m$ with the property that $V^TLV$ is positive semi-definite.

2. Comparison theorems for $L$. If the $mn \times mn$ matrix

$$(A_{ij}(x, \xi)) \quad (i, j = 1, 2, \ldots, n)$$

is positive definite for all $(x, \xi) \in G \times H^m$, then a diagonal matrix $h(x, \xi) = (h_{ii}(x, \xi))$ can be constructed such that for any $(x, \xi) \in G \times H^m$, the matrix

$$M(x, \xi) = \begin{bmatrix} (A_{ii}(x, \xi)) & (B_i(x, \xi)) \\ (B_i(x, \xi)) & h(x, \xi) \end{bmatrix}$$

is positive definite in $G \times H^m$, where $(B_i)^T$ denotes the transpose of the $nm \times m$ matrix $(B_i)$. This can be shown easily by using a criterion of Gantmacher [3], and a simple inductive argument.

Let $f[u], F[u, V]$ be the functionals defined by

$$f[u] = \int_G \left[ \sum_{i,j=1}^{n} (D_u)^{ij} a_{ij}(x, u) D_j u + 2 \sum_{i=1}^{n} (D_u)^T b_i(x, u) u + u^T c(x, u) u \right] dx$$

$$F[u, V] = \int_G \left[ \sum_{i,j=1}^{n} (D_u)^T A_{ij}(x, V) D_j u + 2 \sum_{i=1}^{n} (D_u)^T B_i(x, V) u + u^T (C(x, V) + h(x, V)) u \right] dx$$

with domains $D_f, D_f \times D^m$, respectively, where $D_f$ denotes the set of all vector functions $u \in C^1(\bar{G})$ with range in $H$ such that $u(x)$ vanishes identically on $\partial G$, where $\partial G$ is the boundary of $G$.

Following C. A. Swanson [8] we call a matrix $V$ a conjugate matrix relative to $L$ iff $Y_i(x, V) = 0$ identically in $G$ for $i = 1, 2, \ldots, n$, where

$$Y_i(x, V) = \sum_{j=1}^{n} [V^T A_{ij}(x, V) D_j V - (D_j V)^T A_{ij}(x, V) V].$$

We shall discuss later the existence of a conjugate matrix.

The first comparison theorem requires that $\partial G$ is only piecewise $C^1$. 
Theorem 1. If
(i) there exists a nontrivial function \( u \in D_f \) such that \( f[u] \leq 0 \);
(ii) \( V \in D^m \) is a conjugate matrix such that \( V^t LV \) is positive semidefinite in \( G \); and
(iii) \( f[u] \geq F[u, V] \);
then \( \det V(x) \) must vanish at some point in \( \overline{G} \).

Proof. Suppose to the contrary that \( V(x) \) is nonsingular for all \( x \in \overline{G} \). Then there exists a unique \( w \in C^1(\overline{G}) \) satisfying \( u(x) = V(x)w(x) \) identically in \( \overline{G} \). An easy calculation yields the following identity:

\[
\sum_{i,j=1}^{n} (VD_iw)^T A_i(x, V)(VD_jw) + 2 \sum_{i=1}^{n} (Vw)^T B_i(x, V)VD_jw
\]

\[
= F^+[u, V] - (Vw)^T(LV)w + \sum_{i=1}^{n} w^T Y_i(x, V)D_iw,
\]

where \( F^+[u, V] \) is the integrand in \( F[u, V] \), and \( Y_i(x, V) \) is defined above.

Since \( Y_i(x, V) = 0 \) identically for \( i = 1, 2, \ldots, n \), \( V^t LV \geq 0 \) in \( G \), \( w(x) = 0 \) on \( \partial G \), and the matrix \( M(x, V) \) is positive definite, it follows from integration of the above identity over \( G \) and use of Green's identity that \( F[u, V] \geq 0 \) with equality iff \( Vw = 0 \) identically in \( G \).

This is impossible since, by hypothesis, \( u = Vw \) is a nontrivial function in \( D_f \). Then the assumption that \( V(x) \) is nonsingular throughout \( \overline{G} \) leads to the contradiction \( f[u] \geq F[u, V] > 0 \).

Theorem 2. Under the hypotheses of Theorem 2, and the further assumption that \( \partial G \in C^1 \), \( \det V(x) \) vanishes at some point in \( G \).

Proof. Suppose to the contrary that \( V \) is nonsingular throughout \( G \). Then there exists a unique \( w \in C^1 \) satisfying \( u(x) = V(x)w(x) \) identically in \( G \). Since \( \partial G \) is of class \( C^1 \), it follows that \( [1, p. 131] \ u \in H^0_0(G) \), i.e. \( u \) belongs to the closure in the norm \( \| \cdot \|_1 \) defined by

\[
\|u\|^2_1 = \int_G \left[ |u|^2 + \sum_{i=1}^{n} |D_iu|^2 \right] dx
\]

of the class \( C^\infty_0(G) \) of infinitely differentiable vector functions with compact support in \( G \).

Let \( \{u_n\} \) be a sequence of \( C^\infty_0(G) \) functions converging to \( u \) in the norm \( \| \cdot \|_1 \). The following inequality follows from identity (3)

\[
F[u_n, V] \geq \int_G \left[ \sum_{i,j=1}^{n} (VD_iw_n)^T A_i(x, V)(VD_jw_n)
\right.

\[
+ 2 \sum_{i=1}^{n} (VD_iw_n)^T B_i(x, V)(Vw_n) + (Vw_n)^T h(x, V)Vw_n \right] dx
\]

\[
\geq 0,
\]

where \( F^+[u, V] \) is the integrand in \( F[u, V] \), and \( Y_i(x, V) \) is defined above.
where \( w_n \) is the unique solution of \( u_n(x) = V(x)w_n(x) \). Since \( A_i(x, V(x)), B_i(x, V(x)) \), and \( C(x, V(x)) \) are uniformly bounded in \( G \), it follows that

\[
|F[u_n, V] - F[u, V]| \leq K(\|u_n\|_1 + \|u\|_1)\|u_n - u\|_1,
\]

where \( K \) is a positive constant. Since \( \|u_n - u\|_1 \to 0 \) as \( n \to \infty \), we conclude from (4) that \( F[u, V] \geq 0 \). If \( F[u, V] > 0 \), we obtain the contradiction \( f[u] > 0 \), and hence \( F[u, V] = 0 \).

Let \( S \) denote a ball with \( S \subset G \), and define

\[
P_S[u_n, V] \equiv \int_S [(VD_iw_n)^T A_i(x, V)V D_jw_n
\]

\[
+ 2 \sum_{i=1}^n (VD_iw_n)^T B(x, V)V w_n + (Vw_n)^T h(x, V)V w_n] dx.
\]

Then (4) implies

\[
0 \leq P_S[u_n, V] \leq F[u_n, V],
\]

and by an argument similar to that used in [8] we can show that \( w(x) = 0 \) identically in \( S \). Since \( S \) is arbitrary, \( u(x) = V(x)w(x) = 0 \) throughout \( G \) and hence throughout \( G \) by continuity. The conclusion of the theorem follows.

When \( L \) is symmetric (i.e. \( B_i = 0 \) for all \( i = 1, 2, \ldots, n \)), we can take \( h = 0 \), the zero \( m \times m \) matrix. The operator \( L \) reduces to

\[
LV = - \sum_{i, j=1}^n D_i(A_{ij}(x, V)D_jV) + C(x, V)V, \quad A_{ij} = A_{ji}.
\]

The following theorem is similar to a recent result of Swanson [8]. The latter is obtained if we put \( b_i = 0 \) (\( i = 1, 2, \ldots, n \)).

**Theorem 3 “Symmetric Case”.** If

(i) there exists a nontrivial vector function \( u \in D \) such that \( f[u] \leq 0 \); (ii) \( V \in D_m \) is a conjugate matrix such that \( V^T L V \) is positive semidefinite throughout \( G \), and

\[
\int_G \left[ \sum_{i, j=1}^n D_i(u^T(a_{ij}(x, u) - A_{ij}(x, V))D_ju
\]

\[
+ 2 \sum_{i=1}^n D_iu^Tb_i(x, u)u + u^T(c(x, u) - C(x, V))u \right] dx \geq 0
\]

then either \( \det V(x) \) vanishes at some point in \( G \) or there exists a constant vector \( e \neq 0 \) such that \( u(x) = V(x)e \).

**Proof.** The proof is similar to that of Theorem 2.

**Remarks.** If \( m = 1 \), Theorem 3 extends results of Kreith [5], and Diaz and McLaughlin [2] to quasilinear nonsselfadjoint differential inequalities.

If \( n = 1 \), Theorem 4 extends a result of Morse [7].
The conclusions in the above theorems apply to conjugate matrices. We show by a simple example that the condition of being a conjugate matrix is necessary:

Let \( lu = u'' + u, LV = V'' + V \); take

\[
\begin{bmatrix}
\sin x \\
\sin x
\end{bmatrix}
\]

so \( u(0) = u(\pi) = 0 \); let

\[
V = \begin{bmatrix}
\cos x & \sin x \\
-sin x & \cos x
\end{bmatrix}.
\]

Then \( \det V = 1 \).

But \( V^T L V = 0, lu = 0 \), and conditions (i), (ii), (iii) of Theorem 3 are satisfied, except that \( V \) is not a conjugate matrix.

3. The existence of a conjugate matrix. We shall show that a conjugate matrix always exists for several nontrivial cases of the operator \( L \).

For \( n = 1 \), the definition (1) of \( L \) reduces to

\[
LV = -(A(x, V)V')' + 2B(x, V)V' + C(x, V)V \quad (x \in I),
\]

where \( I \) is some interval.

A matrix \( V \) is a conjugate matrix relative to \( L \) if \( Y(x, V) = 0 \) identically in \( I \), where \( Y(x, V) = V^T A(x, V)V' - V'^T A(x, V)V \).

**Proposition 4.** If \( V_0 \) is a solution of the system

\[
LV = 0 \quad \text{in } I,
\]

\[
Y(x_0, V(x_0)) = 0, \quad x_0 \in I,
\]

then any one of the conditions (i), (ii), (iii), (iv) given below implies that \( V_0 \) is a conjugate matrix for \( L \):

(i) \( B(x, V(x)) = 0 \) identically in \( I \),

(ii) \( BA^{-1} \) commutes with \( V_0 \) and \( V'_0 \),

(iii) \( B \) is a diagonal matrix, \( A'(x, V(x)) \) exists, and \( A \) commutes with \( V_0 \) and \( V'_0 \), where \( A' = dA/dx \),

(iv) \( A \) is a diagonal matrix, \( A'(x, V_0(x)) \) exists, and \( B \) commutes with \( V_0 \) and \( V'_0 \).

**Proof.** If condition (i) holds, then it follows from the symmetry of the matrices involved that \( Y'(x, V_0(x)) = 0 \) identically in \( I \). Since \( Y(x_0, V_0(x_0)) = 0 \) by hypothesis, it follows that \( Y(x, V_0(x)) = 0 \) identically in \( I \).

If condition (ii) holds, then

\[
Y'(x, V_0) = 2[V^T_0 B(x, V_0)V'_0 - V'_0 B(x, V_0)V_0] = 2B(x, V_0)A^{-1}(x, V_0)Y(x, V_0).
\]
Hence \( Y(x, V_0(x)) = \exp \left[ \int_0^x B(t, V_0(t)) A^{-1}(t, V_0(t)) \, dt \right] N \), where \( N \) is a constant \( m \times m \) matrix. Using the hypothesis on \( V_0 \), we conclude that \( U(x, V_0) = 0 \) identically in \( I \).

If condition (iii) or (iv) holds, we can use a similar argument to show that \( Y(x, V_0) = 0 \) identically in \( I \).

If the operator \( L \) defined by (1) is linear, and if we further assume that \( C(x) = C(x_1) \), \( B(x) = B(x_1) \), and \( A_{ij}(x) = A_{ij}(x_1) \), \( (\partial/\partial x_j)(A_{ij}) = 0 \) (\( i \neq j \)) for at least one suffix \( i \), then a conjugate matrix \( V(x) \) of \( L \) can be sought in the form of a matrix \( V(x) = V(x_1) \), where \( V(x_1) \) is a conjugate matrix relative to the system of ordinary differential equations

\[
-\frac{d}{dx_i} \left( A_{ii}(x_i) \frac{dV}{dx_i} \right) + 2B(x_i) \frac{dV}{dx_i} + C(x_i) V = 0.
\]

In particular, for strongly elliptic systems with constant coefficients without mixed derivatives, a conjugate matrix exists.

4. Oscillation criteria. We shall find conditions on the coefficients of the operator \( L \) defined by (1) which imply that the matrix differential inequality \( V^T L V \geq 0 \) (as a form) is oscillatory.

The operator \( L \) is defined in an unbounded domain \( R \) of \( E^n \). For simplicity we assume that \( R \) coincides with \( E^n \).

**Notation.** \( R_r = \{ x \in E^n : |x| > r \} \).

**Definition.** The matrix differential inequality \( V^T L V \geq 0 \) (as a form) is said to be oscillatory in \( E^n \) iff every conjugate solution \( V \) of the inequality has the property that \( \det V(x) \) vanishes at some point in \( R_r \) for all \( r > 0 \).

**Definition.** Two functions \( \phi, \psi \) of class \( C^1(0, \infty) \) are called majorants of the matrices \( (A_{ij}) \) and \( C \), respectively, if there exists a \( C^1(0, \infty) \) positive function \( \delta \) such that

\[
\phi(r) \geq \max_{|x| = r} \sup \left[ \lambda(x, \xi) + 2\delta(r) \right],
\]

\[
\psi(r) \geq \max_k \max_{|x| = r} \sup \left[ \sum_{i,j=1}^m \frac{1}{\delta} (B^h)(x, \xi)^2 + \mu(x, \xi) \right] + \delta,
\]

where \( B_j(x, \xi) = (B^h(x, \xi)) \) \( (j, k = 1, 2, \ldots, m) (i=1, 2, \ldots, n) \), \( \lambda(x, \xi) \) denotes the largest eigenvalue of the \( mn \times mn \) matrix \( (A_{ij}(x, \xi)) \) \( (i, j = 1, 2, \ldots, n) \), and \( \mu(x, \xi) \) denotes the largest eigenvalue of the matrix \( (C + h)(x, \xi) \) defined before.

Let \( W(x), M_c(x, \xi) \) denote the \( mn \times mn \) matrix functions

\[
W(x) = \begin{bmatrix} \phi(r)I_{mn} & \theta^T \\ \theta & \psi(r)I_m \end{bmatrix} (r = |x|),
\]

\[
M_c(x, \xi) = \begin{bmatrix} (A_{ij}(x, \xi)) & (B(x, \xi))^T \\ B(x, \xi) & h(x, \xi) + C(x, \xi) \end{bmatrix},
\]
respectively, where \( I_{mn}, I_m \) denote the \( mn \times mn \) and the \( m \times m \) identity matrices, respectively.

Let \( \varphi, \psi \) be any two majorants of \((A_{ij}), C\), respectively. Let \( l_1 \) be the scalar operator defined by

\[
l_1v = -\sum_{i=1}^{n} D_i[\varphi(r)D_iv] + \psi(r)v \quad (r = |x|).
\]

**Definition.** A bounded domain \( N \) is a nodal domain for \( l_1 \) iff there exists a nontrivial function \( v \) such that \( l_1v = 0 \) in \( N \) and \( v = 0 \) on \( \partial N \).

The operator \( l_1 \) is said to be strongly oscillatory in \( E^n \) iff it has a nodal domain with \( C^1 \) boundary in the complement of every ball \( S \).

**Theorem 5.** If \( l_1 \) is strongly oscillatory in \( E^n \), then the matrix differential inequality \( VT^LV \geq 0 \) is oscillatory in \( E^n \).

**Proof.** Given \( r > 0 \), we choose a nodal domain \( N \subset R^n \), and a nontrivial function \( v \) such that \( l_1v = 0 \) in \( N \), and \( v = 0 \) on \( \partial N \).

Let \( l_0 \) be the differential operator defined by

\[
l_0u = -\sum_{i=1}^{n} D_i[\varphi(r)D_mD_iu] + \psi(r)I_mu,
\]

where \( u \in H \), and \( I_m \) is the \( m \times m \) identity matrix, and let

\[
f_0[u] = \int_N \left[ \sum_{i=1}^{n} (D_iu)^T\varphi(r)I_mD_iu + u^T\psi(r)I_mu \right] dx.
\]

If we choose \( u \) to be the \( m \)-vector with each component equal to \( v \), then \( l_0u = 0 \), and \( f_0[u] = 0 \).

Let \( V \) be any conjugate matrix such that \( VT^LV \geq 0 \). We have to show that \( \det V \) vanishes somewhere in \( N \).

A simple calculation shows that the matrix \( W(x) - M_c(x, \xi) \) is positive definite for every \((x, \xi) \in E^n \times H^n \). It follows that \( F[u, V] < f_0[u] \). From the above considerations, it is clear that conditions (i), (ii) and (iii) of Theorem 2 are satisfied. Hence \( \det V = 0 \) in \( N \).

Theorem 5 enables us to extend all known oscillation criteria for the scalar operator \( l_1 \) to the matrix differential inequality \( VT^LV \geq 0 \).

**Corollary 6.** Let \( \varphi(r) \) be bounded in \( 0 < r < \infty \) with upper bound \( K \). Then the differential inequality \( VT^LV \geq 0 \) is oscillatory in \( E^n \) if

\[
\lim_{r \to \infty} \sup r^2\varphi(r) < -K(n-2)^2/4.
\]

**Proof.** The hypotheses imply that \( l_1 \) is strongly oscillatory in \( E^n \). Corollary 7 is now an immediate consequence of Theorem 6.

Corollary 7 generalizes the Kneser-Hille Theorem \([4]\) to matrix differential inequalities.
Definitions and Notations. Let

\[ A_i(x, V) = (A_{ij}^{il}(x, V)), \quad B_i(x, V) = (B_{ij}^{il}(x, V)), \]
\[ C(x, V) = (C_{kl}^{il}(x, V)), \quad h(x, V) = (h_{ij}^{il}(x, V)), \]
for \( i, j = 1, 2, \ldots, n; \ k, l = 1, 2, \ldots, m. \)

Define

\[ A_i^{rr}(r, \theta_1, \ldots, \theta_{n-1}) = A_{ij}^{il}(x, V(x)), \]
\[ B_i^{rr}(r, \theta_1, \ldots, \theta_{n-1}) = B_{ij}^{il}(x, V(x)), \]
\[ C_i^{rr}(r, \theta_1, \ldots, \theta_{n-1}) = C_{ij}^{il}(x, V(x)), \]
\[ h_i^{rr}(r, \theta_1, \ldots, \theta_{n-1}) = h_{ij}^{il}(x, V(x)), \]
where \( r, \theta_1, \ldots, \theta_{n-1} \) are hyperspherical polar coordinates. Let

\[ \alpha_i^{rr}(r) = \int_{\omega_n} \sum_{j=1}^{n} A_{ij}^{il}(r, \theta_1, \ldots, \theta_{n-1}) \, d\omega_n, \]
\[ \beta_i^{rr}(r) = \int_{\omega_n} \sum_{j=1}^{n} B_{ij}^{il}(r, \theta_1, \ldots, \theta_{n-1}) \, d\omega_n, \]
\[ \gamma_i^{rr}(r) = \int_{\omega_n} \left[ C_{ij}^{il}(r, \theta_1, \ldots, \theta_{n-1}) + h_{ij}^{il}(r, \theta_1, \ldots, \theta_{n-1}) \right] \, d\omega_n, \]
where \( \omega_n \) is the surface of the unit ball in \( E^n \).

Theorem 7. The matrix differential inequality \( V^T L V \geq 0 \) is oscillatory in \( E^n \) if there exists an integer \( l, 1 \leq l \leq m \), and a number \( q \leq 2 \) such that the following conditions hold for every matrix \( V \) with \( \det V(x) \neq 0 \) for all sufficiently large \( x \):

1. \( (1/\omega_n) \int_0^r r^{n-1} a_i^{rr}(r) \, dr \) is bounded above for all \( b > 0 \).
2. \( (1/\omega_n) \int_0^r r^{n-1} (2b - r) \beta_i^{rr}(r) \, dr \) is bounded above for all \( b > 0 \).
3. For \( a > 0, \int_a^\infty \gamma_i^{rr}(r) r^{n-1} \, dr = -\infty. \)

Proof. Suppose to the contrary that the differential inequality \( V^T L V \geq 0 \) is not oscillatory. Then there exists a positive number \( a \), and a conjugate matrix \( V(x) \) such that \( V^T L V \geq 0 \), and \( \det V(x) \neq 0 \) for \( |x| > a \). Hence a unique solution \( w(x) \) of \( u(x) = V(x)w(x) \) exists in \( R_a = \{ x : |x| > a \} \) for any \( m \)-vector function \( u(x) \). By integrating identity (3) by parts, and applying Green’s formula, we obtain the inequality

\[ F[u, V] = \int_{u_i | x | \leq 2b} \left[ \sum_{i=1}^{n} (D_i u)^T A_i(x, V) D_j u + 2 \sum_{i=1}^{n} (D_i u)^T B_i(x, V) u + u^T (C(x, V) + h(x, v)) u \right] \, dx \]

\[ \geq 0, \]

for any piecewise \( C^1 \) function \( u(x) \) on the annulus \( N = \{ x : a \leq |x| \leq 2b \} \) such that \( u(x) = 0 \) on the boundary \( \partial N \). In particular choose \( u \) to be the vector function

\[ u(r) = 0, \quad r \leq a, \]
\[ u(r) = (r-a) e_i, \quad a < r \leq a+1, \]
\[ u(r) = e_i, \quad a+1 < r \leq b, \]
\[ u(r) = (2b-r)e_i/b, \quad b < r \leq 2b, \]
\[ u(r) = 0, \quad r > 2b, \]
where $e_i$ is the unit $m$-vector with 1 in the $i$th position and zero elsewhere. Choose constants $K_1$, $K_2$ such that

$$
\frac{1}{b^2} \int_b^{2b} r^{n-1} \alpha(r) \, dr \leq K_1 \quad \text{for all } b > 0,
$$

$$
\frac{1}{b^2} \int_b^{2b} r^{n-1}(2b-r) \beta(r) \, dr \leq K_2 \quad \text{for all } b > 0.
$$

This is possible by hypothesis. Then

$$
F[u, V] \leq \int_a^{a+1} \alpha(r) r^{n-1} \, dr + K_1 b^{a-2} + \int_a^{a+1} (r-a) \beta(r) r^{n-1} \, dr + K_2 b^a \quad \text{(8)}
$$

$$
+ \int_a^{a+1} (r-a)^2 \gamma(r) r^{n-1} \, dr + \int_a^b \left( \frac{2b-r}{b} \right)^2 \gamma(r) r^{n-1} \, dr.
$$

By hypothesis (3) there exists $b_0 > a + 1$ such that the sum of the first six terms of the right member of the above inequality is negative for all $b > b_0$.

Define $f(r) = \int_0^a \gamma(r) r^{n-1} \, dr$. Then $\lim_{r \to \infty} f(r) = -\infty$ by hypothesis (3). Now we choose $b \geq b_0$ in the definition of the vector function $u$ as the last root of $f(r)$.

Then

$$
\int_b^{2b} \left( \frac{2b-r}{b} \right)^2 \gamma(r) r^{n-1} \, dr = \left[ \left( \frac{2b-r}{b} \right)^2 f(r) \right]_b^{2b} + \int_b^{2b} \frac{2(2b-r)}{b^2} f(r) \, dr < 0.
$$

It follows from (8) that $F[u, V] < 0$, contradicting (7).

When the operator $L$ is symmetric, i.e. $B_i = 0$ for $i = 1, 2, \ldots, n$, we can choose $h = 0$. In this case the following more general version of Theorem 7 holds.

**Theorem 8 "Symmetric Case".** Under the hypotheses of Theorem 7 with the weaker assumption that the matrix $(A_{ij})$ $(i,j = 1, 2, \ldots, n)$ is positive semidefinite, the matrix differential inequality $V^T L V \geq 0$ is oscillatory in $E^n$.

In the case $n = 1$, the definition (1) of $L$ reduces to

$$
LV = -\frac{d}{dx} \left( A(x, V) \frac{d}{dx} V \right) + 2B(x, V) \frac{d}{dx} V + C(x, V)V,
$$

where $x \in [a, \infty)$. We can use the above method to generalize the Hille-Kneser classical theorem [4]. For simplicity we assume that $A(x, V) = I$, $B = 0$ where $I$ is the identity matrix.

**Theorem 8.** The matrix differential inequality $V^T L V \geq 0$ is oscillatory in $E^n$ if there exists an integer $l$, $1 \leq l \leq m$, such that the following conditions hold for every matrix $V$ with $\det V(x) \neq 0$ for all sufficiently large $x$:...
(1) $C''(x, V(x)) \leq -1/4x^2$;
(2) $\limsup_{x \to \infty} \log a \int_0^x x |C''(x, V(x)) + 1/4x^2| \, dx > 1$.

**Proof.** If the inequality $V^TLV \geq 0$ is not oscillatory, then, as in the proof of Theorem 7, we find a number $b$, and a conjugate matrix $V(x)$ such that $V^TLV \geq 0$, $\det V(x) \neq 0$ for $|x| > a$, and

(*) \[ F[u, V] = \int_b^\infty [u^Tv + u^tC(x, V(x))u] \, dx \geq 0 \]

for any $m$-vector function $u$ with compact support in $[b, \infty)$.

Now let $u = x^{1/2}v$ and $x = \log t$. Then

\[ F[u, V] = \int_0^{\infty} [v^Tv' + v^t(1/4 + \bar{C}(t))v] \]

where $\bar{C}(t) = x^2C(x, V(x))$.

By hypothesis (2), we can choose a sequence $a_k \to \infty$, for which we have for some $\delta > 0$ that

\[ \lim_{a_k \to \infty} \int_0^{a_k} |\bar{C}''(t) + 1/4| \, dt > 1 + \delta, \]

where $\bar{C}(t) = (\bar{C}''(t))_{i,j = 1, 2, \ldots, m}$.

We now choose the vector function $v(t)$ as follows:

\[ v(t) = 0, \quad t \leq a/2, \]
\[ v(t) = ((2t-a)/a)e_l, \quad a/2 < t \leq a, \]
\[ v(t) = e_l, \quad a < t < q, \]
\[ v(t) = ((2q-t)/q)e_l, \quad q < t \leq 2q, \]

where $e_l$ is the unit $m$-vector with 1 in the $l$th position, and $a = a_k$ is chosen such that $a \int_a^{\infty} |\bar{C}''(t) + 1/4| \, dt > 1 + \delta/2$, and $a/2 > e_l$. We then choose $q$ so that $a/q < \delta/4$. Then

\[ F[u, V] \leq \frac{1}{a} + \frac{1}{q} \int_a^\infty \left| \bar{C}''(t) + \frac{1}{4} \right| \, dt < \frac{1}{a} \left[ 1 + \delta/4 - (1 + \delta/2) \right] < 0, \]

which contradicts (*). This proves the theorem.

**Remark.** For $n = 1$, Theorem 8 is sharper than Kneser's theorem for linear second order equations [4].

5. **Nonoscillation criteria.** In this section, we obtain a Kneser-Hille [4] nonoscillation criteria for the vector equation

\[ hu = - \sum_{i,j=1}^{n} D_i[a_{ij}(x, u)D_ju] + 2 \sum_{i=1}^{n} b_i(x, u)D_iu + c(x, u)u = 0 \]
defined in an unbounded domain $R$ of $E^n$. No restrictions are required on the shape of the domain $R$. The conditions on the coefficients $a_{ij}$, $b_i$, $c$ are as given before, and $u \in H$.

**Definition.** The operator $I$ is said to be nonoscillatory in the domain $R$ if there exists $r > 0$ such that the system (9) has no nontrivial solution vanishing on the boundary of any bounded $n$-dimensional domain belonging to $R \cap \{x : |x| > r\}$.

**Definition.** Let

$$m(x, \xi) = \begin{bmatrix} a_i(x, \xi) & (b_i(x, \xi))^T \\ b_i(x, \xi) & c(x, \xi) \end{bmatrix}.$$ 

Let $\lambda$ be the smallest eigenvalue of the $mn \times mn$ matrix $(a_{ij})$, $i, j = 1, 2, \ldots, n$, and $\mu$ be the smallest eigenvalue of the $m \times m$ matrix $c$.

**Definition.** A function $g$ of class $C^1(0, \infty)$ is said to be a minorant of the matrix $c$ if there exists a $C^1(0, \infty)$ positive function $t$ such that

$$g(r) \leq \min_{1 \leq k \leq m} \min_{|x| = r} \inf_{\xi \in H} \sum_{j=1}^{m} \sum_{i=1}^{n} -\frac{1}{2}(b_{ij}(x, \xi))_{ij} + t(x, \xi),$$

where $b_{ij}(x, \xi) = (b_{ij}(x, \xi))_{ij}$, $i, j = 1, 2, \ldots, m$, $i = 1, 2, \ldots, n$.

A function $f \in C^1(0, \infty)$ is a minorant of $(a_{ij})$ if there exists a $C^1(0, \infty)$ positive function $z$ such that

$$0 < f(r) \leq \min_{|x| = r} \inf_{\xi \in H} [\lambda(x, \xi) - 2z(r)].$$

Let

$$N(x) = \begin{bmatrix} f(r)I_m & \theta^T \\ \theta & g(r)I_m \end{bmatrix} \quad (r = |x|),$$

where $I_m$ is the $mn \times mn$ identity matrix, $I_m$ is the $m \times m$ identity matrix, and $\theta^T$ is the $m \times m$ zero matrix.

**Theorem 9.** Suppose the matrices $(a_{ij})$, $c$ admit minorants $f$, $g$ respectively, such that $f$ is bounded below in $R$ by some positive number $\lambda_0$. Then the equation (9) is nonoscillatory in $R$ if

$$\liminf_{r \to \infty} r^2g(r) > -(n-2)^2\lambda_0/4.$$ 

**Proof.** Suppose to the contrary that there exists a bounded $C^1$ nodal domain $N_\ast$ and a solution $u_\ast$ of (9) such that $u_\ast = 0$ on $\partial N_\ast$. From the hypothesis that $f$, $g$ are minorants of $(a_{ij})$, $c$ respectively, it is easy to show that the matrix $M(x, \xi) - N(x)$ is positive semidefinite for all $(x, \xi) \in E^n \times H$. Then an application of Green's formula gives

$$0 = \int_{N_\ast} u_\ast \partial u_\ast \ dx \geq \int_{N_\ast} \left[ \sum_{i=1}^{n} (D_i u_\ast)^T \lambda_0 I_m D_i u_\ast + g(|x|) u_\ast^T u_\ast \right] \ dx.$$
Let $u_{sf}, i=1, 2, \ldots, m$, denote the $i$th component of the vector function $u$. Hence the above inequality implies that

$$
(10) \quad \int_{N_s} \sum_{i=1}^{m} \left( \sum_{i=1}^{m} \lambda_0 (D_i u_{sf})^2 + g(r(x)) u_{sf}^2 \right) \, dx \leq 0.
$$

Let $u_{sf}(x) = \tilde{u}_{sf}(r, \theta_1, \ldots, \theta_{n-1})$, where $r, \theta_1, \ldots, \theta_{n-1}$ are hyperspherical polar coordinates. Extend $\tilde{u}_{sf}$ to all of $R$ such that it is identically zero outside $N_s$. We shall denote the extended function by $\bar{u}_{sf}$. From the representation

$$
\int_{s}^{r} r^{n-3} (\bar{u}_{sf}(r, \cdot))^2 \, dr = -2 \int_{s}^{r} \bar{u}_{sf}(t, \cdot) \frac{\partial}{\partial t} \bar{u}_{sf}(t, \cdot) \, dt \int_{s}^{r} r^{n-3} \, dr,
$$

and by means of Cauchy-Schwarz inequality we obtain the inequality

$$
\int_{s}^{r} r^{n-3} (\bar{u}_{sf}(r, \cdot))^2 \, dr \leq \frac{4}{(n-2)^2} \int_{s}^{r} r^{n-1} \left( \frac{\partial}{\partial r} \bar{u}_{sf} \right)^2 \, dr
$$

for $j=1, 2, \ldots, n$. Integrating the two sides of the above inequality with respect to the angular coordinates $\theta_1, \theta_2, \ldots, \theta_{n-1}$ we obtain

$$
(11) \quad \int_{N_s} \left[ \sum_{i=1}^{m} (D_i u_{sf})^2 - \frac{(n-2)^2}{4r^2} u_{sf} \right] \, dx \geq 0
$$

for all $j=1, 2, \ldots, m$.

The hypothesis implies that there exists a constant $s_0 > 0$ such that $r^2 g(r) > -(n-2)^2 \lambda_0 / 4$ provided that $r \geq s_0$. Hence, from (11) we have

$$
\int_{N_{s_0}} \left[ \sum_{i=1}^{m} \lambda_0 (D_i u_{s_0})^2 + g(r(x)) u_{s_0}^2 \right] \, dx > 0
$$

for all $j=1, 2, \ldots, m$. This contradicts (10), and Theorem 9 follows.

REMARK. When the operator $l$ defined by (9) is symmetric, i.e. $b_i = 0$ for $i=1, 2, \ldots, n$, we can choose minorants $f, g$ such that

$$
0 < f(r) \leq \min_{|x|=r} \lambda(x, \xi), \quad g(r) \leq \inf_{|x|=r} \mu(x, \xi).
$$

In this case Theorem 9 generalizes the Kneser-Hille nonoscillation criterion [4] to nonlinear partial differential systems.
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