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Abstract. Let $G$ be a simply-connected nilpotent Lie group, with complexification $G_c$. The functions on $G$ which are analytic vectors for the left regular representation of $G$ on $L_2(G)$ are determined in this paper, via a dual characterization in terms of their analytic continuation to $G_c$, and by properties of their $L_2$ Fourier transforms. The analytic continuation of these functions is shown to be given by the Fourier inversion formula. An explicit construction is given for a dense space of entire vectors for the left regular representation. In the case $G = \mathbb{R}$ this furnishes a group-theoretic setting for results of Paley and Wiener concerning functions holomorphic in a strip.

Introduction. Let $G$ be a simply-connected nilpotent Lie group. Since $G$ is a separable, type I, unimodular group [1], there exists by the general Plancherel theorem [3] a unique Borel measure $\mu$ on the space $\hat{G}$ of equivalence classes of irreducible unitary representations of $G$ with the following properties:

(i) (Harmonic analysis). Fix a $\mu$ measurable cross-section $\xi \mapsto \pi^\xi$ from $\hat{G}$ to concrete irreducible unitary representations ($\pi^\xi \in \xi$). Then a function $f \in L_2(G)$ has a Fourier transform $\hat{f}$ defined $\mu$-a.e. on $\hat{G}$, such that $\hat{f}(\xi)$ is a Hilbert-Schmidt operator on the space $\mathcal{H}(\pi^\xi)$ of $\pi^\xi$. The map $\xi \mapsto \hat{f}(\xi)$ is a $\mu$-measurable field of operators, and if $f \in L_1 \cap L_2$ then, for a.e. $\xi$,

$$\hat{f}(\xi) = \int_G f(g)\pi^\xi(g)\,dg.$$  (0.1)

(ii) (Harmonic synthesis). If $f_1, f_2 \in L_2(G)$, then

$$f_1 \ast f_2^*(\xi) = \int_{\hat{G}} \text{tr} \left( f_1(\xi)f_2^*(\xi)^* \right) d\mu(\xi),$$  (0.2)

where $f^*(g) = \overline{f(g^{-1})}$ (the bar denoting complex conjugation), and $\text{tr}$ denotes the canonical semifinite trace on the ring of all bounded operators on $\mathcal{H}(\pi^\xi)$.

If $f$ has sufficiently many derivatives in $L_2(G)$, then $f$ can be written as $f_1 \ast f_2^*$, with $f_j \in L_2(G)$ [15]. Hence by (0.2), $\hat{f}(\xi)$ will be a trace-class operator for almost all
\[ f(g) = \int_{\mathbb{G}} \text{tr} \left( \pi^\xi(g^{-1}) \hat{f}(\xi) \right) d\mu(\xi). \]

In this paper we want to use the general Plancherel theorem to correlate analyticity properties of functions on \( G \) with suitable properties of their Fourier transforms. This was first done for the additive group of reals \( \mathbb{R} \) by Paley and Wiener [12]. In this case \( \mathbb{G} \) may be parametrized by \( \mathbb{R} \), with \( \pi^\xi, \xi \in \mathbb{R} \), the one-dimensional representation \( x \to \exp(i\xi x) \). For each fixed \( \xi \) the function
\[ x \to \text{tr} \left( \pi^\xi(-x) \hat{f}(\xi) \right) = e^{-ix\xi}\hat{f}(\xi) \]
extends holomorphically to the complexification \( \mathbb{C} \) of \( \mathbb{R} \). Hence \( f \) will have an analytic continuation, given by (0.3) with \( g \) complex, provided \( e^{iz\xi}\hat{f}(\xi) \) remains square-integrable with respect to the Plancherel measure, uniformly for \( z \) on compact sets of \( \mathbb{C} \).

In the noncommutative case a new phenomenon occurs. Namely, the function \( g \to \text{tr} \left( \pi^\xi(g^{-1}) T \right) \) is not analytic for an arbitrary trace-class operator \( T \) on \( \mathcal{H}(\pi^\xi) \), since the matrix elements \( g \to \left( \pi^\xi(g) u, v \right) \), \( u, v \in \mathcal{H}(\pi^\xi) \), are only continuous in general. To treat analyticity properties of \( L^2 \) functions on \( G \) via the Fourier transform, we need the following notions:

Let \( \mathfrak{g} \) be the Lie algebra of \( G \), \( \mathfrak{g}_c \) the complexification of \( \mathfrak{g} \), and \( G_c \) a simply-connected group with Lie algebra \( \mathfrak{g}_c \). Since \( \mathfrak{g}_c \) is nilpotent, we may assume that \( G \) is the analytic subgroup \( \exp \mathfrak{g} \) of \( G_c \) (\( \exp: \mathfrak{g}_c \to G_c \)). Let \( \{X_j, 1 \leq j \leq d \} \) be an ordered Jordan-Hölder basis for \( \mathfrak{g} \), i.e. if
\[ \mathfrak{h}_k = \text{span} \{X_j \mid 1 \leq j \leq k \} \]
then
\[ \mathfrak{g}, \mathfrak{h}_k \subset \mathfrak{h}_{k-1}, \quad k = 1, 2, \ldots, d. \]

If \( \pi \) is a unitary representation of \( G \) on a Hilbert space \( \mathcal{H}(\pi) \), let \( \mathcal{H}^{\omega}(\pi) \) denote the space of analytic vectors for \( \pi \), and let the subspaces \( \mathcal{H}^{\omega}_{t}(\pi) \subset \mathcal{H}^{\omega}(\pi), t > 0 \), be defined as in [5] relative to the basis \( \{X_j\} \) (cf. §1). Then \( \mathcal{H}^{\omega}(\pi) = \bigcup_{t > 0} \mathcal{H}^{\omega}_{t}(\pi) \), and we call \( \mathcal{H}^{\omega}_{t}(\pi) = \bigcap_{t > 0} \mathcal{H}^{\omega}_{t}(\pi) \) the space of entire vectors for \( \pi \). (\( \mathcal{H}^{\omega}_{t}(\pi) \) is dense in \( \mathcal{H}^{\omega}(\pi) \) for some \( t > 0 \) [10], and when \( \pi \) is irreducible, we showed that \( \mathcal{H}^{\omega}_{t}(\pi) \) is dense in \( \mathcal{H}(\pi) \) [6].)

On the space \( \mathcal{H}^{\omega}(\pi) \) the representation \( \pi \) can be analytically continued to a local representation \( \pi_{\omega} \) of \( G_c \) [5, Proposition 2.3]; if \( g = \exp X \), then \( \pi_{\omega}(g) \) is defined on the space \( \bigcup_{t > |X|} \mathcal{H}^{\omega}_{t}(\pi) \). Here we define the norm \( |X| \) relative to the basis \( \{X_j\} \) by \( |X| = \sum |a_j| \), \( a_j \in \mathbb{C} \). Thus if \( T \) is a bounded operator on \( \mathcal{H}(\pi) \) such that \( \text{Range}(T) \subset \mathcal{H}^{\omega}_{t}(\pi) \), then \( \gamma \to \pi_{\omega}(\gamma)T \) is a holomorphic operator-valued function defined for \( \gamma \in \Omega_t \), where \( \Omega_t = \{\exp X; X \in \mathfrak{g}_c, |X| < t\} \).

Let now \( L \) be the left regular representation of \( G \) on \( L_2(G) \). We show in this paper that the space \( \mathcal{H}^{\omega}(L) \) has the following dual characterizations:
Theorem A. A function $f \in L_2(G)$ is an analytic vector for the left regular representation $L$ if and only if $f$ extends holomorphically to the region $\Omega_t G \subseteq G_c$ and satisfies

$$\sup_{\gamma \in \Omega_t} \int_G |f(\gamma^{-1}g)|^2 \, dg < \infty$$

for some $t > 0$, $dg$ denoting Haar measure on $G$.

Furthermore, $f$ is an entire vector for $L$ if and only if $f$ is an entire function on $G_c$ and (0.4) holds for all $t > 0$. The analytic continuation $L_\omega$ of $L$ acts by left translations.

Theorem B. A function $f \in L_2(G)$ is an analytic vector for the left regular representation if and only if the Fourier transform $\hat{f}$ of $f$ satisfies

$$\text{Range}(\hat{f}(\xi)) \subseteq H^2(\pi^2) \quad \text{a.e.} \ (\mu),$$

$$\int_\mathcal{O} \sup_{\gamma \in \Omega_t} \|\pi^*_\gamma(\gamma)f(\xi)\|_2 \, d\mu(\xi) < \infty$$

for some $t > 0$, where $\mu$ is the Plancherel measure on $G$ and $\|T\|_2$ denotes the Hilbert-Schmidt norm.

Furthermore, $f$ is an entire vector for $L$ if and only if (0.5) and (0.6) hold for all $t > 0$. The Fourier transform of $L_\omega(\gamma)f$ is $\pi^*_\gamma(\gamma)f(\xi)$ a.e. $(\mu)$.

The analytic continuation of $f$ in Theorem A is furnished by the Fourier inversion formula:

Theorem C. Let $f \in L_2(G)$ be an analytic vector for the left regular representation, $\hat{f}$ its Fourier transform. Then

$$\int_\mathcal{O} \sup_{\gamma \in \Omega_t} \|\pi^*_\gamma(\gamma)f(\xi)\|_1 \, d\mu(\xi) < \infty$$

for some $t > 0$, where $\|T\|_1$ denotes the trace norm. The analytic continuation of $f$ to the region $\Omega_t G \subseteq G_c$ is given by the absolutely convergent integral

$$f(\gamma g) = \int_\mathcal{O} \text{tr} (\pi^*_\gamma(\gamma^{-1})\hat{f}(\xi)\pi^*(g^{-1})) \, d\mu(\xi), \quad \gamma \in \Omega_t, g \in G.$$

The main technical tool used to prove Theorems A and B is a “global” form of the semidirect product theorem for spaces of analytic vectors (cf. Corollary 3.1 of [5]), which we state and prove in §1. This reduces questions about analytic vectors for $G$ to consideration of analytic vectors for the one-parameter subgroups $\{\exp tX\}$. In §§2, 3, and 4 we state and prove somewhat stronger versions of Theorems A, B, and C, respectively.

The “local” versions of these theorems, i.e. with the omission of the characterization of the space of entire vectors, hold for a general type I unimodular Lie group (assuming for simplicity that $G \subseteq G_c$, where $G_c$ is the simply-connected group with Lie algebra $g_c$). This can be proved by the same techniques used in the present
paper. We omit the details, and instead, to establish the special nature of the nilpotent case, we show in §5 that the space of entire vectors for the left regular representation is dense in $L_2(G)$, when $G$ is a simply-connected nilpotent group. By the results of [5] this fails to hold for large classes of noncompact, nonnilpotent Lie groups.

1. Basic technical theorem. Let $\{X_j\}$, $1 \leq j \leq d$, be an ordered Jordan-Hölder basis for $\mathfrak{g}$, which will remain fixed throughout the paper. Let $\pi$ be a unitary representation of the group $G$. On the space $\mathcal{H}^\omega(\pi)$ of infinitely differentiable vectors for $\pi$ we define the seminorms $\rho_n$ (relative to the basis $\{X_j\}$) by

$$
\rho_n(v) = \max_{1 \leq k \leq d} \|\partial^n(X_{i_1} \cdots X_{i_k})v\|,
$$

($$\rho_0(v) = \|v\|$), where $\partial$ is the representation of the complex enveloping algebra $U(\mathfrak{g})_c$ on $\mathcal{H}^\omega(\pi)$ obtained from $\pi$. The space $\mathcal{H}^\omega_i(\pi)$, $t > 0$, consists of all $C^\omega$ vectors $v$ for which

$$
E_s(v) = \sum_{n=0}^\infty s^n \rho_n(v) < \infty
$$

when $0 < s < t$. Equivalently, by Abel’s lemma,

$$(1.1) \quad M_s(v) = \sup_{n \geq 0} [s^n \rho_n(v)/n!] < \infty
$$

for $0 < s < t$. The families of norms $\{E_s\}_{0 < s < t}$ and $\{M_s\}_{0 < s < t}$ on $\mathcal{H}^\omega_i(\pi)$ are obviously equivalent.

Let $\pi_j$ denote the restriction of $\pi$ to the one-parameter subgroup $G_j\{\exp t X_j\}_{t \in \mathbb{R}}$. Let $\mathcal{H}^\omega_i(\pi_j)$ be defined with respect to the basis $X_j$ for the Lie algebra of $G_j$, i.e. $v \in \mathcal{H}^\omega_i(\pi_j)$ if and only if for all $s, 0 < s < t$, there exists a constant $C_i(v)$ such that $\|\partial(X_j)^n v\| \leq C_i(v)s^{-n!}$. (By the Cauchy inequalities, this is equivalent to assuming that the $\mathcal{H}(\pi)$-valued function $\xi \rightarrow \pi(\exp \xi X_j)v$, $\xi$ real, can be analytically continued to the complex disc $|\xi| < t$.)

Since $\|\partial(X_j)^n v\| \leq \rho_n(v)$, we have

$$(1.2) \quad \mathcal{H}^\omega_i(\pi) \subseteq \mathcal{H}^\omega_i(\pi_j), \quad 1 \leq j \leq d.
$$

Our basic technical tool in studying the spaces $\mathcal{H}^\omega_i(\pi)$ is the following converse to (1.2):

**Theorem 1.1.** There exist polynomials $p_i(t)$, depending only on the structure of $\mathfrak{g}$, such that for any unitary representation $\pi$ of $G$ and all $t > 0$, one has

$$(1.3) \quad \bigcap_{i=1}^d \mathcal{H}^\omega_{p_i(t)}(\pi_i) \subseteq \mathcal{H}^\omega_i(\pi).
$$

If $\mathfrak{h}_j = \text{span} \{X_k\}_{1 \leq k \leq j}$, and if the integers $N_j$ are chosen so that $(\text{ad} X_{j+1})^{N_j+1}(\mathfrak{h}_j) = 0$, then the polynomials $p_i(t)$ may be taken as

$$(1.4) \quad p_d(t) = t, \quad p_j(t) = Ct(1 + t)^{m_j}, \quad 1 \leq j < d,
$$

where $m_j + 1 = \prod_{k=1}^{j-1} (2N_k + 1)$ and $C \geq 1$ is a constant independent of $\pi$. 
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Remarks. 1. In case \( g \) is abelian, then \( N_j = 0, m_j = 0 \). Thus the theorem is best possible in this case, up to the choice of the constant \( C \).

2. The proof of Theorem 1.1 shows that the inclusion (1.3) is continuous in the \( \mathcal{H}^\infty \) topologies. This could also be inferred from the closed graph theorem, since both sides of (1.3) are Fréchet spaces [5, Proposition 2.1].

Proof of Theorem 1.1. By Theorem 1.1 of [5], we know that \( \bigcap_{\tau \in \pi} \mathcal{H}^\infty(\pi) = \mathcal{H}^\infty(\pi) \). To obtain the inclusion (1.3) we shall proceed by induction on \( \dim g \), the theorem being trivial when \( \dim g = 1 \), and we shall use the notation and results of §4 of [6]. Specifically, assume that the theorem is true for nilpotent Lie algebras of dimension \( \leq d \). Let \( \dim g = d + 1 \), and take a Jordan-Hölder basis \( \{ X_j \}_{1 \leq j \leq d+1} \) for \( g \). For convenience in notation, set \( Y_j = X_j, \ 1 \leq j \leq d, \ X = X_{d+1} \) and \( b = \text{span} \{ Y_1, \ldots, Y_d \} \). Let

\[
\tau_m(v) = \max_{1 \leq j \leq d} \| \partial \tau(Y_1 \cdots Y_m)v \|,
\]

for \( v \in \mathcal{H}^\infty(\pi) \). Then by Lemma 4.2 of [6], we have the a priori estimate

\[
\rho_m(v) \leq \max_{k + m = n} \left\{ \sum_{j=0}^{k} \frac{k!}{j!} a_{m,j} \tau_m(\partial \tau(X)^{k-j}v) \right\}
\]

holding on \( \mathcal{H}^\infty(\pi) \). Here \( a_{m,j} \) are positive numbers depending only on the Lie algebra structure of \( g \), such that for all \( r > 0 \) and integers \( m \), an inequality

\[
\sum_{j=0}^{\infty} \frac{r^j}{j!} a_{m,j} \leq C^m(1 + r^N)^m
\]

holds. (The exponent \( N \) in (1.6) is determined by the condition \( (\text{ad} X)^{N+1} = 0 \).)

In order to obtain an a priori estimate of the right side of (1.5) in terms of \( \tau_m(v) \) and \( \| \partial \tau(X)Yv \| \), we observe that by the skew-symmetry of the operators \( \partial \tau(X_j) \) one has

\[
\| \partial \tau(Y_1 \cdots Y_m X)v \|^2 = (-1)^{m+k}(\partial \tau(X)Y_m Y_1 \cdots Y_j Y_{j-1} \cdots Y_1 X)v, v
\]

for any vector \( v \in \mathcal{H}^\infty(\pi) \). Let \( D \) be the derivation of \( U(g)_c \) which coincides with \( \text{ad} X \) on \( g \). For a multi-index \( \alpha = (j_1, \ldots, j_n) \), with \( 1 \leq j_k \leq d \), set \( Y_\alpha = Y_{j_1} \cdots Y_{j_n} \). Then by Lemma 4.1 of [6], we may express

\[
D^k Y_\alpha = \sum_{|\beta| = |\alpha|} C^k_{\alpha, \beta} Y_\beta,
\]

with the coefficients \( C^k_{\alpha, \beta} \) satisfying \( \max_{|\alpha| = n} \sum_{|\beta| = n} |C^k_{\alpha, \beta}| \leq a_{n,k}, a_{n,k} \) as above. Now by the standard commutation formula

\[
X^k Y_\alpha = \sum_{j=0}^{k} \binom{k}{j} D^j(Y_\alpha)X^{k-j}.\]

Using this in (1.7), transposing the \( Y_\beta \) factors, and applying the Schwarz inequality, we obtain the estimate

\[
\| \partial \tau(Y_1 \cdots Y_m X)v \|^2 \leq \sum_{j=0}^{\infty} \frac{k!}{j!} \left\{ \sum_{|\beta| = 2m} |C^l_{\alpha, \beta}| \right\} \| \partial \tau(X)^{2k-l}v \| \tau_m(v),
\]
where \( \alpha = (j_m, \ldots, j_1, j_1, \ldots, j_m) \). Since this holds for any \((j_1, \ldots, j_m)\), we thus have the second a priori estimate

\[
[\tau_m(\partial \pi(X)^k v)]^2 \leq \sum_{j=0}^{k} \binom{k}{j} a_{2m,j} \| \partial \pi(X)^{2k-j} v \| \tau_{2m}(v)
\]

holding for all \( v \in \mathcal{H}^{\omega}(\pi) \).

By the induction hypothesis there are polynomials \( q_j(t) \), \( 1 \leq j \leq d \), so that the theorem is true for the restriction of \( \pi \) to the subgroup \( \exp \mathfrak{g} \). Assume now that \( r, s > 0 \) and that \( v \in \mathcal{H}^{\omega}(\pi) \) satisfies the estimates

\[
\| \partial \pi(Y_j)^n v \| \leq M q_j(r) r^{-n!}, \quad 1 \leq j \leq d, \\
\| \partial \pi(X)^n v \| \leq M s^{-n!}
\]

for \( n = 1, 2, \ldots \). By the induction hypothesis \( v \) will then satisfy an estimate \( \tau_n(v) \leq M r^{-n!} \). (We may assume \( q_j(t) \) is monotone increasing in \( t \).) Hence by (1.8) and the inequality \( k!(2k-j)! \leq (2k)!(k-j)! \) we have

\[
[\tau_m(\partial \pi(X)^k v)]^2 \leq MM r^{-2m} s^{-2m} (2m)! (2k)! \sum_{j=0}^{2m} a_{2m,j}.
\]

Using (1.6), we thus obtain the growth estimate

\[
\tau_m(\partial \pi(X)^k v) \leq M_2 r^{-m} s^{-m} [C_1(1+s^2)]^{m} k! m!
\]

with a constant \( C_1 \) independent of \( \pi \). By the a priori estimate (1.5), this implies that

\[
\rho_n(v) \leq M_2 n! \max_{k+m=n} \{ s^{-k} [C_2(1+s^2)]^{m} \},
\]

using (1.6) again, with a constant \( C_2 \) independent of \( \pi \). In particular, if \( r \) and \( s \) are related by \( r = C_2 s (1+s^2) \), and if \( v \) satisfies (1.9), then \( v \) satisfies \( \rho_n(v) \leq M_2 n! s^{-n} \).

We conclude from the estimates of the last paragraph that (1.3) holds, with the polynomials \( p_j(t) \) taken as \( q_j(C_2(1+t^2)) \) for \( 1 \leq j \leq d \), and \( p_{d+1}(t) = t \). If the polynomials \( q_j(t) \) are assumed to be of the form (1.4), then with suitable choice of the constant \( C \) one easily verifies that suitable \( p_j(t) \) can be also given by (1.4), relative to the basis \( \{ X_j \}_{1 \leq j \leq d+1} \). Q.E.D.

**Corollary 1.1.** Let \( \pi \) be a unitary representation of \( G \), and let \( v \in \mathcal{H}(\pi) \). Suppose that for some \( r > 0 \) and all \( j, 1 \leq j \leq d \), the function \( t \rightarrow (\pi(\exp t X_j)v, v) \), \( t \) real, extends holomorphically to the complex disc \( |t| < 2p_j(r) \). Then \( v \in \mathcal{H}^{\omega}(\pi) \). In particular, \( v \) is an entire vector for \( \pi \) if and only if the associated positive-definite function \( g \rightarrow (\pi(g)v, v) \) extends holomorphically to an entire function on \( G_c \).

**Proof.** Under the stated assumptions on \( v \), we conclude from Proposition 4.1 of [5] that \( v \in \mathcal{H}^{\omega}_{p_j(\pi)}(\mathfrak{g}^0) \), \( 1 \leq j \leq d \). Hence by Theorem 1.1 we have \( v \in \mathcal{H}^{\omega}(\pi) \). If this holds for all \( r \), then \( v \) will be an entire vector. Conversely, if \( v \) is an entire vector, then by Corollary 2.1 of [5] the function \( X \rightarrow (\pi(\exp X)v, v) \) on \( \mathfrak{g} \) extends holomorphically to \( \mathfrak{g}_c \). Q.E.D.
2. Analytic vectors for the regular representation. Let $L$ be the left regular representation of $G$ on $L_2(G)$:

$$(L(x)f)(y) = f(x^{-1}y).$$

An explicit description of the analytic vectors for $L$ is given by

**Theorem 2.1.** Suppose $f \in \mathcal{H}_1^\infty(L)$, $t > 0$. Then $f$ is a $C^\infty$ function on $G$, such that

(i) $f$ can be analytically continued to the connected open subset $\Omega_t G$ of $G_c$, where $\Omega_t = \{\exp X; X \in g_c, |X| < t\}$.

(ii) If $0 < s < t$, then

$$\sup_{g \in \Omega_s} \int_g |f(yg)|^2 \, dg < \infty.$$

Conversely, let the polynomials $p_j(t)$ be as in Theorem 1.1, and suppose that $f$ is a $C^\infty$ function on $G$ such that for fixed $g \in G$, the function $\xi \rightarrow f(\exp (\xi X_j)g)$, $\xi$ real, can be analytically continued to the complex disc $|\xi| < p_j(t)$, $j = 1, \ldots, d$. Assume that the analytic continuations satisfy

$$(2.1) \sup_{|\xi| \leq s} \int_{|\xi| \leq s} |f(\exp (\xi X_j)g)|^2 \, d\xi < \infty,$$

for $1 \leq j \leq d$, $s < p_j(t)$. Then $f \in \mathcal{H}_1^\infty(L)$.

**Proof.** Suppose $f \in \mathcal{H}_1^\infty(L)$. By Sobolev's lemma (cf. Proposition 5.1 of [13]), $\mathcal{H}_1^\infty(L) \subseteq C^\infty(G)$ continuously, so that point evaluations on $G$ define continuous linear functionals on $\mathcal{H}_1^\infty(L)$. Hence $f$ is $C^\infty$, and by Corollary 2.1 of [5], the function $X \rightarrow f(\exp Xg)$ extends holomorphically to the region $|X| < t$ in $g_c$, for each $g \in G$, giving (i). By Proposition 2.2 of [5] and the uniqueness of analytic continuation, we have the identity

$$L_\omega(\gamma)f(g) = f(\gamma^{-1}g)$$

holding for $\gamma \in \Omega_t$, $g \in G$ ($L_\omega$ denoting the analytic continuation of the representation $L$ to a local representation of $G_c$ on $\mathcal{H}_1^\infty(L)$, as defined in [5]). Since $\gamma \rightarrow L_\omega(\gamma)f$ is holomorphic from $\Omega_t$ to $L_2(G)$, it is bounded on compact subsets of $\Omega_t$, yielding (ii).

For the converse, we first recall the fact that if $\mathfrak{h}$ is an ideal in $\mathfrak{g}$ of codimension one, and we write $g = \mathfrak{h} \oplus (X)$, then the maps

$$(t, Y) \rightarrow \exp t X \exp Y, \quad (t, Y) \rightarrow \exp Y \exp t X$$

from $R \times \mathfrak{h}$ to $G$ are analytic manifold isomorphisms, and that a Haar measure on $G$ is given by the product of Lebesgue measures on $R$ and $\mathfrak{h}$ in these coordinates (cf. [14, Part II, Chapter II, §2, Corollary 2, Remark 2]).

As a consequence, we may take as global coordinates on $G$ the “canonical coordinates of the second kind” given by

$$\Phi_\gamma: (t_1, \ldots, t_d) \rightarrow g_1(t_1)g_1(t_1) \cdots (g_d(t_d))$$

for $\gamma \in \Omega_t$, $g \in G$. The maps

$$(t, Y) \rightarrow \exp t X \exp Y, \quad (t, Y) \rightarrow \exp Y \exp t X$$

from $R \times \mathfrak{h}$ to $G$ are analytic manifold isomorphisms, and that a Haar measure on $G$ is given by the product of Lebesgue measures on $R$ and $\mathfrak{h}$ in these coordinates (cf. [14, Part II, Chapter II, §2, Corollary 2, Remark 2]).

As a consequence, we may take as global coordinates on $G$ the “canonical coordinates of the second kind” given by

$$\Phi_\gamma: (t_1, \ldots, t_d) \rightarrow g_1(t_1)g_1(t_1) \cdots (g_d(t_d))$$
the circumflex denoting omission. Here \( g_k(t) = \exp tX_k \), and we have picked a particular one-parameter subgroup \( g_k(t) \) to appear on the left, the other one-parameter subgroups occurring in increasing order from left to right. In these coordinates a Haar measure on \( G \) is given by Lebesgue measure on \( \mathbb{R}^d \).

Let \( f \in C^\omega(G) \) be such that the function \( \xi \rightarrow f(\exp(\xi X_j)g) \) can be analytically continued to the complex disc \( |\xi| < r \), \( r = p_j(t) \). Since \( \exp(\xi X_j)\Phi_j(t_1, \ldots, t_d) = \Phi_j(t_1, \ldots, t_j + \xi, \ldots, t_d) \), this is equivalent to the assumption that the function \( F_j = f \circ \Phi_j \) can be analytically continued in the variable \( t_j \) to the strip \( |\text{Im} t_j| < r \), for fixed real values of the remaining \( t_k \). By expanding \( F_j \) in a Taylor series in the variable \( t_j \), we see that the function \( g \rightarrow f(\exp(\xi X_j)g) \) is measurable for fixed complex \( \xi, |\xi| < r \). Hence the integral in condition (2.1) is defined.

Assume now that \( f \) can be analytically continued as above, and that condition (2.1) is satisfied. In the coordinate system \( \Phi_j \) this condition becomes

\[
\sup_{|\xi| < s} \int_{\mathbb{R}^d} |F_j(t_1, \ldots, t_j + i\eta, \ldots, t_d)|^2 \, dt_1 \cdots dt_d < \infty
\]

for all \( s < r \). Let \( U_j(\xi) \) be the operator of translation by \( \xi \) in the \( j \)th coordinate, acting on \( L_2(\mathbb{R}^d) \). It follows from Morera's theorem and the Fubini theorem, using (2.4), that the function \( \xi \rightarrow U_j(\xi)F_j \) extends to a holomorphic function from the disc \( |\xi| < r \) to \( L_2(\mathbb{R}^d) \). (We could have invoked the original theorem of Paley and Wiener at this point.)

But

\[
U_j(\xi)F_j = L(g_j(\xi))f \circ \Phi_j,
\]

so we deduce that \( f \in H_\text{loc}^\omega(\pi) \). By Theorem 1.1 we obtain \( f \in H_\text{loc}^\omega(\pi) \). Q.E.D.

As an immediate consequence of Theorem 2.1 and equation (2.4), we obtain

COROLLARY 2.1. A function \( f \) on \( G \) is an entire vector for the left regular representation \( L \) if and only if \( f \) is the restriction to \( G \) of an entire function on \( G_c \) which satisfies

\[
\sup_{\eta \in \mathbb{R}^d} \int_G |f(\eta g)|^2 \, dg < \infty
\]

for all \( t < \infty \).

The representation \( L_\omega \) of \( G_c \) on the space \( H_\text{loc}^\omega(L) \) is given by left translation.

REMARK. It is an easy consequence of the closed graph theorem (or the explicit estimates of §1) that the family of norms defined by the left side of (2.5), as \( t \) ranges over the positive reals, gives the topology on \( H_\text{loc}^\omega(L) \) defined in [5].

3. Fourier transforms of analytic vectors. In this section we will obtain the characterization of the Fourier transforms of analytic vectors for the left regular representation (Theorem B of the Introduction). We first state and prove two general lemmas concerning analytic vectors for direct integrals and tensor products of unitary representations.
Lemma 3.1. Let $U$ be a unitary representation of $G$, and assume that

$$U = \int_\delta^\infty U^\lambda d\lambda, \quad \mathcal{H}(U) = \int_\delta^\infty \mathcal{H}(U^\lambda) d\lambda$$

is a direct integral decomposition of $U$. Let the polynomials $p_j(t)$ be as in Theorem 1.1, and set $\delta = (\dim G)^{1/2}$. The analytic vectors for $U$ decompose as follows:

(a) If $v \in \mathcal{H}_\infty^\infty(U)$ for some $t > 0$, then the components $v^\lambda \in \mathcal{H}_\infty^\infty(U^\lambda)$ a.e. $(d\lambda)$, and for all $s < t$,

$$\sup_{\lambda \in [s,t]} \|U^\lambda_\infty(y)v^\lambda\|_2^2 d\lambda < \infty.$$  

(b) Conversely, if $v \in \mathcal{H}(U)$ is such that $v^\lambda \in \mathcal{H}_\infty^\infty(U^\lambda)$ and

$$\max_{\lambda = \pm \lambda} \|U^\lambda_\infty(y)v^\lambda\|_2^2 d\lambda < \infty$$

for all $s$, $0 < s < p_j(t)$, and $1 \leq j \leq d$, then $v \in \mathcal{H}_\infty^\infty(U)$.

(c) If $v \in \mathcal{H}_\infty^\infty(U)$ and $\gamma \in \Omega$, then the $\lambda$-component of $U_\infty(y)v$ is $U^\lambda_\infty(y)v^\lambda$ a.e. $(d\lambda)$.

Proof. (a) We first establish that the space $\mathcal{H}_\infty^\infty(U)$ decomposes in the direct integral as the space of sections $\{v^\lambda\}$ such that

$$v^\lambda \in \mathcal{H}_\infty^\infty(\pi^\lambda) \quad \text{a.e.,}$$

and

$$\int \|\partial U^\lambda(W)v^\lambda\|_2^2 d\lambda < \infty$$

for any $W \in \mathcal{U}(g)$.

Indeed, if $X \in \mathfrak{g}$ and $\pi$ is a unitary representation of $G$, then by Stone’s theorem we may write $\pi(\exp tX) = e^{t d\pi(X)}$, where $d\pi(X)$ is a skew-adjoint operator on $\mathcal{H}(\pi)$. We have the representation formula

$$[1 - d\pi(X)]^{-1} = \int_0^\infty \pi(\exp tX)e^{-t} dt$$

relating the resolvent of $d\pi(X)$ and the one-parameter group $\pi(\exp tX)$.

Let $\mathcal{H}_k(\pi)$ denote the space of $k$-times differentiable vectors for a representation $\pi$ (cf. [7]), and suppose that $v \in \mathcal{H}_k(U)$. Set $w = dU(X)v$. Then by (3.5) we have

$$v = \int_0^\infty U(\exp tX)(v + w)e^{-t} dt.$$  

Hence

$$v^\lambda = \int_0^\infty U^\lambda(\exp tX)(v^\lambda + w^\lambda)e^{-t} dt \quad \text{a.e. } (d\lambda)$$

$$= [1 - dU^\lambda(X)]^{-1}(v^\lambda + w^\lambda) \quad \text{a.e. } (d\lambda),$$

so that $v^\lambda \in \mathcal{D}(dU^\lambda(X))$ a.e. $(d\lambda)$, and $dU^\lambda(X)v^\lambda = w^\lambda$ a.e. $(d\lambda)$. $\mathcal{D}(S)$ denotes the domain of definition of an operator $S$.) By Proposition 1.1 of [7] we conclude that
Iterating this argument, we obtain (3.3) and (3.4) for any \( v \in \mathcal{H}^\alpha(U) \), and the equation

\[
(3.6) \quad (\partial U(W)v) = \partial U^\lambda(W)v^\lambda \quad \text{a.e. (}\lambda\text{),} \quad W \in \mathbb{U}(g).c.
\]

Conversely, if \( v^\lambda \in \mathcal{H}^3(U^\lambda) \) a.e. (\( \lambda \)), and

\[
\int \| dU^\lambda(X)v^\lambda \|^2 d\lambda < \infty
\]

for all \( X \in g \), let \( w \in \mathcal{H}(U) \) be such that \( w^\lambda = dU^\lambda(X)v^\lambda \). Then

\[
U^\lambda(\exp tX)v^\lambda - v^\lambda = \int_0^t U^\lambda(\exp sX)w^\lambda \, ds
\]

so

\[
\| U^\lambda(\exp tX)v^\lambda - v^\lambda \| \leq |t| \| w^\lambda \|.
\]

By the dominated convergence theorem, we obtain \( v \in \mathcal{D}(dU(X)) \). Iteration of this argument (using Proposition 1.1 of [7] again) shows that (3.3) and (3.4) imply that \( v \in \mathcal{H}^\alpha(U) \).

Suppose now that \( v \in \mathcal{H}^\alpha(U) \). Recall the notation \( X_\alpha = X_{j_1} \cdots X_{j_n} \), where \( \alpha = (j_1, \ldots, j_n) \) with \( 1 \leq j_k \leq d \) is a multi-index, \( |\alpha| = n \), and \( \{X_j\} \) is the fixed Jordan-Hölder basis for \( g \). If \( r > 0 \), then by the monotone convergence theorem and equation (3.6) we have

\[
(3.7) \quad \sum_{n=0}^{\infty} \frac{r^{2n}}{(n!)^2} \sum_{|\alpha| = n} \| \partial U(X_\alpha)v \|^2 = \int \sum_{n=0}^{\infty} \frac{r^{2n}}{(n!)^2} \sum_{|\alpha| = n} \| \partial U^\lambda(X_\alpha)v^\lambda \|^2 \, d\lambda.
\]

Since there are \( d^n \) multi-indices of length \( n \), the left side of (3.7) is bounded by \( \sum (r^2d)^n(n!)^{-2}\rho_\alpha(v)^2 \), where \( \{\rho_\alpha\} \) are the canonical seminorms on \( \mathcal{H}^\alpha(U) \), as in §1. Hence if \( v \in \mathcal{H}^\alpha(U) \), then the left side of (3.7) is finite when \( r < t \). It follows in this case that the integrand on the right side is finite a.e. Since the integrand dominates \( \sum r^{2n}(n!)^{-2}\rho_\alpha(v^\lambda)^2 \), we conclude that \( v^\lambda \in \mathcal{H}^\alpha(U^\lambda) \) a.e. (Here \( \rho_\alpha \) denotes the canonical seminorm on \( \mathcal{H}^\alpha(U^\lambda) \).) From the power series definition of \( U^\alpha(y) \) we also have from (3.7)

\[
(3.8) \quad \sup_{\gamma \in \Omega} \| U^\alpha(\gamma)v^\lambda \| \leq \Phi_\lambda(\gamma)
\]

where \( \Phi_\lambda \in L_\infty(d\lambda) \).

Since \( \| U^\alpha(\gamma)v^\lambda \| \) is continuous in \( \gamma \), the supremum in (3.8) is obtained by letting \( \gamma \) run over a fixed countable dense subset of \( \Omega_\alpha \), and hence is a measurable function of \( \lambda \). This proves part (a) of the lemma.

Let \( v \) satisfy the conditions of part (b) of the lemma. We observe that by the maximum modulus principle and the unitarity of \( U \), we have

\[
\sup_{|z| \leq r} \| U^\alpha(\exp zX)v^\lambda \| = \max_{z = \frac{1}{r} \, \text{tr}} \| U^\alpha(\exp zX)v^\lambda \|.
\]
Hence by the Cauchy estimates and (3.7), \( v \in \mathcal{H}_{p_{\alpha}}(U) \). Thus \( v \in \mathcal{H}_{\alpha}^1(U) \) by Theorem 1.1.

To prove (c), we start with the formula

\[
(U(\gamma)v, w) = \int (U\lambda(\gamma)v^\lambda, w^\lambda) \, d\lambda,
\]

valid for \( \gamma \in G \) and \( v, w \in \mathcal{H}(U) \). If \( v \in \mathcal{H}_{\alpha}^1(U) \), then by part (a), using the theorems of Morera and Fubini, we see that the right side of this equation has an analytic continuation to the region \( \gamma \in \Omega_i \) given by \( \int (U_{\alpha}^\lambda(\gamma)v^\lambda, w^\lambda) \, d\lambda \). By Proposition 2.2 of [5], the left side has the analytic continuation \( (U_{\alpha}(\gamma)v, w) \). Since \( \Omega_i \) is connected, these two continuations must coincide, and hence (c) follows by the arbitrariness of \( w \). Q.E.D.

**Lemma 3.2.** Let \( \pi \) be a unitary representation of \( G \), and let \( \Lambda \) be the representation given by left multiplication by \( \pi(g) \) acting on the space of Hilbert-Schmidt operators on \( \mathcal{H}(\pi) \). Let the polynomials \( p_i(t) \) be as in Theorem 1.1. Then the analytic vectors for \( \Lambda \) may be described as follows:

(a) If \( T \in \mathcal{H}_{\pi}^1(\Lambda) \), then \( \text{Range } (T) \subseteq \mathcal{H}_{\pi}^0(\pi) \), and for all \( s < t \),

\[
\sup_{\text{vec} T} \| \pi_{\alpha}(\gamma)T \|_2 < \infty
\]

(\( \| \cdot \|_2 \) denoting the Hilbert-Schmidt operator norm).

(b) Conversely, if \( T \) is a Hilbert-Schmidt operator on \( \mathcal{H}(\pi) \) such that \( \text{Range } (T) \subseteq \mathcal{H}_{p_{\alpha}(t)}(\pi_1) \), and if \( \pi_{\alpha}(\exp \pm isX_i)T \) is a Hilbert-Schmidt operator for \( 0 < s < p_i(t) \), then \( T \in \mathcal{H}_{\pi}^0(\Lambda) \).

(c) The analytic continuation of \( \Lambda \) is given by left multiplication by \( \pi_{\alpha}(\gamma) \).

**Proof.** (a) We first note that the \( C^\infty \) vectors for \( \Lambda \) consist of all Hilbert-Schmidt operators \( T \) on \( \mathcal{H}(\pi) \) such that

(i) \( \text{Range } (T) \subseteq \mathcal{H}_{\pi}^0(\pi) \),

(ii) \( \partial \pi(W)T \) is a Hilbert-Schmidt operator for all \( W \in \mathfrak{u}(\mathfrak{g})_c \).

Indeed, if \( \mathcal{H}^k(\pi) \) and \( \mathcal{H}^k(\Lambda) \), \( k = 0, 1, 2, \ldots \), denote the chains of spaces of \( k \)-times differentiable vectors for \( \pi \) and \( \Lambda \) respectively (cf. [7]), then for \( T \in \mathcal{H}^1(\Lambda) \) and \( X \in \mathfrak{g} \) we may write

\[
\pi(\exp tX)T = T + \int_0^t \pi(\exp sX)T_1 \, ds,
\]

where \( T_1 = \partial \Lambda(X)T \) is a Hilbert-Schmidt operator, and the integral in (3.10) converges in the Hilbert-Schmidt operator norm. Hence if \( v \in \mathcal{H}(\pi) \), then

\[
[\pi(\exp tX) - I]Tv = \int_0^t \pi(\exp sX)T_1v \, ds,
\]

so that \( Tv \in \mathcal{D}(d\pi(X)) \) and \( d\pi(X)Tv = T_1v \). Since this holds for all \( X \in \mathfrak{g} \), we have \( \text{Range } (T) \subseteq \mathcal{H}^1(\pi) \) and \( d\pi(X)T = d\Lambda(X)T \). Conversely, if \( \text{Range } (T) \subseteq \mathcal{H}^1(\pi) \) and
then the integral formula (3.10) is valid, where the integral converges in the strong operator topology. If $T_1$ is again a Hilbert-Schmidt operator, then the integral converges in the Hilbert-Schmidt norm, so that $T \in \mathcal{H}^2(\Lambda)$. Iteration of this argument and the use of Proposition 1.1 of [7] establishes that $T \in \mathcal{H}^2(\Lambda)$ if and only if $\text{Range}(T) \subseteq \mathcal{H}(\pi)$ and $d\pi(Y_1) \cdots d\pi(Y_k) T$ is a Hilbert-Schmidt operator for any $Y_1, \ldots, Y_k \in \mathfrak{g}$. In particular, we obtain (i) and (ii). (In case $\pi$ is irreducible, the chain $\{\mathcal{H}(\pi)\}$ is nuclear, and one may show that (i) implies (ii). We shall not need this fact in the following however.) The proof just given also shows that $\partial \Lambda(W)$ is simply left multiplication by $\partial\pi(W)$, for $W \in \mathfrak{u}(\mathfrak{g})_c$.

Let $\rho^\pi_n$ and $\rho^\Lambda_n$ be the seminorms on $\mathcal{H}^n(\pi)$ and $\mathcal{H}^n(\Lambda)$ respectively, as defined in §1. If $T \in \mathcal{H}^n(\Lambda)$ and $v \in \mathcal{H}(\pi)$, we have by (i) and (ii) above the a priori estimate

$$p^\Lambda_n(Tv) \leq \rho^\Lambda_n(T) \|v\|.$$  

(3.11)

Suppose now that $T \in \mathcal{H}^2(\Lambda)$. Then (3.11) implies that $Tv \in \mathcal{H}^2(\pi)$ for all $v \in \mathcal{H}(\pi)$. Thus the operator $\pi_\omega(\gamma) T$ is holomorphic in $\gamma \in \Omega$, and agrees with $\Lambda_\omega(\gamma) T$ when $\gamma \in G$. By the uniqueness of analytic continuation, we have $\pi_\omega(\gamma) T = \Lambda_\omega(\gamma) T$, when $\gamma \in \Omega$. Hence (3.9) follows from Proposition 2.2 of [5].

(b) Suppose $T$ is a Hilbert-Schmidt operator on $\mathcal{H}(\pi)$ satisfying the conditions of part (b) of Lemma 3.2. If $\zeta = \xi + is$, with $\xi, s$ real and $|\xi| < \rho(t)$, then

$$\pi_\omega(\exp \xi X_j) T = \pi(\exp \xi X_j) \pi_\omega(\exp is X_j) T.$$  

Since $\pi(\exp \xi X_j)$ is unitary, it follows that the operator $\pi_\omega(\exp \xi X_j) T$ is Hilbert-Schmidt, and

$$\|\pi_\omega(\exp \xi X_j) T\|_2 = \|\pi_\omega(\exp is X_j) T\|_2.$$  

Since $\pi_\omega(\exp \xi X_j) \subseteq e^{t d\pi(X_j)}$, it follows from the spectral theorem that if $r$ is real and $|r| < s$, then

$$\|\pi_\omega(\exp ir X_j) v\| \leq \max_{\zeta = \pm is} \|\pi_\omega(\exp \xi X_j) v\|.$$  

Combining these two estimates, we conclude that $\sup_{|\xi| = s} \|\pi_\omega(\exp \xi X_j) T\|_2$ is a nondecreasing finite-valued function of $s < \rho(t)$. By the usual argument, via Fubini's theorem and Morera's theorem, we obtain the analyticity of the function

$$\zeta \rightarrow \text{tr} \left( \pi(\exp \xi X_j) TS^* \right)$$  

for $|\xi| < \rho(t)$ and $S$ an arbitrary Hilbert-Schmidt operator. Theorem 1.1 then gives $T \in \mathcal{H}^2(\Lambda)$. Q.E.D.

We now give the dual version of Theorem 2.1. For this, let $\hat{G}$, $\mu$, $\pi^t$ be as in the Introduction, let $\rho(t)$ be the polynomials in Theorem 1.1 and set $\delta = (\dim G)^{1/2}$.

**Theorem 3.1.** Let $f \in L_2(G)$, and let $\hat{f}$ be its Fourier transform. Suppose $f \in \mathcal{H}^\omega_\mu(L)$ for some $t > 0$. Then

(i) $\text{Range} \hat{f}(\xi) \subseteq \mathcal{H}^\omega_\mu(\pi^t)$ a.e. ($\mu$);

(ii) $$(L_\omega(\gamma) f)^\wedge(\xi) = \pi^t_\omega(\gamma) \hat{f}(\xi)$$ a.e. ($\mu$) when $\gamma \in \Omega_t$;

(iii) $\int_G \sup_{|\xi| \leq \delta} \|\pi^t_\omega(\gamma) \hat{f}(\xi)\|_2^2 \, d\mu(\xi) < \infty$ for all $s < t$. 
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Conversely, if \( \xi \rightarrow \hat{f}(\xi) \) is a \( \mu \)-measurable field of operators such that for \( 1 \leq j \leq d \) and \( 0 < s < p_j(t) \) one has

\[
(3.12) \quad \text{Range } \hat{f}(\xi) \subseteq \mathcal{H}_{p_j(t)}^{2s}(\pi_j^t) \text{ a.e. } (\mu),
\]

\[
(3.13) \quad \max_{\xi \in \mathbb{R}} \|\pi_j^t(\exp \xi X_j)\hat{f}(\xi)\|_2 \, d\mu(\xi) < \infty,
\]

then \( \hat{f} \) is the Fourier transform of a function \( f \in \mathcal{H}_{t}^{2s}(L) \), and \( \hat{f} \) satisfies (i), (ii), and (iii).

**Remark.** It was shown in the proof of Lemma 3.2 that the integrand in (3.13) is a nondecreasing function of \( s \). Hence to check that \( \hat{f} \) is the Fourier transform of an analytic vector for \( L \), it suffices to have (3.12) satisfied for some \( t > 0 \), and (3.13) satisfied for some positive \( s < \min_j p_j(t) \), for all \( j \leq d \).

**Proof of Theorem 3.1.** By the Plancherel theorem [3], \( L = \int \Lambda^t \, d\mu(\xi) \), where \( \Lambda^t \) is the representation given by left multiplication by \( \pi^t \) on the space of Hilbert-Schmidt operators. The theorem thus follows immediately from Lemmas 3.1 and 3.2. Q.E.D.

As an immediate consequence of Theorem 3.1 we have

**Corollary 3.1.** A function \( f \) on \( G \) is an entire vector for the left regular representation \( L \) if and only if its Fourier transform \( \hat{f} \) satisfies

(i) Range \( \hat{f}(\xi) \) is contained in the space of entire vectors for \( \pi^t \) a.e. (\( \mu \)).

(ii) For every \( t > 0 \),

\[
(3.14) \quad \int_{\mathbb{R}} \sup_{y \in \mathbb{R}} \|\pi_j^t(y)\hat{f}(\xi)\|_2 \, d\mu(\xi) < \infty.
\]

The Fourier transform of the representation \( L_{\omega} \) is given by left multiplication by \( \pi^t_{\omega} \).

**Remark.** The family of norms defined by (3.14), as \( t \) ranges over the positive reals, gives the topology on \( \mathcal{H}_{\omega}^{2s}(L) \) defined abstractly in [5].

**4. Analytic continuation of the Fourier inversion formula.** Let \( f \) be an analytic vector for the left regular representation \( L \). In this section we use the results of §3 to show that the analytic continuation of \( f \), which exists by Theorem 2.1, is explicitly given by analytic continuation of the Fourier inversion formula. Let \( \delta = (\dim G)^{1/2} \).

If \( T \) is an operator on Hilbert space, let \( \|T\|_1 \) denote the trace norm of \( T \), and let \( \hat{G}, \mu, \pi^t \) be as in the Introduction.

**Theorem 4.1.** Let \( f \in \mathcal{H}_{\omega}^{2s}(L) \). Then for any \( s < t \),

\[
(4.1) \quad \int_{\mathbb{R}} \sup_{y \in \mathbb{R}} \|\pi_j^t(y)\hat{f}(\xi)\|_1 \, d\mu(\xi) < \infty.
\]

The analytic continuation of \( f \) to the set \( \Omega \) is given by the absolutely convergent integral

\[
(4.2) \quad f(\gamma g) = \int_{\mathbb{R}} \text{tr} (\pi_j^t(\gamma^{-1})\hat{f}(\xi)\pi^t(g^{-1})) \, d\mu(\xi), \quad \gamma \in \Omega, \ g \in G.
\]
Proof. Let $\Delta = \sum_{j=1}^{d} X_j^2$. If $\pi$ is a unitary representation of $G$, we denote by $A(\pi)$ the selfadjoint operator $\partial \pi (1 - \Delta)^{\ast}$, and by $B(\pi)$ the positive square root of $A(\pi)$. When $\pi = L$ is the left regular representation, we will simply write $A$ and $B$ respectively. Let $t > 0$. Then for any $T \in U(g)$,

$$\text{Range} \ (\partial L(T) e^{-tA}) \subseteq \bigcap_n \mathcal{D}(A^n) = \mathcal{H}^\alpha(L)$$

[10]. Hence by a Sobolev lemma (Proposition 5.1 of [13]), $\partial L(T) e^{-tA}$ maps $L_2(G)$ continuously into $C^\infty(G)$. Since it commutes with right translations, it follows that $e^{-tA}$ is given by left convolution with an $L_2$ function $K_t$, and that $g, t \to K_t(g)$ is $C^\infty$ (cf. [15]). Furthermore, Nelson and Stinespring [11] proved that $K_i \in L_1(G)$, $\|K_t\|_{L_1(G)} \leq 1$, and that for an arbitrary unitary representation $\pi$,

$$e^{-tA(\pi)} = \int_g \pi(g) K_t(g) \, dg.$$

The semigroup $t \to e^{-tB(\pi)}$ can be obtained from the semigroup $t \to e^{-tA(\pi)}$ by an integral formula [16, Chapter IX, §11]. Using this formula, (4.3), and the Fubini theorem, we conclude that

$$e^{-tB(\pi)} = \int_g \pi(g) W_t(g) \, dg,$$

where

$$W_t(g) = c t \int_0^\infty K_s(g) e^{-t^2 s / 3} \, ds,$$

c = (2\sqrt{\pi})^{-1}. If $\hat{W}_t$ is the $L_2$-Fourier transform of $W_t$, we thus have by (0.1) and the above the identity

$$\hat{W}_t(\xi) = e^{-tB(\pi)^x} \ a.e. (\mu).$$

We next observe, that if $v \in \mathcal{H}^\alpha(\pi)$, then

$$\| B(\pi)^x v \|^2 = (\partial \pi (1 - \Delta)^{x} v, v) \leq \sum_{k=0}^\infty \binom{n}{k} d^k \rho_k(v)^2.$$

Here $\{\rho_k\}$ are the canonical seminorms on $\mathcal{H}^\alpha(\pi)$, and we have used the obvious estimate

$$(-1)^k (\partial \pi (\Delta)^k v, v) \leq d^k \rho_k(v)^2.$$

Hence if the norms $M_s^\alpha$ on $\mathcal{H}^\alpha(\pi)$ are defined by (1.1), $s < t$, then for $v \in \mathcal{H}^\alpha(\pi)$ and $\alpha$ a multi-index of length $m$, we have

$$\| B(\pi)^x \partial \pi (X_a) v \| \leq M_s^\alpha(v)^2 \sum_{k=0}^\infty \binom{n}{k} d^k s^{-2(k + m)} [(k + m)!]^2 \leq M_s^\alpha(v)^2 4 \alpha s^{-2m} (1 + 4 \alpha s^{-2})^m (m!n!)^2.$$
Thus if \( X \in \mathfrak{g}_c \), then

\[ \|B(\pi)\partial_n(\pi)X\| \leq M^*_2(v)(2s^{-1}|X|)^nc(s)m!n! , \]

where \( c(s) = (1 + 4 ds^{-2})^{1/2} \). Let \( 0 < \varepsilon < c(s)^{-1} \), and \( |X| < s/2 \). Then from (4.6) we have

\[ \|e^{tB(\pi)}\pi(\exp X)v\| \leq CM^*_2(v), \]

where \( C = (1 - 2s^{-1}|X|)^{-1}(1 - ec(s))^{-1} \) is independent of \( \pi \).

We can now complete the proof of Theorem 4.1. Let \( f \in \mathcal{H}_{2s}(L) \), and denote by \( \Lambda^s \) the representation given by left multiplication by \( \pi^s \), acting on the space of Hilbert-Schmidt operators on \( \mathcal{H}(\pi^s) \). By equation (3.7) we have an estimate

\[ M_s^*(f(\xi)) \leq \Phi_s(\xi), \]

where \( \Phi_s \in L_2(\hat{G}, d\mu) \), \( s < 2t \). From the characterization of the space \( \mathcal{H}^s(\Lambda^s) \) given in the proof of Lemma 3.2, we see that the operator \( B(\Lambda^s) \) is left-multiplication by \( B(\pi^s) \). Given now \( s < t \) and \( \gamma \in \Omega_s \), choose \( s_1 \) with \( 2s < s_1 < 2t \), and \( \varepsilon < c(s_1)^{-1} \). Write

\[ \pi^s(\gamma)f(\xi) = \hat{W}_s(\xi)e^{sB(\pi^s)\pi^s(\gamma)f(\xi)}. \]

Then by the Hölder inequality for the trace-norm and (4.7), (4.8), we have the estimate

\[ \sup_{y \in \Omega_s} \|\pi^s(\gamma)f(\xi)\|_1 \leq C\Phi_{s_1}(\xi)\hat{W}_s(\xi), \]

with the constant \( C \) depending only on \( s, s_1, s_1 \). Since \( W_s \in L_2(G), \hat{W}_s \in L_2(\hat{G}, d\mu) \) by the Plancherel theorem. Hence the right side of (4.9) is \( \mu \)-integrable. The left side of (4.9) is easily seen to be \( \mu \)-measurable, so we obtain (4.1).

To establish the identity (4.2), we observe that the left side is holomorphic for \( \gamma \in \Omega_s \), by Theorem 2.1. The integrand on the right side is holomorphic for \( \gamma \in \Omega_s \) and \( \mu \)-almost all \( \xi \), by (4.1) and Theorem 3.1, while another use of (4.1) allows us to apply the Fubini theorem and Morera's theorem to obtain the analyticity of the right side of (4.2). By the Fourier inversion formula both sides agree when \( \gamma \in G \), hence by the uniqueness of analytic continuation (4.2) holds for \( \gamma \in \Omega_s \) also. Q.E.D.

**Corollary 4.1.** Let \( f \) be an entire vector for the left regular representation. Then the analytic continuation of \( f \) to \( \tilde{G}_c \) is given by the absolutely convergent integral

\[ f(\gamma) = \int_{\hat{G}} \text{tr}(\pi^s(\gamma^{-1})f(\xi)) d\mu(\xi). \]

**Example.** Let \( G \) be the Heisenberg group, consisting of all matrices

\[ \begin{bmatrix} 1 & \alpha & c \\ 0 & 1 & b \\ 0 & 0 & 1 \end{bmatrix} \]
with \(a, b, c\) real. Then \(G_c\) consists of all such matrices with \(a, b, c\) complex. The representations \(\{\pi^\lambda\}\) which enter into the Plancherel formula, and the spaces \(\mathcal{H}_c^f(\pi^\lambda)\), were described in Theorem 6.2 of \[5\], where \(\lambda \in \mathbb{R} - \{0\}\). (The statement of this theorem has a misprint, and should read \(\mathcal{H}_c^f(\pi^\lambda) \supseteq \mathcal{A}_c \supseteq \mathcal{H}_c^f(\pi^\lambda)\).) In this parametrization the Plancherel measure is \(|\lambda| \, d\lambda\), \(d\lambda\) denoting Lebesgue measure on \(\mathbb{R}\) \[2\].

The space of entire vectors for \(\pi^\lambda\) is independent of \(\lambda\), and consists of all entire functions \(f\) on \(\mathbb{C}\) such that \(\sup_{|\text{Im}(z)| \leq r} e^{t|z|} |f(z)| < \infty\) for all \(r > 0\).

Let \(X, Y, Z\) be the usual basis for \(g\), satisfying \([X, Y] = Z, Z\) central, as in \[5, \S6\], and let \(\Delta = X^2 + Y^2 + Z^2\). The eigenfunctions \(\{\varphi_n^\lambda\}\) of \(\partial \pi^\lambda(\Delta)\) are entire vectors for \(\pi^\lambda\) \[5, \text{Corollary 6.1}\]. Explicitly,

\[
\varphi_n^\lambda(x) = |\lambda|^{1/4} \varphi_n(|\lambda|^{1/2} x),
\]

where \(\varphi_n\) is the \(n\)th Hermite function. Using these functions and Theorem 3.1, we can construct the Fourier transforms of some entire vectors for the left regular representation \(L\) of \(G\) as follows:

Let \(P_{mn}(\lambda)\) be the operator on \(L_2(\mathbb{R})\) which maps \(\varphi_n^\lambda\) to \(\varphi_n^\lambda\), and sends \(\varphi_k^\lambda\) to 0, \(k \neq m\). Then \(\text{Range} \ (P_{mn}(\lambda)) \subseteq \mathcal{H}_c^f(\pi^\lambda)\), and

\[
\|\pi_\alpha(\gamma) P_{mn}(\lambda) \|_2 = \|\pi_\alpha(\gamma) \varphi_n^\lambda \|^2.
\]

This may be evaluated, using formulas for translates of Hermite polynomials \[9, \S5.6.4\], with the result that if \(\gamma\) is given by (4.11), then

\[
(4.12) \quad \|\pi_\alpha(\gamma) \varphi_n^\lambda \|^2 = Q_n(a, b, \lambda) \exp \left[-2\lambda \text{Im} (c) + |\lambda|(\text{Im} a + \text{Im} b)^2\right],
\]

where \(Q_n\) is a polynomial in \(a, b,\) and \(\lambda\).

If \(h \in L_2(\mathbb{R}; |\lambda| \, d\lambda)\) and vanishes for large \(|\lambda|\), it follows from Corollary 3.1 and (4.12) that the operator-valued function \(\hat{f}(\lambda) = h(\lambda) P_{mn}(\lambda)\) is the Fourier transform of an \(L_2\) function \(f\) on \(G\) which is an entire vector for \(L\). The entire function \(f\) may be represented by the Fourier inversion formula

\[
f(\gamma) = \int_{-\infty}^{\infty} \text{tr} (\pi_\alpha(\gamma) P_{mn}(\lambda)) h(\lambda) |\lambda| \, d\lambda = \int_{-\infty}^{\infty} (\pi_\alpha(\gamma) \varphi_n^\lambda, \varphi_n^\lambda) h(\lambda) |\lambda| \, d\lambda.
\]

Using the Plancherel formula and the completeness of the eigenfunctions \(\{\varphi_n^\lambda\}\), we conclude that the entire vectors \(f\) thus obtained have a dense span in \(L_2(G)\).

We do not know if a similar construction of entire vectors via Fourier transforms and the operator \(\Delta\) is possible on an arbitrary simply-connected nilpotent group. In the next section we instead give a direct construction of entire vectors, without the use of Fourier transforms and irreducible representations.

5. Entire vectors for the regular representation. In this section we use Theorem 2.1 to derive sufficient conditions on an entire function \(f\) on \(G_c\), so that \(f\) will be an entire vector for the left regular representation of \(G\).
Theorem 5.1. There exist numbers $p_j > 1$ with the following property: 
If $F$ is an entire function on $\mathbb{C}^d$ satisfying an estimate

$$|F(z_1, \ldots, z_d)| \leq C \exp \left\{ -A \sum_{j=1}^{d} |\text{Re } z_j|^{p_j} + B \sum_{j=1}^{d} |\text{Im } z_j|^{p_j} \right\},$$

with $A, B, C$ positive constants, then the function $f$ on $G$ defined by

$$f(\exp t_1 X_1 \cdots \exp t_d X_d) = F(t_1, \ldots, t_d)$$

is an entire vector for the left regular representation.

**Remark.** The proof of Theorem 5.1 gives $p_{j+1} > p_j$ as a sufficient condition on the exponents $p_j$ for the validity of the theorem, where $m$ is an integer determined by the Lie algebra $\mathfrak{g}$ ($m=0$ if $\mathfrak{g}$ is abelian).

As the first step in proving Theorem 5.1, we derive a formula for left translation by $e^{zX_j}$ in canonical coordinates:

**Lemma 5.1.** Let $\{X_i\}$ be an ordered Jordan-Hölder basis for $\mathfrak{g}$, and set $g_j(t) = \exp tX_j$. If $g = g_1(t_1) \cdots g_d(t_d)$, then $g_j(z)g = g_1(s_1) \cdots g_d(s_d)$, where

$$s_k = t_k + P_k(z, t_{k+1}, \ldots, t_{j-1}), \quad k < j-1,$n

$$s_{j-1} = t_{j-1},$$

$$s_j = t_j + z,$n

$$s_k = t_k, \quad k > j.$$

The functions $P_{kj}$ in (5.2) are polynomials.

**Proof of Lemma 5.1.** By induction on $d$ it suffices to treat the case $j=d$. Let $D = \text{ad } X_d$. Then we can write

$$g_d(z)g = \exp (t_1 e^{zd} X_1) \cdots \exp (t_{d-1} e^{zd} X_{d-1}) g_d(t_d + z).$$

Now $e^{zd} X_k = X_k \text{ mod } (\mathfrak{h}_{d-1})$, where $\mathfrak{h}_k = \text{span } \{X_i\}_{i \leq k}$. It follows from the Campbell-Hausdorff formula [8] that

$$\exp (t_{d-1} e^{zd} X_{d-1}) = \exp (Y_1) \exp (t_{d-1} X_{d-1}),$$

where $Y_1 \in \mathfrak{h}_{d-2}$ and is a polynomial function of $z$ and $t_{d-1}$. Hence $s_{d-1} = t_{d-1}$.

Furthermore, by the Campbell-Hausdorff formula again, we have

$$\exp (t_{d-2} e^{zd} X_{d-2}) \exp Y_1 = \exp \{(t_{d-2} + P(z, t_{d-1})) X_{d-2} + Y_2\},$$

where $P$ is a polynomial and $Y_2 \in \mathfrak{h}_{d-3}$ is a polynomial function of $s$, $t_{d-1}$, $t_{d-2}$. Another application of the Campbell-Hausdorff formula gives the desired expression for $s_{d-2}$. Iterating this argument, we obtain formulas (5.2). Q.E.D.

**Proof of Theorem 5.1.** Let $p_k > 1$, with $p_{k+1} \geq p_k$, be as yet unspecified, and suppose $F$ and $f$ are as in the theorem, with $F$ satisfying (5.1). If $g = g_1(t_1) \cdots g_d(t_d)$,
then by Lemma 5.1 we have $f(g_j(z)g) = F(s_1, \ldots, s_d)$, with $s_k$ given by formulas (5.2). Now if $k<j$ and $t_i$ real, then

$$\begin{align*}
|\text{Im } s_k| & \leq C \left( 1 + \sum_{k < t < j} |t_i|^m + |z|^n \right) \\
|\text{Re } s_k| & \geq \det t_k - C \left( 1 + \sum_{k < t < j} |t_i|^m + |z|^n \right),
\end{align*}$$

where $m$ and $n$ are positive integers determined by the degrees of the polynomials $P_{jk}$, and $C$ is a constant. Hence from (5.1) and (5.3) we obtain the estimate ($p_0 = 0$):

$$\tag{5.4} |f(g_j(z)g)| \leq C_1 \exp \left\{ -A \sum_k |t_k|^p + B_1 \sum_k |t_k|^mp_{k-1} + C_1 |z|^q \right\},$$

where $q = np_d$.

If we initially pick $p_k$ so that $p_k > mp_{k-1}$, then by (5.4) the entire function $f$ will satisfy the $L^2$ boundedness condition (2.1) for all positive $s$. Hence by Theorem 2.1, $f$ will be an entire vector for the representation $L$. Q.E.D.

**Corollary 5.1.** The space of entire vectors for the left regular representation is dense in $L^2(G)$.

**Proof.** By the work of Gel'fand and Šilov [4], the restrictions to $\mathbb{R}^d$ of entire functions satisfying a growth estimate (5.1) (with $A, B, C$ depending on $f, p_j > 1$ fixed) form a dense subspace of $L^2(\mathbb{R}^d)$. Since Haar measure on $G$ becomes Lebesgue measure on $\mathbb{R}^d$ in canonical coordinates, the corollary follows from Theorem 5.1. Q.E.D.
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