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Abstract. Results on existence, uniqueness, continuity and differentiability of implicit functions in locally convex, linear topological spaces are obtained, and certain of these results are applied to obtain results on the existence and continuous dependence on parameters of global solutions for a nonlinear Volterra integral equation.

Introduction. So far, no single theory of differentiation or local linear approximation of nonlinear mappings between locally convex, linear topological spaces seems to have clearly established a place of preeminence. In particular, none has produced an implicit function theorem of anywhere near the comprehensive character of the results available in the context of Banach spaces (see, for example, [3]). Results in more general settings can be found in [1], [4], [5], and [6].

In this article, we discuss the problem of implicit functions in locally convex spaces in light of the ideas and results developed in [11]. In §1 we give conditions for the existence of an implicit function, then obtain results dealing with its uniqueness and continuity. In §2 certain results from the first are applied to discuss global, continuous solutions for a nonlinear, Volterra integral equation. Finally, in §3 we give conditions under which a differentiable implicit function will exist, differentiability being understood in the sense of Sebastião e Silva [14].

For the convenience of the reader, §0 has been included containing the essential definitions and results from [11] that are used in the present work.

0. Preliminaries. In this section, we shall state the basic definitions and results from [11] that will be needed in the present work. Throughout the section, let $E$ and $F$ denote real, locally, convex, linear topological spaces.

If $A$ is an absolutely convex set in $E$, we denote by $E_A$ the linear subspace of $E$ generated by $A$. The functional $\| \cdot \|_A$ defined on $E_A$ by $\| x \|_A = \inf \{ \lambda > 0 : x \in \lambda A \}$ is a norm on $E_A$ in case $E$ is Hausdorff and $A$ is bounded. Further, $\| x \|_a = (1/\alpha) \| x \|_A$ for any $\alpha > 0$. We assume henceforth that all spaces are Hausdorff.
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(1) The main results of §§1 and 2 of this article were essentially contained in the author's doctoral dissertation completed in 1969 at the University of Southern California under the guidance of Dr. Donald H. Hyers.
Definition 0.1. A class \( \mathcal{B} \) of subsets of \( E \) shall be called a bounded covering for \( E \) if the following three conditions hold:

(C1) Each \( B \in \mathcal{B} \) is bounded and absolutely convex.
(C2) If \( B \in \mathcal{B} \), then \( \lambda B \in \mathcal{B} \) for all \( \lambda \geq 1 \).
(C3) \( \bigcup_{B \in \mathcal{B}} B = E \).

Definition 0.2. Let \( \mathcal{B} \) be a bounded covering for \( E \) and let \( x_0 \) be an element of an open set \( N \subseteq E \). Suppose \( U \) is an absolutely convex neighborhood of 0 in \( E \) and \( \delta > 0 \) is a given real number. Further, assume \( f: N \to F \) is a not necessarily linear map. A linear map \( L: E \to F \) will be said to be \((\delta, \mathcal{B})\)-approximate \( f \) at \( x_0 \) on \( U \) if the following four conditions hold:

(A1) \( x_0 + U \subseteq N \).

(A2) \( L(B) \) is bounded in \( F \) for every \( B \in \mathcal{B} \).

(A3) \( (f - L)(x_0 + (B \cap U)) = (f - L)x_0 + F_{L(B \cap U)} \) for all \( B \in \mathcal{B} \).

(A4) For each \( B \in \mathcal{B} \),

\[
\| (f - L)x_1 - (f - L)x_2 \|_{L(B \cap U)} \leq \delta \| x_1 - x_2 \|_{B \cap U}
\]

for all \( x_1 \) and \( x_2 \) in \( x_0 + (B \cap U) \).

Theorem 0.1. Suppose \( E \) is sequentially complete and \( \mathcal{B} \) is a bounded covering for \( E \). Let \( N \) be an open neighborhood of \( x_0 \in E \) and assume \( f: N \to F \) is continuous in \( N \). If for some \( \delta, 0 < \delta < 1 \), there is an open linear mapping \( L \) of \( E \) onto \( F \), having closed null space, which \((\delta, \mathcal{B})\)-approximates \( f \) at \( x_0 \), then there exists an absolutely convex neighborhood \( U \) of 0 in \( E \) such that \( x_0 + U \subseteq N \), and \( f(x_0 + U) \supseteq f(x_0) + V \), where \( V \) is a neighborhood of 0 in \( F \). In fact, \( V = L((1 - k)U/4), k = 2\delta/(1 + \delta) \).

Definition 0.3. A bounded covering \( \mathcal{B} \) for \( E \) is said to be pair-containing if for each pair of points \( x_1 \) and \( x_2 \) in \( E \), there is a \( B \in \mathcal{B} \) such that \( x_1 \in B \) and \( x_2 \in B \).

Corollary 0.1. In the theorem, if \( L \) is assumed to be injective, and \( \mathcal{B} \) is assumed to be pair-containing, then for each \( y \in f(x_0) + V \), there is a unique \( x \in x_0 + U \) such that \( y = f(x) \).

Proposition 0.1. \( L: E \to F \) is injective implies that for every bounded absolutely convex set \( A \subseteq E \),

\[
\| Lx_1 - Lx_2 \|_{L(A)} = \| x_1 - x_2 \|_A
\]

for all \( x_1 \) and \( x_2 \) in \( A \).

If \( B \) is an absolutely convex, bounded set in \( E \), and \( U \) an absolutely convex neighborhood of 0 in \( E \), it is easy to verify that \( E_{B \cap U} = E_B \). This fact is used in the computations of \( \S 2 \).

1. An implicit function theorem. Throughout this section, let \( G \) be an arbitrary topological space, \( E \) a sequentially complete Hausdorff, locally convex, linear topological space and \( F \) a Hausdorff, locally convex, linear topological space.
**Theorem 1.1.** Let \( K \) be an open subset of \( G \) containing \( y_0 \), \( N \) an open neighborhood of \( 0 \) in \( E \) and \( f: K \times N \to F \) a map satisfying \( f(y_0, 0) = 0 \). Suppose that for each \( y \) in \( K \), the map \( f_y: E \to F \) defined by \( f_y(x) = f(y, x) \) is \((\delta_y, \mathcal{B}_y)\)-approximable at \( 0 \) on \( U_y \) by an open, onto linear map \( L_y: E \to F \), having closed null space, where \( 0 < \delta_y < 1 \), and \( \mathcal{B}_y \) is a bounded covering for \( E \). Suppose, in addition, that \( g: K \to F \) defined by \( g(y) = f(y, 0) \) is continuous at \( y_0 \). If for each \( y \) in \( K \), \( f_y \) is continuous on \( N \), and the set

\[
W = \bigcap_{y \in K} L_y((1 - k_y)U_y), \quad k_y = \frac{2\delta_y}{1 + \delta_y},
\]

is a neighborhood in \( F \), then there is a neighborhood \( V \) of \( y_0 \) in \( K \) and a neighborhood \( U \) of \( 0 \) in \( N \) and a map \( \varphi: V \to U \) such that \( f(y, \varphi(y)) = 0 \) for all \( y \) in \( V \), and \( \varphi(y_0) = 0 \).

**Proof.** From Theorem 0.1, we know that \( f(y, 0) + L_y((1 - k_y)U_y/4) \) is covered by \( f_y(U_y) \) for each \( y \in K \). Let \( W' = \frac{1}{4}W \). Since \( g \) is continuous at \( y_0 \), there is a neighborhood \( V \) of \( y_0 \) in \( K \) such that \( f(V, 0) \subset W' \). We conclude that for each \( y \in V \), \( f(y, 0) + W' \) contains \( 0 \), because \( (y, 0) \in V \times \{0\} \), and \( W' \) is balanced, thereby containing \( -f(y, 0) \) as well as \( f(y, 0) \). Furthermore, \( f(y, 0) + W' \subset f(y, 0) + L_y((1 - k_y)U_y/4) \) for each \( y \in V \). Hence, we can find for each \( y \in V \) a point \( x = \varphi(y) \) in \( U_y \) such that \( f(y, \varphi(y)) = 0 \). Setting \( \varphi(y_0) = 0 \) and \( U = \bigcup_{y \in V} U_y \), we have the result. □

**Corollary 1.1.** Carrying over the hypotheses and notation of the theorem, assume in addition that for each \( y \in K \), \( L_y \) is bijective, and \( \mathcal{B}_y \) is pair-containing. Then, there is a unique map \( \varphi: V \to U \) having the property that \( \varphi(y) \in U_y \) and satisfying \( f(y, \varphi(y)) = 0 \).

**Proof.** The hypotheses allow us to employ Corollary 0.1 in place of Theorem 0.1, concluding thereby that for each \( y \in V \), there is a unique \( x = \varphi(y) \) in \( U_y \) with \( f(y, \varphi(y)) = 0 \). In particular, then, \( \varphi(y_0) \) must be 0. □

**Remark 1.1.** We note here for reference that the neighborhood \( V \) on which \( \varphi \) is defined may be taken to be any neighborhood of \( y_0 \) in \( K \) satisfying \( f(V, 0) \subset W \).

**Theorem 1.2.** Let \( K \subset G \) and \( N \subset E \) be open neighborhoods of \( y_0 \) and \( 0 \) respectively, and let \( f: K \times N \to F \) be continuous with \( f(y_0, 0) = 0 \). Suppose there is a linear homeomorphism \( L: E \to F \), a real number \( \delta \), \( 0 < \delta < 1 \), and a bounded covering \( \mathcal{B} \) for \( E \) such that \( L(\delta, \mathcal{B})\)-approximates \( f_y \) at \( x = 0 \) on \( U \) for all \( y \) in \( K \), where \( U \) is an absolutely convex neighborhood of \( 0 \) in \( E \). If \( \mathcal{B} \) is pair-containing, and the set

\[
S = \{L^{-1}(f(y, 0)) : y \in K\}
\]

is a subset of some set \( B \in \mathcal{B} \), then there exists a unique continuous map \( \varphi: V \to U \) such that \( f(y, \varphi(y)) = 0 \), where \( V \) is chosen according to Remark 1.1.

**Proof.** The hypotheses of Theorem 1.1 and its corollary are evidently satisfied. Hence, the existence and uniqueness of \( \varphi \) are automatic. To see that \( \varphi \) is continuous,
we must refer to the construction of Theorem 3 of [11]. From it we can deduce easily that for each \( y \in V \), \( \varphi(y) \) is the limit of the sequence \( x_n(y) \) given by

\[
\begin{align*}
x_1(y) &= -L^{-1}(f(y, 0)), \\
x_n(y) &= x_{n-1}(y) - L^{-1}(f(y, x_{n-1}(y))), \quad n > 1.
\end{align*}
\]

The condition that \( S \) be contained in some set \( B \in \mathcal{B} \) allows us to apply Remark 2 of [11] to conclude \( \forall y \in V \), \( x_n(y) \in B \cap U \) for all \( n \geq 1 \). In the proof of Theorem 3 referred to above, the sequence \( x_n \) is shown to be Cauchy with respect to \( \| \cdot \|_{B \cap U} \). Since \( B \cap U \) is a bounded set, the sequence \( x_n(y) \) is uniformly Cauchy with respect to the topology of \( E \), hence uniformly convergent to \( \varphi(y) \) on \( V \). But the continuity of \( f \) and \( L^{-1} \) implies that each \( x_n(y) \) is continuous. Hence, \( \varphi \) is the uniform limit of continuous functions and is therefore continuous.

The conditions of the last theorem result in \( \varphi(V) \) being a bounded set in \( E \) (since \( \varphi(V) \subset B \)). The next result is of a different character.

**Theorem 1.3.** Let \( K \subset G \) and \( N \subset E \) be open neighborhoods of \( y_0 \) and \( 0 \) respectively, and let \( f: K \times N \to F \) be continuous with \( f(y_0, 0) = 0 \). Suppose there is a base \( \mathcal{N} \) of absolutely convex neighborhoods of 0 in \( E \) so that for each \( U \in \mathcal{N} \) there exists a \( \delta_U > 0 \) such that for every \( y \in K \) there is a linear homeomorphism \( L_y: E \to F \) and a pair-containing, bounded covering \( \mathcal{B}_y \) for \( E \) such that for each \( U \in \mathcal{N} \) there exists a neighborhood \( V \) of \( y_0 \) in \( K \) such that the map \( L_y \) approximates \( f_y \) at 0 on \( U \). If, for every \( U \in \mathcal{N} \), \( W_U = \bigcap_{x \in K} L_y(U) \) is a neighborhood in \( F \), then for each \( U \in \mathcal{N} \) there exists a neighborhood \( V \) of \( y_0 \) in \( K \) and a unique map \( \varphi: V \to U \) satisfying \( f(y, \varphi(y)) = 0 \). In addition, \( \varphi \) is continuous at \( y_0 \).

**Proof.** Choose \( U \in \mathcal{N} \). The hypotheses of Corollary 1.1 are easily seen to be satisfied with \( \delta_y = \delta_U \) and \( U_y = U \) for all \( y \in K \). Hence, there is a unique map \( \varphi: V \to U \) as in the corollary. To see \( \varphi \) is continuous at \( y_0 \), let \( S \) be any neighborhood of \( \varphi(y_0) = 0 \) in \( E \). Find \( U' \in \mathcal{N} \) such that \( U' \subset S \cap U \). Applying the corollary again, we find a neighborhood \( V' \) of \( y_0 \) and a unique map \( \varphi': V' \to U' \) such that \( f(y, \varphi'(y)) = 0 \). But \( \varphi(y) = \varphi'(y) \) for all \( y \in V \cap V' \). In fact, if \( y \in V \cap V' \), \( \varphi(y) \) and \( \varphi'(y) \) are in \( U \), and there is a \( B \in \mathcal{B}_y \) containing both \( \varphi(y) \) and \( \varphi'(y) \). But then we have

\[
\|f(y, \varphi'(y)) - f(y, \varphi(y)) - L_y(\varphi'(y) - \varphi(y))\|_{L_y(B \cap U)} \leq \delta_U \|\varphi'(y) - \varphi(y)\|_{B \cap U}.
\]

Using the fact that \( L_y \) is injective through Proposition 0.1, the fact that \( \delta_U < 1 \), and that \( f(y, \varphi(y)) = f(y, \varphi'(y)) = 0 \), we see that \( \varphi(y) = \varphi'(y) \). Hence, we can conclude that \( \varphi(V \cap V') \subset U' \subset S \). Hence, \( \varphi \) is continuous at \( y_0 \).

**2. An application.** We will apply the results of §1 to discuss existence and uniqueness of continuous solutions to the integral equation

\[
x(t) + \lambda \int_0^t K(t, s)f(s, x(s)) \, ds = y(t)
\]
where $K, f, y$ are real valued continuous functions and $\lambda$ a real parameter. We give without proof the nearly obvious

**Lemma 2.1.** Let $h(t)$ be any real valued continuous function on $[0, \infty)$. There exists a continuously differentiable function $k(t)$ defined on $[0, \infty)$ satisfying
(i) $k(t) \geq |h(t)|$, $t \geq 0$,
(ii) $k'(t) \geq 1$, $t \geq 0$.

We will also need the simple

**Lemma 2.2.** Let $x(t)$ be continuous and real valued on $[0, \infty)$, $m(t)$ and $\xi(t)$ real valued, monotone increasing, continuously differentiable and greater than or equal to 1 on $[0, \infty)$. Then, there exists a continuously differentiable function $g(t)$ on $[0, \infty)$ satisfying
(i) $g'(t) \geq \xi(t)m(t)g(t)$,
(ii) $g'(t) \geq |x(t)|$,
(iii) $g(t) \geq 1$,

for all $t \geq 0$, where $\delta$ is any given positive number $< 1$.

**Proof.** Let $h(t) = \max \{1, |x(t)|\}$. Apply Lemma 2.1 to obtain $k(t)$ satisfying (i) and (ii) of that lemma. Define

$$g(t) = \exp \left\{ \frac{1}{\delta} \int_0^t \xi(\tau)m(\tau)k(\tau) d\tau \right\}.$$

To show $g$ has the desired properties is straightforward. \qed

Let $C$ denote the vector space of continuous real valued functions on $[0, \infty)$ with the topology of uniform convergence on compact subsets. Recall $C$ is sequentially complete and locally convex as well as Hausdorff. $C$ is, however, not normable (the fact that $C$ is metrizable we shall not use). We denote the real numbers by $R$.

Define a map $H: (C \times R) \times C \to C$ by

$$H(y, \lambda; x)(t) = x(t) + \lambda \int_0^t K(t, s)f(s, x(s)) ds - y(t).$$

Assume $K$ is continuous on $[0, \infty) \times [0, \infty)$, and let $f$ be continuous on $[0, \infty) \times (-\infty, \infty)$. Assume also that $f$ is Lipschitzian, in the sense that

$$|f(t, x_1) - f(t, x_2)| \leq m(t)|x_1 - x_2|, \quad t \geq 0,$$

for all $x_1, x_2$, where $m$ is continuously differentiable, monotone increasing and greater than or equal to 1.

We now construct a bounded covering for $C$. Let $w > 0$ and $\delta, 0 < \delta < 1$, be given. Pick $\delta', 0 < \delta' < 1$, such that $w\delta' \leq \delta$. Define

$$\delta' = \{g \in C: g \text{ is continuously differentiable and }$$

$$\delta'g'(t) \geq \xi(t)m(t)g(t), t \geq 0\},$$
where \( \xi(t) \) is a continuously differentiable monotone increasing function such that
\[
(2.5) \quad \xi(t) \geq 1 + \sup_{0 \leq s \leq t} |K(\tau, s)| \geq 1 + \sup_{0 \leq s \leq t} |K(t, s)|.
\]

Define
\[
(2.6) \quad B_g = \{ x \in C : |x(t)| \leq g'(t), t \geq 0 \}
\]
for each \( g \in \mathcal{G} \). The class \( \mathcal{B} \) given by
\[
(2.7) \quad \mathcal{B} = \{ \alpha B_g : g \in \mathcal{G}, \alpha \geq 1 \}
\]
is a bounded covering for \( C \), as is easily verified through the use of Lemma 2.2.

1. Find \( k, 0 < k < 1, \) satisfying
\[
(2.8) \quad \int_0^k \xi(s)m(s) \, ds < \frac{\delta}{w}.
\]

2. Fix \( \gamma \), an arbitrary positive number, and define
\[
(2.9) \quad U = \{ x \in C : \sup_{0 \leq s \leq k} |x(t)| < \gamma \},
\]
an absolutely convex neighborhood of 0 in \( C \). For each \( (y, \lambda) \in C \times R \), let \( L_{(y, \lambda)} \) be
the identity map \( I \) on \( C \). Finally, let \( \varepsilon \) be any positive number and define
\[
(2.10) \quad P = \{ x \in C : \sup_{0 \leq s \leq n} |x(t)| < \varepsilon \},
\]
n \( \geq 1 \) an integer, and let \( J = (-w, w) \) be an interval in \( R \).

With \( C \times R = G, C = E = F, H = f, P \times J = K, C = N, U = U_{(y, \lambda)}, \mathcal{B} = \mathcal{B}_{(y, \lambda)}, \delta = \delta_{(y, \lambda)} \)
and \( I = L_{(y, \lambda)} \) for all \( (y, \lambda) \) in \( P \times J \), it is only laborious to show that all the hypotheses
of Theorem 1.1 and Corollary 1.1 are satisfied, where \( y_0 \) is taken to be \( (0, 0) \). We
shall carry out just a sample computation to indicate the pattern of things.

The condition A3 of Definition 0.2 takes the form: If \( B = aB_g \) is in \( \mathcal{B} \), and
\( (y, \lambda) \in P \times J \), we need \( H(y, \lambda) \cup U \cap aB_g - I(U \cap aB_g) \subset H(y, \lambda; 0) - I(0) + C_{I(aB_g)} \).
That is, we need to show that for \( x \in U \cap aB_g \),
\[
\lambda \int_0^t K(t, s)f(s, x(s)) \, ds - y(t) \in \lambda \int_0^t K(t, s)f(s, 0) \, ds - y(t) + C_{aB_g},
\]
or equivalently, \( z(t) \in C_{aB_g} \) for all \( x \in U \cap aB_g \), where
\[
(2.11) \quad z(t) = \lambda \int_0^t K(t, s)f(s, x(s)) - f(s, 0) \, ds.
\]

But
\[
|z(t)| \leq |\lambda| \int_0^t |K(t, s)| \cdot |m(s)| \cdot |x(s)| \, ds \leq |\lambda| \xi(t)m(t) \int_0^t |x(s)| \, ds,
\]
using the monotonicity of \( m \) and \( \xi \). Since \( x \in U \cap aB_g \), \( |x(s)| \leq a g'(s) \), and so
\[
|z(t)| \leq a |\lambda| \xi(t)m(t)(g(t) - g(0)) \leq a |\lambda| |\xi(t)m(t)| g(t) \leq (a |\lambda| \delta/w) g'(t) \leq a g'(t).
\]
Thus, \( z(t) \in aB_g \subset C_{aB_g} \), and A3 is established.
The Corollary 1.1 yields, then, a unique map \( \varphi: M \to U \) (where \( M \) is any neighborhood of \((0, 0)\) in \( P \times J \) satisfying the condition pointed out in Remark 1.1), such that \( H(y, \lambda; \varphi(y, \lambda)) = 0 \). That is, for each \((y, \lambda) \in M\), there is a unique solution, \( \varphi(y, \lambda) \), in \( U \) for the equation (2.1). We can, by a judiciously large choice for \( \gamma \), ensure that \( P \times J \) will do for \( M \). But, recall that \( P \) and \( J \) were themselves quite arbitrary open basic neighborhoods of 0 in their respective spaces. We have nearly completed the proof for

**Theorem 2.1.** If \( K(t, x) \) and \( f(t, x) \) are continuous real valued functions on \([0, \infty) \times [0, \infty)\) and \([0, \infty) \times (-\infty, \infty)\) respectively, and if \( f \) satisfies (2.3), then given any \( y \in C \) and \( \lambda \in R \), the equation (2.1) has a unique, continuous solution \( x \) defined on \([0, \infty)\).

**Proof.** Given any \( y \in C \), \( \lambda \in R \), choose \( P \times J \) sufficiently large to contain \((y, \lambda)\). The above discussion assures a unique solution, \( \varphi(y, \lambda) \), in \( U \) when \( \gamma \) defining \( U \) is taken sufficiently large. If \( x_1 \) were any other solution for the given \((y, \lambda)\), it would be in \( U \) also by, perhaps, a larger choice still for \( \gamma \), since \( U \) is absorbing in \( C \). This state of affairs, however, contradicts the uniqueness of the function \( \varphi \). Thus, \( \varphi(y, \lambda) \) is the only solution corresponding to \((y, \lambda)\) lying in \( C \).

**Remark 2.1.** It should be remarked that the restriction that the kernel \( K \) in (2.1) be continuous (and even that \( f \) be continuous) is unnecessary for the argument presented. Any conditions in addition to (2.3) that would insure \( \xi(t) \) satisfying (2.5) exists and that \( H \) is a continuous map of \((C \times R) \times C \) into \( C \) would suffice. The restriction to scalar valued functions can also be relieved. Such modifications are, however, only technical and can easily be investigated by the reader.

The result in Theorem 2.1 is obtainable by other means. A brief discussion with references can be found in [15]. The present result is of interest in that global existence, uniqueness—and, as we shall see below, continuous dependence on parameters—are obtained directly from the iterative construction. Other authors (for example [12] and [13]) have approached the problem by continuing local solutions obtained by iteration, or by employing topological methods for existence and then imposing further restrictions to obtain uniqueness. Corduneanu, [2], has obtained direct global results (not including ours) with an eye to stability theorems by employing methods that bear some similarity to those of our example.

Now, suppose \( A \) is any absolutely convex and bounded set in \( C \). We may regard \( H \) as a mapping of \((C_A \times R) \times C \to C\), where \( C_A \) is given its norm topology under \( \| \cdot \|_A \). Since all the conditions of Theorem 1.2 applying to fixed \((y, \lambda)\) were shown above to hold for \((y, \lambda) \in C \times R\), they a fortiori hold for \((y, \lambda) \in C_A \times R \). Still using \( L \) as our linear approximation for all \((y, \lambda)\), \( W \) is again trivially a neighborhood. Since the norm topology of \( C_A \) is finer than the topology induced on \( C_A \) by \( C \), \( H \) is easily seen to be continuous on \((C_A \times R) \times C\). Redefining \( P \) of (2.10) to be \( P = \{ x \in C_A : \| x \|_A < \varepsilon \} \), the set

\[ S = \{ I^{-1}(H(y, \lambda; 0)) : (y, \lambda) \in P \times J \} \]
is clearly bounded in $C$. But since $\mathcal{B}$ has the property that every bounded set $B'$ in $C$ is contained in some $B \in \mathcal{B}$, it is easy to see that the hypotheses of Theorem 1.2 are all satisfied in this restricted setting. Consequently, the solutions $\varphi(y, \lambda)$ for (2.1), $(y, \lambda) \in C_\lambda \times R$, depend continuously on $(y, \lambda)$ for the norm topology of $C_\lambda$. We sum up these remarks in

**Theorem 2.2.** Let $A$ be an absolutely convex, bounded subset of $C$. For each $(y, \lambda) \in C_\lambda \times R$ there exists a unique solution $\varphi(y, \lambda)=x$ of (2.1) in $C$. Further, if $x_0 = \varphi(y_0, \lambda_0)$ is a particular solution, then for each neighborhood $U$ of $x_0$ in $C$, there exists $\varepsilon_A > 0$ such that $\|y - y_0\|_A < \varepsilon_A$ and $|\lambda - \lambda_0| < \varepsilon_A$ implies $\varphi(y, \lambda) \in U$.

3. Differentiability of the implicit function. Throughout this section, we shall adopt some conventions as to notation in order to avoid tedious repetitions. $E$, $F$ and $G$ will denote Hausdorff, locally convex, linear topological spaces. $K \subset G$ and $N \subset E$ will be open subsets containing $0$. $f$ will be a map defined on $K \times N$ with values in $F$ satisfying $f(0, 0) = 0$. For each $y \in K$, we shall denote by $f_y$ the map from $N$ to $F$ defined by $f_y(x) = f(y, x)$. These partial mappings will be assumed continuous in $N$. $L: E \to F$ will be a linear homeomorphism which for some $y$, $0 < \gamma < 1$, and some pair-containing bounded covering $\mathcal{B}$ for $E$, $(y, \mathcal{B})$-approximates every $f_y$ at $x = 0$ on $U$, an absolutely convex neighborhood of $0$ in $E$. The map $g: K \to F$ defined by $g(y) = f(y, 0)$ will be assumed continuous at $y = 0$. It is readily seen that we have assumed enough to apply Corollary 1.1 to deduce the existence of a unique map $\varphi: K' \to U$, where $K'$ is an absolutely convex neighborhood of $0$ in $K$, and $\varphi$ satisfies $f(y, \varphi(y)) = 0$. We now proceed to find conditions under which $\varphi$ will be differentiable.

There have been numerous definitions of differentiability proposed for mappings between locally convex spaces over the years (see, for example, [10]). We shall use here essentially the notion of differentiability suggested by Sebastião e Silva [14].

We give now the

**Definition 3.1.** Let $H$ be an open subset of $G$, $\mathcal{A}$ a bounded covering for $G$. We will say $\psi: H \to E$ is differentiable ($\mathcal{A}$) at $y \in H$ if there exists a linear map $T_\psi: G \to E$, bounded on the sets of $\mathcal{A}$, such that for each $A \in \mathcal{A}$ there is an absolutely convex, bounded set $C_y(A) \subset E$ such that for every $\varepsilon > 0$, there exists a $\delta_y > 0$ so that

$$
\frac{\langle \psi(y + th) - \psi(y) \rangle}{t} - T_\psi h \in \varepsilon C_y(A)
$$

for all $h \in A$ and $t$ satisfying $0 < |t| < \delta_y$. $T_\psi$ will be called the derivative ($\mathcal{A}$) of $\psi$ at $y$.

We remark that if $\mathcal{A}$ is a bounded covering for $G$, then the class $\mathcal{A} \times \mathcal{B} = \{ A \times B : A \in \mathcal{A}, B \in \mathcal{B}\}$ is a bounded covering for $G \times E$. If $f$ is assumed differentiable ($\mathcal{A} \times \mathcal{B}$), with derivative $T_{yx}$ at $(y, x)$, we will denote by $f_{1yx}$ and $f_{2yx}$ the partial mappings defined by

$$
f_{1yx}(h) = T_{yx}(h, 0) \quad \text{and} \quad f_{2yx}(k) = T_{yx}(0, k)
$$

for all $h \in G$, $k \in E$. We are now ready to state our next theorem.
Theorem 3.1. Let $\mathcal{A}$ be a bounded covering for $G$ and assume the sets in $\mathcal{B}$ are sequentially closed. Assume that for every $(y, x) \in K \times N$, $f$ is differentiable ($\mathcal{A} \times \mathcal{B}$) at $(y, x)$ with derivative $T_{yx}$, and that $f_{2yx}$ is bijective with an inverse that maps bounded sets into bounded sets. Suppose that for each $y \in K$, given $A \in \mathcal{A}$, there is a $B \in \mathcal{B}$ such that

(i) $f(y, 0) \in \frac{1}{2}L(B)$,

(ii) $f_{1yx}(A) + C_{(y,x)}(A \times B) \subseteq L(B)$ for all $x \in E_B \cap N$, where $C_{(y,x)}(A \times B)$ is as in the definition of differentiability ($\mathcal{A} \times \mathcal{B}$) as applied to $f$ at $(y, x)$.

Then $\varphi$ is differentiable ($\mathcal{A}$) at each $y$ in its domain, and its derivative ($\mathcal{A}$) at $y$ is $-f_{2\varphi(y)}^{-1} \circ f_{1\varphi(y)}$.

Proof. Fix $y \in K'$ (the domain of $\varphi$). For any $A \times B \in \mathcal{A} \times \mathcal{B}$, we have, by the differentiability ($\mathcal{A} \times \mathcal{B}$) of $f$ at $(y, 0)$, that for every $\varepsilon > 0$, there exists a $\delta_0 > 0$ such that for all $h \in A$,

$$(f(y + th, 0) - f(y, 0))/t - f_{1\varphi}(h) \in \varepsilon C_{(y,0)}(A \times B)$$

providing $0 < |t| < \delta_0$, since, in particular, $0 \in B$. Given a fixed $A \in \mathcal{A}$, find $B$ in accordance with the hypotheses of the theorem. We then conclude, since we may take $\varepsilon < 1$, that for all $|t|$ sufficiently small,

$$(f(y + th, 0) - f(y, 0))/t \in f_{1\varphi}(h) + \varepsilon C_{(y,0)}(A \times B) \subseteq f_{1\varphi}(h) + C_{(y,0)}(A \times B) \subseteq L(B)$$

for all $h \in A$. Thus,

$$(f(y + th, 0) - f(y, 0))/t \in f(y, 0) + tL(B) \subseteq L(B),$$

for all $h \in A$, providing $|t| < \frac{1}{2}$. Consequently, $L^{-1}(f(y + th, 0))$ is in $B$ for all $h \in A$ if $|t|$ is sufficiently small. Since $B$ is sequentially closed, we can deduce that $\varphi(y + th) \in B \cap U$ by employing Remark 2 of [11] and recalling that $\varphi$ is the limit of the sequence (1.3). Furthermore, then,

$$(\varphi(y + th) - \varphi(y))/t \in E_{B \cap U} = E_B.$$
Since $B$ is bounded, there exists $\alpha \geq 1$ such that $L(B \cap U) \supset (2/\alpha)L(B)$. Hence, using (3.2), the last expression above is less than or equal to $(\alpha / 2)|t|$, $0 < |t| < \delta_{(u, \varphi(y))}$. Thus, for such $t$, we have for all $h \in A$ that
\[
\| (\varphi(y + th) - \varphi(y)) / t \|_{B \cap U} < \alpha / (1 - \gamma),
\]
and consequently that
\[
(\varphi(y + th) - \varphi(y)) / t \in (\alpha / (1 - \gamma))B.
\]
Let $B' = (\alpha / (1 - \gamma))B$. Then $B' \in \mathcal{B}$, and for each $h \in A$, there is a $k(h)$ in $B'$ such that $\varphi(y + th) = \varphi(y) + tk(h)$. Since $f$ is differentiable $(\mathcal{A} \times \mathcal{B})$ at $(y, \varphi(y))$, there is an absolutely convex, bounded set $D$ in $F$ such that for every $\varepsilon > 0$, there exists a $\delta > 0$ with
\[
(f(y + th, \varphi(y) + tk(h)) - f(y, \varphi(y))) / t - T_{\varphi(y)}(h, k(h)) \in \delta D
\]
as long as $0 < |t| < \delta$, uniformly for all $h \in A$, $k(h) \in B'$. Let $C_y(A) = f_{2\varphi(y)}^{-1}(D)$. Using the definition of $k(h)$, we can write the last inclusion as
\[
f_{1\varphi(y)}(h) + f_{2\varphi(y)}((\varphi(y + th) - \varphi(y)) / t) \in \delta f_{2\varphi(y)}(C_y(A)).
\]
From this it easily follows that if $h \in A$ and $|t|$ is taken sufficiently small, then
\[
(\varphi(y + th) - \varphi(y)) / t - ( -f_{2\varphi(y)}^{-1} \circ f_{1\varphi(y)})(h) \in \delta C_y(A).
\]
Hence, $\varphi$ is differentiable $(\mathcal{A})$ at $y$. 
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