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Abstract. The main object of this paper is the extension of part of the basic theory
of Borel measurable mappings, from the "classical" separable metric case, to general
metric spaces. Although certain results of the standard theory are known to fail in the
absence of separability, we show that they continue to hold for the class of "\sigma-
discrete" mappings. This class is shown to be quite extensive, containing the con-
tinuous mappings, all mappings with a separable range, and any Borel measurable
mappings whose domain is a Borel subset of a complete metric space. The last result
is a consequence of our Basic Theorem which gives a topological characterization of
those collections which are the inverse image of an open discrete collection under a
Borel measurable mapping. Such collections are shown to possess a strong type of
\sigma-discrete refinement.

The properties of \sigma-discrete mappings together with the known properties of
"locally Borel" sets allow us to extend, to general metric spaces, well-known tech-
niques used for separable spaces. The basic properties of "complex" and "product"
mappings, well known for separable spaces, are proved for general metric spaces
for the class of \sigma-discrete mappings. A consequence of these is a strengthening of
the basic theorem of the structure theory of nonseparable Borel sets due to A. H.
Stone. Finally, the classical continuity properties of Borel measurable mappings are
extended, and, in particular, a generalization of the famous theorem of Baire on the
points of discontinuity of a mapping of class 1 is obtained.

Introduction. In this paper we are primarily concerned with extending part of
the "classical" (separable metric) theory of Borel measurable mappings to general
metric spaces. Some work of this nature has already been done—notably the results
of Montgomery in [10], the related work of Kuratowski in [7], and the work of
Stone in [13]. It has long been suspected (and in some cases known, e.g. [13, p. 29]
and [6, p. 488]) that certain basic results of the standard theory will not extend to
nonseparable spaces, at least without imposing some further conditions upon the
mappings (or perhaps the spaces themselves). Here we consider mappings \( f : X \to Y \)
which are "\sigma-discrete" in the sense that there exists a \sigma-discrete collection \( \mathcal{B} \) of
subsets of \( X \) such that to each open \( V \subseteq Y \) there corresponds a subcollection \( \mathcal{B}_V \) of
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such that \( f^{-1}(V) = \bigcup B_v \). We call \( B \) a \( \sigma \)-discrete base for \( f \). Note that all continuous mappings (with a metrizable range or domain) and all mappings with a separable range are \( \sigma \)-discrete. (See §3.2 for further examples, and characterizations of those spaces \( X \) and \( Y \) for which every mapping \( f: X \to Y \) is \( \sigma \)-discrete.)

The properties of \( \sigma \)-discrete mappings allow us to extend, to general metric spaces, well-known methods used for separable spaces. Thus we show that, to a large extent, \( \sigma \)-discrete bases (for mappings) can replace countable bases in the classical arguments. This in turn is largely a consequence of the properties of "locally Borel" sets (see e.g. [10] and §0.4 of this paper). Our principal result regarding \( \sigma \)-discrete mappings, indicating their general nature, states that every Borel measurable (in fact, every analytic) mapping defined on an absolutely analytic domain is \( \sigma \)-discrete (Theorem 3, §3.2).

In more detail, the paper proceeds as follows. §0 deals mainly with preliminaries and background material. In §1 we introduce and study the properties of a "\( \sigma \)-discretely decomposable" collection of sets—a collection \( \{A_d \mid d \in D\} \) of subsets of a fixed space \( X \) is said to be \( \sigma \)-discretely decomposable (abbrev. \( \sigma \)-d.d.) provided each \( A_d = \bigcup A_{dn} \) \((n = 1, 2, \ldots)\) such that, for fixed \( n \), \( \{A_{dn} \mid d \in D\} \) is discrete in \( X \). In particular, we show that the definition is independent of the containing space \( X \) (§1.3). For separable spaces, a disjoint collection is \( \sigma \)-d.d. iff it is countable. In §2 we are mainly concerned with the study of disjoint collections of analytic sets which are "completely additive-absolutely analytic" in the sense that the union of every subcollection is absolutely analytic. Such collections arise naturally in the study of Borel measurable mappings (see §2.1). Fundamental to what follows, we prove here our Basic Theorem (Theorem 2, §2.7): A disjoint collection of analytic sets in a complete metric space \( X \) is completely additive-analytic in \( X \) if and only if it is \( \sigma \)-d.d. This theorem is then used in §3 to prove (Theorem 3, §3.2) that every analytic mapping (respectively, Borel measurable mapping of class \( \alpha (\leq \omega_1) \)) defined on an absolutely analytic space is \( \sigma \)-discrete and has a \( \sigma \)-discrete base of analytic sets (resp. Borel measurable sets of class \( \alpha \)). The basic properties of "complex" and "product" mappings (§3.5), well known for separable spaces, are then proven for general metric spaces for the class of \( \sigma \)-discrete mappings. As an application of these results, we obtain a sharpening (Theorem 8) of the "basic theorem" for the structure theory of nonseparable Borel sets due to A. H. Stone (see §3.6). The paper concludes (§3.7) with a generalization (Theorem 10) to nonseparable spaces of a famous theorem of R. Baire on the points of discontinuity of a Borel measurable mapping of the first class [4, p. 289].

0. Preliminaries. For the convenience of the reader we collect here some of the more basic definitions, properties, and notational practices to be used in the sequel. Our terminology regarding Borel sets follows that of Kuratowski [6]; for analytic sets we follow Sierpiński [12]. The basic reference for general topology and axiomatic set theory is Kelley [5]. Throughout this paper, all spaces considered
are assumed to be metrisable. We use the axiom of choice without specific mention, but not the continuum hypothesis.

0.1 Analytic sets. Let \( X \) be a space and suppose that to each finite sequence \((n_1, \ldots, n_p)\) of natural numbers there corresponds a closed subset \( F_{n_1 \ldots n_p} \) of \( X \). Then the set

\[
A = \bigcup_{(n_p)} \bigcap_{p=1}^{\infty} F_{n_1 \ldots n_p},
\]

where the union is over all sequences \((n_p) = (n_1, n_2, \ldots)\) of natural numbers, is called an analytic (= Suslin [4, p. 203], =\( \mathcal{K}_0\)-analytic [13, p. 34]) set in \( X \).

Analytic sets can be "regularized" in the sense of the following lemma (this result is essentially known, e.g. cf. [4, p. 205]).

**Lemma 1.** To each analytic set \( A \) in \( X \) we can associate a family \( \{A_{n_1 \ldots n_p}\} \) of analytic sets in \( X \) indexed by the finite sequences of natural numbers such that

1. \( A = A_1 \cup A_2 \cup \cdots \),
2. \( A_{n_1 \ldots n_p} = A_{n_1 \ldots n_{p-1}} \cup A_{n_1 \ldots n_{p+1}} \cup \cdots \),
3. \( A = \bigcup_{(n_p)} \bigcap_{p=1}^{\infty} A_{n_1 \ldots n_p} \) (closure in \( X \)).

**Proof.** By hypothesis, we have

\[
A = \bigcup_{(n_q)} \bigcap_{q=1}^{\infty} F_{n_1 \ldots n_q}
\]

for suitable closed subsets \( F_{n_1 \ldots n_q} \) of \( X \). We now define \( A_{n_1 \ldots n_p} \) to be the union of all the sets \( \bigcap_{q=1}^{\infty} F_{n_1 \ldots n_q} \) with \( n'_r = n_r \) for \( r = 1, \ldots, p \). Then properties (1) and (2) are easily seen to hold (cf. [4, p. 205]). To prove (3), we note first that (1) and (2) together imply that \( A \subseteq \bigcup_{(n_p)} \bigcap_{p=1}^{\infty} A_{n_1 \ldots n_p} \), and hence, all the more so, is \( A \) contained in the right side of (3). On the other hand, if \((n_1, \ldots, n_p, \ldots)\) is a given sequence of natural numbers, then, for each \( p_i \), we have

\[
\overline{A}_{n_1 \ldots n_p} \subseteq F_{n_1 \ldots n_p},
\]

as follows easily from the definition of the sets \( A_{n_1 \ldots n_p} \) and the fact that the sets \( F_{n_1 \ldots n_p} \) are closed in \( X \). Consequently, \( \bigcap A_{n_1 \ldots n_p} \) \((p = 1, 2, \ldots)\) is contained in \( \bigcap F_{n_1 \ldots n_p} \), from which it follows that the right side of (3) is contained in \( A \). Thus equality in (3) must hold, and this completes the proof of the lemma.

0.2 Borel sets. The open (closed) subsets of a space \( X \) are said to be of additive (multiplicative) class 0 in \( X \). If \( \alpha \) is a countable ordinal \( \geq 0 \), a subset of \( X \) is said to be of additive (multiplicative) class \( \alpha \) in \( X \) if it is the union (intersection) of a countable family of subsets of classes \( < \alpha \) in \( X \). The family of all sets of classes \( < \alpha \) (= first uncountable ordinal) in \( X \) is the family of Borel subsets of \( X \). Further, a subset of \( X \) which is of both additive and multiplicative class \( \alpha \) is said to be of ambiguous class \( \alpha \) (in \( X \)). (Cf. [6, pp. 344–348].)

0.3 Sets with the Baire property. A subset \( B \) of a metric space \( X \) is said to have
the Baire property in $X$ if $B = (G \sim P) \cup R$ where $G$ is open and $P$, $R$ are of the first category in $X$ (cf. [6, pp. 87–92]).

0.4 General properties of analytic, Borel, and Baire property sets. The following properties are well known.

(0) For a fixed metric space $X$, Borel in $X$ implies analytic in $X$ implies the Baire property in $X$. (See e.g. [12, p. 213] and [6, p. 482].)

(1) If $E \subseteq Y \subseteq X$, $E$ is analytic (Borel of additive [multiplicative] class $\alpha$) in $Y$ if and only if it is of the form $Y \cap M$ where $M$ has the corresponding property in $X$. (Cf. [13, p. 9].)

(2) If $E \subseteq X$, and $E$ is homeomorphic to a set which is analytic (Borel of additive class $\alpha > 1$ [multiplicative class $\alpha \geq 1$]) in some complete metric space, then $E$ has the same property in $X$. (See [6, p. 432] and [13, p. 36].)

Sets $E$ with this property are said to be absolutely analytic (absolutely Borel, etc.). From (1) above we see that an analytic (Borel) subset of an absolutely analytic (absolutely Borel) set is itself absolutely analytic (absolutely Borel).

(3) Countable unions (resp. intersections) of analytic (analytic) sets, additive (multiplicative) class $\alpha$ sets, and sets having the Baire property (Baire property) have the same property. (Cf. [13, p. 34] and [6, pp. 88, 344].)

(4) If $E \subseteq X$ is locally analytic (Borel of additive class $\alpha > 0$ [multiplicative class $\alpha > 0$]) has the Baire property) in $X$, then $E$ has the corresponding (global) property in $X$. (See [13, p. 35], [10], and [6, p. 361].)

(5) The union of a discrete (see §1.1 for the definition) collection of analytic sets (Borel sets of some fixed additive or multiplicative class $\geq 0$, sets having the Baire property) in $X$ has itself this property.

This follows immediately from (4) and a well-known [5, p. 126] property of discrete families of closed sets.

(6) A separable metric space has at most $2^{\aleph_0}$ analytic subsets. (See e.g. [13, Theorem 23 ($k = \aleph_0$)].)

(7) If $B \subseteq X$ is a set of ambiguous class $\alpha > 1$, then there exists a sequence of sets $B_n$ of ambiguous classes $<\alpha$ in $X$ such that

$$B = \bigcup_{n=1}^{\infty} (B_n \cap B_{n+1} \cap \cdots) = \bigcap_{n=1}^{\infty} (B_n \cup B_{n+1} \cup \cdots).$$

In addition, if $\alpha = \lambda + 1$, where $\lambda$ is a limit ordinal, the $B_n$'s can be taken to be of class $<\lambda$. (See [6, pp. 355, 357].)

0.5 Analytic and Borel measurable mappings, and mappings with the Baire property. A mapping $f : X \to Y$ is analytic (resp. Borel measurable of class $\alpha$, has the Baire property) if for each open set $V \subseteq Y$, $f^{-1}(V)$ is analytic (resp. Borel measurable of additive class $\alpha$, has the Baire property) in $X$. We note that, by 0.4(1), for

(2) If $P$ is a property of subsets of a topological space $X$, then $E \subseteq X$ is locally $P$ if each $x$ in $E$ has a neighborhood $U$ in $X$ such that $U \cap E$ has property $P$. 
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each of these properties, \( f: X \to Y \) has the property if and only if \( f: X \to f(X) \) has it, and also that each of the properties is preserved by restriction. If \( f \) is Borel measurable of class \( \alpha \), we sometimes say more briefly that \( f \) is "of class \( \alpha \)." Notice that the mappings of class 0 are precisely the continuous mappings.

A mapping \( f: X \to Y \) is said to be a generalized homeomorphism of class \((\alpha, \beta)\) if \( f \) is 1-1, \( f \) is of class \( \alpha \), and \( f^{-1} \) is of class \( \beta \). A generalized homeomorphism of class \((0, 0)\) is a homeomorphism in the usual sense.

The following properties are well known.

(8) If \( f: X \to Y \) is of class \( \alpha \) and \( B \subseteq Y \) is a set of class \( \beta \), then the set \( f^{-1}(B) \) is of class \( \alpha+\beta \) (and is multiplicative or additive according to the class of \( B \)) \([6, p. 376, \text{Theorem 1}]\).

(9) If \( f: X \to Y \) is of class \( \alpha \) and \( g: Y \to Z \) is of class \( \beta \), then the composite mapping \( g \circ f \) is of class \( \alpha+\beta \) \([6, p. 376, \text{Theorem 2}]\).

0.6 Baire space. \( B(k) \) is defined \([13, p. 5]\) to be the product space \( \prod T_n \) \((n = 1, 2, \ldots)\), where each \( T_n \) is a discrete space of cardinal \( k \). \( B(k) \) can be completely metrised by the metric \( \rho \) for which \( \rho(s, t) = 1/n \) if \( s_1 = t_1, \ldots, s_{n-1} = t_{n-1}, s_n \neq t_n \) \((s, t \in B(k))\). We denote by \( S(t, n) \) the basic neighborhood of \( t \) consisting of all points \( s \) such that \( s_1 = t_1, \ldots, s_n = t_n \).

**Theorem (Stone \([13, p. 6]\)).** If \( X \) is a metrisable, 0-dimensional absolute \( G_\delta \) with a dense set of cardinal \( k \), and if every nonempty open subset of \( X \) contains a discrete subset of cardinal \( k \), then \( X \) is homeomorphic to \( B(k) \) and conversely.

An immediate corollary of this theorem is

(10) The discrete union of \( \leq k \) copies of \( B(k) \) is homeomorphic to \( B(k) \).

(By the "discrete union" of a family of topological spaces \( \{X_t\} \) we mean the disjoint union \( X \) topologized so that \( U \subseteq X \) is open iff the intersection of \( U \) with each \( X_t \) is open in \( X_t \) for every \( t \).)

1. \( \sigma \)-discrete decompositions. For some time now the notion of discreteness, as a property of sets or families of sets, together with its derivatives (\( \sigma \)-discreteness, etc.) have been among the most fundamental concepts used by topologists in classifying and studying topological spaces. It has been especially adaptable for describing a wide range of topological phenomena common to those spaces which we call metrisable (see e.g. \([2]\) and \([14]\)). Here we introduce and study another derivative of this basic notion, namely that of a "\( \sigma \)-discrete decomposition" (see §1.2), which we believe has not previously been investigated. That this concept too is of fundamental character will become evident in later sections as it applies to the general theory of Borel measurable mappings.

1.1 Discrete collections of sets. We recall that a collection \( \{A_d | d \in D\} \) of subsets of a (metric) space \( X \) is said to be relatively discrete if each point of \( \bigcup A_d \) \((d \in D)\) has a neighborhood which meets exactly one member of the collection; and that
this is equivalent to the existence of open sets $U_d$ in $X$ such that $A_d \subseteq U_d$ and $A_{d'} \cap U_d = \emptyset$ for $d' \neq d (d, d' \in D)$. We say that the collection $\{A_d \mid d \in D\}$ is discrete in $X$ if each point of $X$ has a neighborhood which meets at most one member of the collection; this is equivalent to saying that $\mathcal{A}_d = \mathcal{C} (\cup_d A_d)$, where the closures are taken in $X$. Finally, we say that $\{A_d \mid d \in D\}$ is metrically discrete (with respect to some metric $\rho$ on $X$) if for some $\varepsilon > 0$ we have $\rho (A_d, A_{d'}) \geq \varepsilon$ for each pair of distinct elements $d, d'$ in $D$; and in this case we say that the collection is $\varepsilon$-discrete.

Remark. One easily sees that metrically discrete implies discrete and discrete implies relatively discrete. The reverse implications do not hold, even in the case when the members consist of just one point. For example, with the usual metric for the real numbers $\mathbb{R}$, the collection $\{\{1/n\} \mid n = 1, 2, \ldots\}$ is relatively discrete, but not discrete in $\mathbb{R}$; and

$$\{\{n\} \mid n = 1, 2, \ldots\} \cup \{\{n+1/n\} \mid n = 1, 2, \ldots\}$$

is discrete in $\mathbb{R}$, but not metrically discrete.

1.2 $\sigma$-discrete decomposition. For a given collection $\{A_d \mid d \in D\}$ of subsets of a metric space $X$ we consider the following three properties:

(1) Each $A_d = \bigcup \{A_{dn} \mid n = 1, 2, \ldots\}$ ($d \in D$) where $\{A_{dn} \mid d \in D\}$ is relatively discrete, $n = 1, 2, \ldots$.

(2) Each $A_d = \bigcup \{B_{dn} \mid n = 1, 2, \ldots\}$ ($d \in D$) where $\{B_{dn} \mid d \in D\}$ is discrete in $X$, $n = 1, 2, \ldots$.

(3) Each $A_d = \bigcup \{C_{dn} \mid n = 1, 2, \ldots\}$ ($d \in D$) where $\{C_{dn} \mid d \in D\}$ is metrically discrete, $n = 1, 2, \ldots$.

Each of these properties could reasonably be used to define what might be called a "$\sigma$-discrete decomposition" for $\{A_d \mid d \in D\}$. Fortunately, however, it does not matter which we use in view of the following lemma.

Lemma 2. Properties (1), (2), and (3) above are all equivalent.

Proof. We have already observed that (3) implies (2) and that (2) implies (1) trivially; hence we need only prove that (1) implies (3).

Suppose $\{A_d \mid d \in D\}$ satisfies (1). Then for each $A_{dn}$ we can define sets

$$C_{dnm} = \{x \in A_{dn} \mid \rho(x, A_{d'n}) \geq 1/m \text{ for all } d' \neq d\},$$

$m = 1, 2, \ldots$. Since each $x$ in $A_{dn}$ is the center of some ball which meets only $A_{dn}$, it follows that $x$ belongs to some $C_{dnm}$; i.e., we have $A_{dn} = \bigcup \{C_{dnm} \mid m = 1, 2, \ldots\}$. Moreover, since $\rho(x, A_{d'n}) \geq 1/m$ for each $x$ in $C_{dnm}$ ($d' \neq d$) and $C_{dnm} \subseteq A_{d'n}$, it is clear that the collection $\{C_{dnm} \mid d \in D\}$ is $1/m$-discrete for each $n = 1, 2, \ldots$.

Thus, we need only write the double sequence $(n, m)$ as a simple one to satisfy property (3).

1.3 Remark. Property (1) depends only on the collection $\{A_d \mid d \in D\}$ itself and is a topological invariant (in the sense that if $h$ is an embedding of $\bigcup \{A_d \mid d \in D\}$,
then the collection \( \{ h(A_d) \mid d \in D \} \) also has this property). Thus, as a corollary of Lemma 2, a collection which has these properties for any one containing space \( X \) has them for all \( X \). Such a collection will be said to have a \( \sigma \)-\( \text{discrete decomposition} \) or to be \( \sigma \)-\( \text{discretely decomposable} \); both abbreviated \( \sigma \)-d.d. (Compare the comments in [14, §2.1].)

1.4 Some lemmas on \( \sigma \)-discrete decompositions. If a given collection \( \{ A_d \mid d \in D \} \) is \( \sigma \)-d.d., clearly so is every collection of the form \( \{ B_d \mid d \in D \} \) where \( B_d \subset A_d \) for each \( d \in D \).

**Lemma 3.** Let \( \{ A_d \mid d \in D \} \) be a collection of subsets of a metric space \( X \). If there exists a \( \sigma \)-discrete cover \( \mathcal{B} \) of \( \bigcup \{ A_d \mid d \in D \} \) by subsets \( B \) of \( X \) such that each of the collections \( \{ A_d \cap B \mid d \in D \} \) is \( \sigma \)-discretely decomposable, then \( \{ A_d \mid d \in D \} \) is \( \sigma \)-discretely decomposable.

**Proof.** In view of Remark 1.3, there is no loss in generality in assuming that \( X = \bigcup \{ A_d \mid d \in D \} \). Thus, by hypothesis, \( \mathcal{B} = \bigcup \{ B_{tm} \mid t \in T_m \} \) \((m = 1, 2, \ldots)\), where the subcollections obtained by fixing \( m \) are discrete in \( X \). Furthermore, for fixed \( m \) and \( t \) in \( T_m \), each

\[
A_d \cap B_{tm} = \bigcup \{ A_d \cap B_{tm} \mid n = 1, 2, \ldots \} \quad (d \in D)
\]

where the subcollections obtained by fixing \( n \) are discrete in \( X \). Put \( A_{dmn} = \bigcup \{ A_d \cap B_{tm} \mid t \in T_m \} \) and observe that we have the following chain of equalities:

\[
\bigcup_{m} \bigcup_{n} A_{dmn} = \bigcup_{m} \bigcup_{t \in T_m} A_{dtn} = \bigcup_{m} \bigcup_{n} A_{dtn} = \bigcup_{m} \bigcup_{t \in T_m} A_d \cap B_{tm} = A_d \cap \left( \bigcup_{m} \bigcup_{t \in T_m} B_{tm} \right) = A_d \cap (\bigcup \mathcal{B}) = A_d.
\]

Thus, if for fixed \( m \) and \( n \) we can show that the collection \( \{ A_{dmn} \mid d \in D \} \) is discrete in \( X \), then it will follow that \( \{ A_d \mid d \in D \} \) is \( \sigma \)-d.d.

Fixing \( m \) and \( n \), for a given \( x \) in \( X \), we can find a neighborhood of \( x \), \( U \) say, such that \( U \) meets at most one of the sets \( B_{tm} \) \((t \in T_m)\). If \( U \) meets no \( B_{tm} \), then clearly \( U \) meets no \( A_{dtn} \). Thus suppose \( U \) meets some \( B_{tm} \), say \( B_{tm} \). By the above remarks, there exists a neighborhood \( V \) of \( x \) such that \( V \) meets at most one \( A_{dtn} \), and, accordingly, \( U \cap V \) is a neighborhood of \( x \) which meets at most one of the sets \( A_{dtn} \). This proves that the sets \( A_{dtn} \) (for fixed \( m \) and \( n \)) form a discrete collection, and completes the proof of the lemma.

**Definition.** We say that \( \{ A_d \mid d \in D \} \) is locally \( \sigma \)-d.d. if each point of \( \bigcup A_d \) has a neighborhood \( U \) such that \( \{ U \cap A_d \mid d \in D \} \) is \( \sigma \)-d.d.

**Corollary 1.** A locally \( \sigma \)-d.d. collection in a metric space \( X \) is \( \sigma \)-d.d.

**Proof.** If \( \{ A_d \mid d \in D \} \) is such a collection, then we can find an open cover \( \{ U \} \) of \( \bigcup A_d \) such that each \( \{ U \cap A_d \mid d \in D \} \) is \( \sigma \)-d.d. By the paracompactness of \( X \), there exists a \( \sigma \)-discrete open refinement \( \mathcal{B} \) of \( \{ U \} \). Moreover, since each \( B \) in \( \mathcal{B} \) is \( \subset \) some \( U \), the collection \( \{ B \cap A_d \mid d \in D \} \) is \( \sigma \)-d.d. Lemma 3 now applies and says that \( \{ A_d \mid d \in D \} \) is \( \sigma \)-d.d.
Lemma 4. If \( \{A_d \mid d \in D\} \) is a \( \sigma \)-d.d. collection of subsets of a metric space \( X \), then there exist metrically discrete open collections \( \{U_{dn} \mid d \in D\} \) \( (n=1, 2, \ldots) \) such that \( A_d = \bigcup_{n=1}^{\infty} U_{dn} \) for each \( d \) in \( D \).

Proof. Assuming the hypothesis, there exists by Lemma 2 (§1.2) metrically discrete collections \( \{C_{dn} \mid d \in D\} \) \( (n=1, 2, \ldots) \) such that \( A_d = \bigcup C_{dn} \) \( (n=1, 2, \ldots) \). Suppose \( \rho(C_{dn}, C_{d'n}) \geq \varepsilon_n > 0 \) for \( d \neq d' \) \( (n=1, 2, \ldots) \). Let

\[
U_{dn} = \{x \mid \rho(x, C_{dn}) < \varepsilon_n/3\}.
\]

Then \( \{U_{dn} \mid d \in D\} \) is easily seen to be \( \varepsilon_n/3 \)-discrete. Moreover, we have \( A_d = \bigcup C_{dn} \subseteq \bigcup U_{dn} \); completing the proof.

Lemma 5. If \( f \) is a continuous map of a metric space \( X \) onto a metric space \( Y \) and \( \{A_d \mid d \in D\} \) is a \( \sigma \)-d.d. collection of subsets of \( Y \), then \( \{f^{-1}(A_d) \mid d \in D\} \) is \( \sigma \)-d.d.

Proof. Suppose \( A_d = \bigcup \{A_{dn} \mid n=1, 2, \ldots\} \) where for fixed \( n \) the sets \( A_{dn} \) form a discrete collection in \( Y \). Since \( f^{-1}(A_d) = \bigcup_n f^{-1}(A_{dn}) \), it suffices to show that, for fixed \( n \), the sets \( f^{-1}(A_{dn}) \) form a discrete collection in \( X \). But, given \( x \) in \( X \), there exists an open set \( V \) containing \( f(x) \) and meeting at most one \( A_{dn} \); hence, by continuity of \( f \), \( f^{-1}(V) \) is an open set in \( X \), contains \( x \), and meets at most one \( f^{-1}(A_{dn}) \) as required.

Lemma 6. A collection \( \{A_d \mid d \in D\} \) with \( \|A_d\| = 1 \) for all \( d \) in \( D \) is \( \sigma \)-d.d. if and only if \( \bigcup A_d \) is \( \sigma \)-discrete.

Proof. Suppose \( A_d = \bigcup \{A_{dn} \mid n=1, 2, \ldots\} \), where for fixed \( n \) the sets \( A_{dn} \) form a discrete collection in \( \bigcup A_d \). Then \( \|A_{dn}\| \leq 1 \) for each \( d \) in \( D \) and hence \( \bigcup A_{dn} \) is a discrete subset of \( \bigcup A_d \). Since \( \bigcup A_d = \bigcup_n \bigcup A_{dn} \), it follows that \( \bigcup A_d \) is \( \sigma \)-discrete.

Conversely, if \( \bigcup A_d = \bigcup_n B_n \) where each \( B_n \) is a discrete set, then \( A_d = \bigcup \{A_d \cap B_n \mid n=1, 2, \ldots\} \) and for fixed \( n \) the sets \( A_d \cap B_n \) clearly form a discrete collection. Thus the original collection is \( \sigma \)-d.d.

Lemma 7. If \( \{A_d \mid d \in D\} \) is a \( \sigma \)-d.d. collection of sets which are analytic (resp. of additive class \( \alpha \)) in some fixed metric space \( X \), then \( \bigcup \{A_d \mid d \in D'\} \) is analytic (of additive class \( \alpha \)) in \( X \) for all \( D' \subset D \).

Proof. We will prove the lemma for analytic sets; the proof of the other case is entirely analogous.

By Lemma 4, there exists for each \( n=1, 2, \ldots \) an open discrete collection \( \{U_{dn} \mid d \in D\} \) such that \( A_d = \bigcup_n U_{dn} \) for each \( d \) in \( D \). Now given \( D' \subset D \), the sets \( U_{dn} \cap A_d \) for \( d \in D' \) form a discrete collection of analytic sets in \( X \), and so its union is analytic in \( X \) by 0.4(5). Hence \( \bigcup \{A_d \mid d \in D'\} = \bigcup_n \bigcup \{U_{dn} \cap A_d \mid d \in D'\} \) is also analytic in \( X \) by 0.4(3), proving the lemma.
Lemma 8. If \( \{A_d \mid d \in D \} \) is non-\( \sigma \)-discretely decomposable, then there exists a non-\( \sigma \)-discrete subset \( F \) of \( \bigcup A_d \) at each point of which the collection fails to be locally \( \sigma \)-d.d.

Proof. Let \( G \) be the set of all points in \( \bigcup A_d \) at which the collection is \( \sigma \)-d.d. Then, by Corollary 1, it follows that \( \{A_d \cap G \mid d \in D \} \) is \( \sigma \)-d.d. Now let \( F = \bigcup A_d - G \). Then, since \( F \) and \( G \) together form a finite and therefore \( \sigma \)-discrete cover for \( \bigcup A_d \), it follows from Lemma 3 that \( \{F \cap A_d \mid d \in D \} \) is not \( \sigma \)-d.d., and hence, in particular that \( F \) is not \( \sigma \)-discrete (see the proof of Lemma 6).

We will need in particular the following corollary.

Corollary 2. If \( \{A_d \mid d \in D_i \} \) (\( i = 0, 1 \)) are two non-\( \sigma \)-d.d. collections of subsets of a metric space \( X \), then there exist, for each natural number \( n \), open sets \( V_i \) in \( X \) such that the diameter of \( V_i \) is \( \leq 1/n \), \( \overline{V_0} \cap \overline{V_1} \) is empty, and \( \{A_d \cap V_i \mid d \in D \} \) is non-\( \sigma \)-d.d., \( i = 0, 1 \).

Proof. Since countable sets are \( \sigma \)-discrete, it follows that the set \( F \) of Lemma 8 is uncountable; in particular it contains more than one point and hence we can choose distinct points \( x_i \) in \( \bigcup \{A_d \mid d \in D_i \} \) such that every neighborhood of \( x_i \) meets the collection in a non-\( \sigma \)-d.d. collection. Hence, if the distance between \( x_0 \) and \( x_1 \) is denoted by \( s \), then we may take \( V_i \) to be the ball which is centered at \( x_i \) and with radius \( \min (1/n, s/3) \), and the above-mentioned properties are at once verified.

2. The basic theorem.

2.1. If \( P \) denotes a topological property (that is, a class of topological spaces), then a collection of subsets of a fixed space will be said to be “completely additive-\( P \)” or a “completely additive collection of \( P \) sets” provided the union of every subcollection, as a topological space, has property \( P \). In this section we are concerned mainly with the study of disjoint collections of analytic sets (contained in some fixed metric space \( X \)) which are completely additive-absolutely analytic. Such collections arise naturally in the study of Borel measurable and analytic mappings: if \( X \) is complete and \( f: X \to Y \) is Borel measurable (or analytic), and if \( \{V_d \mid d \in D \} \) is a disjoint collection of open subsets of \( Y \), then \( \{f^{-1}(V_d) \mid d \in D \} \) is disjoint and completely additive-absolutely analytic. Our principal result concerning these collections is Theorem 2 (§2.7) which says that they are always \( \sigma \)-discretely decomposable. This result provides the foundation upon which we base our subsequent study of the properties of Borel measurable mappings with a non-separable range. We begin by considering first some special cases.

For separable \( X \) we have the following theorem.

2.2 Theorem 1. On the continuum hypothesis, a disjoint collection of analytic subsets of a separable metric space \( X \) is completely additive-analytic in \( X \) if and only if it is countable.
Proof. That a countable collection of analytic sets is completely additive-analytic follows from 0.4(3).

Conversely, suppose we have a completely additive collection of analytic sets in a separable metric space $X$, and suppose this collection is uncountable. Then, by taking unions of all possible subcollections, $X$ must have $\geq \aleph_1$ analytic subsets; and, on the continuum hypothesis, $2^{\aleph_1} = 2^c > c$. But this contradicts 0.4(6); hence the original collection must be countable, proving the theorem.

2.3 Remarks. We will see later (2.8, Corollary 7) that Theorem 1 continues to hold without the continuum hypothesis, provided we assume $X$ is absolutely analytic. Since any discrete collection of analytic sets is completely additive-analytic by 0.4(5), the above theorem is false in the absence of separability. Thus countability does not serve to characterize these collections; nor does discreteness as trivial (two membered) examples show.

Let us consider another special case, namely those collections whose members consist of a single point. Further, let us assume that the union of every subcollection is absolutely Borel. Evidently, this is equivalent to the study of absolute Borel sets all of whose subsets are Borel. Such a study has been made by A. H. Stone (see [14] for eight equivalent properties) and, in particular, he has shown that such a set must be $\sigma$-discrete. This latter property also characterizes the absolutely analytic sets all of whose subsets are analytic (see §2.8, Corollary 4).

These considerations lead one to suspect that possibly $\sigma$-discreteness (as a property of collections of sets [5, p. 127]) is characteristic of disjoint completely additive collections of absolutely analytic sets. That this property is sufficient for complete additivity follows from 0.4(3) and 0.4(5). It is not, however, necessary, as the following example shows.

2.4 Example. Consider the Baire space

$$B(\mathbb{N}_1) = \prod T_n \quad (n = 1, 2, \ldots)$$

where each $T_n$ is a copy of the set of all countable ordinals. For convenience of notation let us write $t(\beta n \alpha)$ for the point of this space whose first $n$ coordinates are all equal to $\beta$ and whose remaining coordinates are all equal to $\alpha$. Also, we will denote by $t(\beta)$ that point which has all its coordinates equal to $\beta$. We now define, for each countable ordinal $\alpha$, sets $A_\alpha = \{t(\beta n \alpha) \mid \beta \geq \alpha \text{ and } n = 1, 2, \ldots\}$. It is immediate that the sets $A_\alpha$ are pairwise disjoint. Also, since $t(\beta n \alpha) \to t(\beta)$ as $n \to \infty$, it follows that $t(\beta) \in \overline{A_\alpha} \cap A_\beta$ whenever $\alpha < \beta$. This last property implies that the only discrete subcollections of the collection $\{A_\alpha\}$ are the ones with at most one member. Since the entire collection is uncountable, it follows that it cannot be $\sigma$-discrete. However, the set $A = \bigcup A_\alpha$ is a $\sigma$-discrete set, hence every subset is an absolute $F_\sigma$-set [14, Theorem 2]. To prove this, for each $n$ let $D_n = \{t(\beta n \alpha) \mid \alpha \text{ and } \beta \text{ are ordinals and } \beta \geq \alpha\}$. For each $x$ in $B(\mathbb{N}_1)$, we clearly have $\|S(x, n+1) \cap D_n\| \leq 1$. Hence $D_n$ is discrete. Moreover, $A = \bigcup_{n=1}^\infty D_n$, proving...
that $A$ is $\sigma$-discrete\(^{(3)}\). It follows that the sets $A_\alpha (\alpha < \omega_1)$ form a disjoint completely additive collection of absolute $F_\sigma$-sets which is not $\sigma$-discrete.

**Remark.** The sets $A_\alpha$, in the above example, do however form a $\sigma$-discretely decomposable collection: for if $A = \bigcup D_n (n = 1, 2, \ldots)$, where each $D_n$ is discrete, then one easily checks that $\{A_\alpha \cap D_n \mid \alpha < \omega_1, n = 1, 2, \ldots\}$ is the required $\sigma$-discrete decomposition. We have already seen (Lemma 7, §1.4) that a $\sigma$-d.d. collection of analytic sets is completely additive (analytic). We now shall prove that the converse is true for completely additive-absolutely analytic collections.

**2.5 The basic lemma.** We require first a lemma.

**Lemma 9.** If $\{A_d \mid d \in D\}$ is a disjoint collection of analytic sets in a complete metric space $X$ which is non-$\sigma$-discretely decomposable, then $D$ can be partitioned into two disjoint subsets $D_i$ such that $\{A_d \mid d \in D_i\}$ is non-$\sigma$-discretely decomposable, $i = 0, 1$.

**Proof.** We define inductively a sequence of open sets $V_p$ and positive integers $n_p (p = 0, 1, 2, \ldots)$ subject to the following conditions:

1. $\delta(V_p) \leq 1/(p + 1)$,
2. $V_p \subset V_{p-1}$ (where $V_{-1} = X$),
3. $\{A_{n_1\ldots n_p} \cap V_p \mid d \in D\}$ is non-$\sigma$-d.d.

(Here $\delta(E)$ denotes the diameter of $E \subseteq X$ [with respect to some fixed metric on $X$], and the meaning of $A_{n_1\ldots n_p}$ is that given in Lemma 1 of §0.1 applied to the analytic sets $A_d$.)

We may, of course, assume that $\delta(X) \leq 1$, so that, putting $V_0 = X$, $n_0 = 0$, and $A^d = A_d$, properties (1), (2), and (3) hold by hypothesis. Now assume that open sets $V_p$ and positive integers $n_p$ have been defined so that (1), (2), and (3) are satisfied, for some integer $p \geq 0$. By the paracompactness of $X$, we can cover $\bigcup \{A_{n_1\ldots n_p} \cap V_p \mid d \in D\}$ by a $\sigma$-discrete open collection of sets with diameters $\leq 1/(p + 2)$. By Lemma 3 (§1.4), one of these open sets, $V_p$, say, must be such that the collection $\{A_{n_1\ldots n_p} \cap V_p \cap V \mid d \in D\}$ is non-$\sigma$-d.d. Accordingly, we set $V_{p+1} = V_p \cap V$. Now, observe that the sets $\bigcup \{A_{n_1\ldots n_n} \mid d \in D\}$ ($n = 1, 2, \ldots$) form a countable and therefore $\sigma$-discrete cover for $\bigcup \{A_{n_1\ldots n_p} \cap V_{p+1} \mid d \in D\}$. Thus, again by Lemma 3, there exists a suffix $n_{p+1}$ such that the sets

$$\bigcup_{d \in D} A_{n_1\ldots n_p} \cap V_{p+1} = A_{n_1\ldots n_p n_{p+1}} \cap V_{p+1},$$

as $d$ ranges over $D$, form a non-$\sigma$-d.d. collection. Hence we have shown that properties (1)\(^{(p+1)}\)–(3)\(^{(p+1)}\) are satisfied for these choices of $V_{p+1}$ and $n_{p+1}$. Thus open sets $V_p$ and positive integers $n_p$ can be defined by induction for every $p \geq 0$.

\(^{(3)}\) This proof was supplied by the referee, and is simpler and much more direct than the author's original proof.
Now let \( I_p = \{ d \in D \mid A_{d_1}^{d_p} \cap V_p \neq \emptyset \} \), \( p = 0, 1, \ldots \), and put \( I_0 = \bigcap I_p \) \((p=0, 1, \ldots)\). Since the collection consisting of just the empty set has a trivial \( \sigma \)-discrete decomposition, it follows from (3p) that \( I_p \neq \emptyset \) for all \( p \). We shall now show that \( \|I_0\| \leq 1 \). For suppose \( d_0 \) and \( d_1 \) both belong to \( I_0 \). Then, for \( j=0, 1 \), the collection \( \{ A_{d_j}^{d_p} \cap V_p \mid p = 0, 1, \ldots \} \) is a nested sequence of nonempty closed subsets of \( X \) with diameters converging to zero. The space \( X \) being complete, the intersection of this system of sets must consist of a single point \( x_j \) \((j=0, 1) \). Since both points belong to \( \bigcap V_p \) \((p=0, 1, \ldots)\) and the diameters of the sets \( V_p \) converge to zero by \((1_p)\), we must have \( x_0 = x_1 \). On the other hand,

\[
  x_j \in \bigcap \{ A_{d_j}^{d_p} \mid p = 0, 1, \ldots \} \subseteq A_{d_j} \quad \text{and} \quad A_{d_0} \cap A_{d_1} = \emptyset
\]

whenever \( d_0 \neq d_1 \), which proves that \( \|I_0\| \leq 1 \).

Now the sets \( \bigcup \{ A_d \mid d \in I_{p+1} \} \) \((p=0, 1, \ldots)\) together with \( \bigcup \{ A_d \mid d \in I_0 \} \) form a countable and therefore \( \sigma \)-discrete cover for \( \bigcup \{ A_d \mid d \in D \} \). Hence, from Lemma 3 (§1.4) and the fact that \( \{ A_d \mid d \in I_0 \} \) is \( \sigma \)-d.d. (since \( \|I_0\| \leq 1 \)), it follows that for some \( q \) the collection of sets \( A_d \) as \( d \) ranges over \( I_q \sim I_{q+1} \) is non-\( \sigma \)-d.d. Since \( \{ A_d \mid d \in I_{q+1} \} \) is non-\( \sigma \)-d.d. by \((3+1)\), the lemma follows upon taking \( D_0 = I_{q+1} \) and \( D_1 = D \sim I_{q+1} \).

2.6 Remark. As a corollary to our method of proof we have: if \( \|A_d\| = 1 \) for all \( d \) in \( D \) and \( \bigcup A_d \) \((d \in D)\) is analytic in \( X \), then \( \bigcup \{ A_d \mid d \in D_i \} \) is analytic in \( X \), \( i = 0, 1 \). This follows from the fact that

\[
  \bigcup \{ A_d \mid d \in D_0 \} = \bigcup \{ A_d \mid d \in I_{q+1} \}
  = \bigcup \{ A_d \mid A_d \cap V_{q+1} \neq \emptyset \} = (\bigcup \{ A_d \mid d \in D \}) \cap V_{q+1}
\]

(which is clearly analytic in \( X \)); and, consequently, \( \bigcup \{ A_d \mid d \in D_i \} = \bigcup_{d \in D} A_d \cap (X \sim V_{q+1}) \) (and hence also analytic in \( X \)).

2.7 The basic theorem.

Theorem 2. A disjoint collection of analytic sets in a complete metric space \( X \) is completely additive-analytic (in \( X \)) if and only if it is \( \sigma \)-d.d.

Proof. In view of Lemma 7 (§1.4) we have only to prove the necessity. The proof will be by contradiction, and we assume \( \{ A_d \mid d \in D \} \) is a disjoint completely additive-analytic collection of sets in \( X \) which is non-\( \sigma \)-d.d. The proof now rests upon the construction of a Cantor set \( C \sim \bigcup \{ A_d \mid d \in D \} \) with the property that \( \|C \cap A_d\| \leq 1 \) for every \( d \in D \).

We begin by partitioning \( D \) into two disjoint subsets \( D_{i(1)} \) such that \( \{ A_d \mid d \in D_{i(1)} \} \) is non-\( \sigma \)-d.d., \( i(1) = 0, 1 \). This we can do by the preceding lemma. By Corollary 2 of Lemma 8 (§1.4), we can find open sets \( V_{i(1)} \) such that \( \{ A_d \cap V_{i(1)} \mid d \in D_{i(1)} \} \) is non-\( \sigma \)-discretely decomposable, \( \delta(V_{i(1)}) \leq 1 \), and \( \overline{V}_0 \cap \overline{V}_1 = \emptyset \). Now consider

\[
  A^{i(1)} = \bigcup \{ A_d \cap V_{i(1)} \mid d \in D_{i(1)} \}.
\]
As follows easily from the fact that the \( A_d \)'s are completely additive-analytic, the set \( A^{(1)} \) is analytic in \( X \). Hence, applying Lemma 3 (§1.4) to the countable cover \( \{ A^{(1)}_1, A^{(1)}_2, \ldots \} \) of \( A^{(1)} \) (in the notation of Lemma 1, §0.1), we deduce the existence of a suffix \( n^{(1)}_1 \) such that

\[
\{ A_d \cap A^{(1)}_{n^{(1)}_1} \mid d \in D_{(1)} \}
\]

is non-\( \sigma \)-d.d., disjoint, and completely additive-analytic in \( X \). We now put \( A^{(1)}_d = A_d \cap A^{(1)}_{n^{(1)}_1} \) (\( \subset V_{(1)} \)) for each \( d \in D_{(1)} \).

Now assume that for each natural number \( p \leq q \) and for each \( p \)-tuple \( i(p) = (i_1, \ldots, i_p) \) where \( i_r = 0 \) or \( 1 \), \( r = 1, \ldots, p \) (i.e., for each “dyadic” \( p \)-tuple), we have defined open sets \( V_{i(p)}, D_{i(p)} \subset X \), sets \( A^{(p)} \) and \( A^{(p)}_d (d \in D_{i(p)}) \) analytic in \( X \), and natural numbers \( n^{(p)}_1, \ldots, n^{(p)}_p \) subject to the following:

\begin{enumerate}
\item[(4p)] \( \delta(V_{i(p)}) \leq 1/p \),
\item[(5p)] \( V_{i(p-1),0} \cap V_{i(p-1),1} = \emptyset \) and \( D_{i(p-1),0} \cap D_{i(p-1),1} = \emptyset \),
\item[(6p)] \( A^{(p)}_d = \bigcup \{ A^{(p-1)}_d \cap V_{i(p)} \mid d \in D_{i(p)} \} \neq \emptyset \),
\item[(7p)] \( A^{(p)}_d = A^{(p-1)}_d \cap A^{(1)}_{n^{(1)}_1} \cap A^{(2)}_{n^{(2)}_1} \cap \cdots \cap A^{(p-1)}_{n^{(p-1)}_1} \cap A^{(p)}_{n^{(p)}_1} \),
\item[(8p)] \( \{ A^{(p)}_d \mid d \in D_{i(p)} \} \) is non-\( \sigma \)-d.d., disjoint, and completely additive-analytic in \( X \).
\end{enumerate}

(Here we make the conventions that \( i(p-1),j = (i_1, \ldots, i_{p-1}, j) \), \( V_{i(p),j} = V_j \), and \( A^{(p)}_{n^{(p)}_1} = A_d \).

We have already seen that the sets \( V_{i(p)}, D_{i(p)}, A^{(1)}_d, \) and \( A^{(p)}_d \) and the numbers \( n^{(1)}_1 \) defined above satisfy properties (4p)–(8p). Now let \( i(q) \) be a given dyadic \( q \)-tuple. By (8q) and Lemma 9 (§2.5), we can partition \( D_{i(q)} \) into two disjoint subsets \( D_{i(q+1)} \) \( (i(q+1) = i(q), 0 \text{ and } i(q), 1 \) such that \( \{ A^{(q)}_d \mid d \in D_{i(q+1)} \} \) is non-\( \sigma \)-d.d. By Corollary 2 of Lemma 8 (§1.4), we can then find open sets \( V_{i(q+1)} \) with \( \delta(V_{i(q+1)}) \leq 1/(q+1) \) such that

\[
\{ A^{(q)}_d \cap V_{i(q+1)} \mid d \in D_{i(q+1)} \}
\]

is non-\( \sigma \)-d.d. and \( \bigcap V_{i(q),0} \cap V_{i(q),1} = \emptyset \). It follows that

\[
A^{(q+1)} = \bigcup \{ A^{(q)}_d \cap V_{i(q+1)} \mid d \in D_{i(q+1)} \}
\]

is nonempty and, by (8q), analytic in \( X \). Now consider the collection of sets \( A^{(q+1)}[n_1, \ldots, n_{q+1}] \) obtained from the formula

\[
A^{(1)}_{n_1} \cap A^{(2)}_{n_2} \cap \cdots \cap A^{(q)}_{n_q} \cap A^{(q+1)}_{n_{q+1}}
\]

where \( n_r \) can take on all positive integral values, \( r = 1, \ldots, q+1 \). By property (7q) and Lemma 1 (§0.1), these sets constitute a countable and hence \( \sigma \)-discrete cover of \( A^{(q+1)} \). Consequently, by Lemma 3 (§1.4), there exist suffixes \( n^{(q+1)}_1, \ldots, n^{(q+1)}_{q+1} \) such that

\[
\{ A^{(q)}_d \cap A^{(q+1)}[n^{(q+1)}_1, \ldots, n^{(q+1)}_{q+1}] \mid d \in D_{i(q+1)} \}
\]
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is non-σ-d.d. Also, clearly, this collection is disjoint and, by (8q), completely additive-analytic in X. Moreover, if we set, for each $d \in D_{(q+1)}$,

$$A_d^{(q+1)} = A_d^{(q)} \cap \bigcup_{n=1}^{q+1} i_n^{(q+1)},$$

then it is not hard to see from the definitions that $V_{(q+1)}$, $D_{(q+1)}$, $A_{(q+1)}$, and $A_d^{(q+1)}$ and $i_n^{(q+1)}, \ldots, i_n^{(q+1)}$ satisfy all of the properties (4q+1)-(8q+1). Hence we can define by induction the above described sets and natural numbers for every $p$ and for every $p$-tuple $i(p)$, such that (4p)-(8p) all hold (where $p = 1, 2, \ldots$ and the “coordinates” of $i(p)$ assume only the values 0 and 1).

We are now in a position to construct the desired Cantor set. For each dyadic sequence $i=(i_1, \ldots, i_p, \ldots)$ (i.e., sequence of 0’s and 1’s), with initial $p$-section $i(p)=(i_1, \ldots, i_p)$, note that we have defined a sequence

$$A^{(1)} \supset A^{(2)} \supset \ldots \supset A^{(p)} \supset \ldots$$

of closed, nonempty (by (6p)) subsets of X with $\delta(A^{(p)}) \leq 1/p$. Also, if $j$ denotes another dyadic sequence, then, by (5p) and (6p), $A^{(p)} \cap A^{(p)} = \emptyset$ whenever $i(p) \neq j(p)$. Accordingly, by a well-known theorem [4, p. 154] the subspace $C = \bigcup_{p=1}^{\infty} A^{(p)}$ of X (where the union is over all dyadic sequences) is homeomorphic to the Cantor discontinuum. It remains to show that $C \subseteq \bigcup \{A_d \mid d \in D\}$ and that $\|C \cap A_d\| = 1$ for all $d \in D$. To prove the first relation, let $i$ be a given dyadic sequence and note that (6p+1) and (7p-1+9) imply that

$$\bigcap_{p=1}^{\infty} A^{(p+q)} \subseteq \bigcap_{p=1}^{\infty} A_n^{(p)} i_1^{(q+1)} \ldots i_{n_p-1}^{(q+1)},$$

and the latter set is $\subseteq A^{(q)}$ by Lemma 1 of §0.1. Since clearly $A^{(q)} \subseteq \bigcup \{A_d \mid d \in D\}$, the first relation is proved. To prove that C meets each $A_d$ in at most one point, we note first that the points of C are precisely the intersections $\bigcap A^{(p)}$ ($p=1, 2, \ldots$). Now we have just shown that $\bigcap_{p=1}^{\infty} A^{(p)} = A^{(q)}$ for $q=1, 2, \ldots$, and, by (6q), we have $A^{(q)} \subseteq \bigcup \{A_d \mid d \in D_{(q)}\}$. But, if $i$ and $j$ denote different dyadic sequences, then for some $q$ we have $i(q) \neq j(q)$, and hence $D_{(q)}$ and $D_{(q)}$ are disjoint by (5q); consequently, since the sets $A_d$ are pairwise disjoint, the points of C corresponding to the sequences $i$ and $j$ respectively must belong to different $A_d$’s. It follows that $\|C \cap A_d\| \leq 1$ for all $d \in D$.

This leads to a contradiction: for then every subset $S$ of C is of the form $C \cap (\bigcup \{A_d \mid d \in D_d\})$, for some $D_d \subseteq D$ and such sets, as the intersection of two analytic sets in X, are analytic in X and hence in C (0.4(1)). But this implies that C has $2^c$ analytic subsets contradicting 0.4(6). The theorem is thus proved.

REMARK. Theorem 2 will usually be applied when the (metric) space X is absolutely analytic (or absolutely Borel) rather than complete. This is possible since then any collection of subsets of X which is completely additive-analytic in X is also completely additive-analytic in $\bar{X}$ (the completion of $X$).
2.8 Corollaries to the basic theorem. The assumption of complete additivity in the hypothesis of Theorem 2 is used only to ensure that the sets \( A^{(p)} \) of (6p) are analytic in \( X \). When \( \|A_d\| = 1 \) for all \( d \) in \( D \) and \( \bigcup \{A_d \mid d \in D\} \) is analytic in \( X \), it is a consequence of Remark 2.6 and our method of proof that the sets \( A^{(p)} \) are analytic without assuming complete additivity. Thus we have the following theorems of A. H. Stone [14] and A. G. El'kin [3] as consequences of our method of proof.

**Corollary 3 [Stone (resp. El'kin)].** For each absolute Borel (resp. absolutely analytic) space \( X \), one and only one of the following alternatives is true: either (i) \( X \) is \( \sigma \)-discrete, or (ii) \( X \) contains a subset homeomorphic to the Cantor set \( C(\aleph_0) \).

**Corollary 4 (Stone [14]).** Every subset of an arbitrary metric space \( X \) is an absolute Borel (or absolutely analytic) set if and only if \( X \) is \( \sigma \)-discrete.

**Proof.** This is a direct consequence of the theorem and Lemma 6 (§1.4) in the case when each \( A_d \) is a single point.

**Corollary 5.** If a disjoint collection of absolute Borel sets of additive class \( \alpha > 0 \) is completely additive-absolutely analytic, then it is completely additive-absolutely Borel of additive class \( \alpha \).

**Proof.** This corollary is an immediate consequence of the theorem and Lemma 7 (§1.4).

**Corollary 6.** If \( X \) is absolutely analytic and of weight \( \leq k \), then every disjoint completely additive-analytic collection of subsets of \( X \) has cardinality \( \leq k \) (\( k \) an infinite cardinal).

**Proof.** By the theorem, such a collection has a \( \sigma \)-d.d. Choose a point from each nonempty member of this collection, and note that Lemma 6 (§1.4) implies that such a choice set is \( \sigma \)-discrete. Since \( X \) has weight \( \leq k \), every \( \sigma \)-discrete subset has cardinality \( \leq k \). Hence the original collection can have at most \( k \) members.

**Corollary 7.** If \( X \) is separable and absolutely analytic, then a disjoint collection of analytic subsets of \( X \) is completely additive-analytic in \( X \) if and only if it is countable.

**Proof.** This is just Corollary 6 with \( k = \aleph_0 \) and 0.4(3) taken together.


3.1 \( \sigma \)-discrete mappings. A consideration of Theorem 2 (§2.7) and its applications to the theory of Borel measurable mappings leads us to make the following definitions. A collection \( \mathcal{B} \) of subsets of \( X \) is said to be a base for the mapping \( f: X \to Y \) if to each open set \( V \subset Y \) there corresponds \( \mathcal{B}_V \subset \mathcal{B} \) with \( f^{-1}(V) = \bigcup \mathcal{B}_V \). If, in addition, \( \mathcal{B} \) is a \( \sigma \)-discrete collection, then we call \( \mathcal{B} \) a \( \sigma \)-discrete base and we say that the mapping \( f: X \to Y \) is \( \sigma \)-discrete. It is easily verified that \( f: X \to Y \) is
\(\sigma\) -discrete if and only if \(f: X \to f(X)\) is \(\sigma\) -discrete, and that the restriction of a \(\sigma\) -discrete mapping is again \(\sigma\) -discrete. We note that one could also call a mapping "\(\sigma\) -discretely decomposable" if it had a base which was \(\sigma\)-d.d. However, this leads to nothing new, since such mappings are also \(\sigma\)-discrete; and, conversely, \(\sigma\)-discrete mappings are obviously "\(\sigma\)-d.d." The former property follows from the fact that a \(\sigma\)-discrete decomposition of the base yields directly a \(\sigma\)-discrete base.

3.2 Examples of \(\sigma\)-discrete mappings. (1) If \(Y\) is separable, then every \(f: X \to Y\) is \(\sigma\)-discrete. For we need only take \(B = \{f^{-1}(R_1), f^{-1}(R_2), \ldots\}\) where \(R_1, R_2, \ldots\) is a countable open base for \(Y\). Conversely, suppose \(Y\) has the property that for every \(X\) and \(f: X \to Y\), \(f\) is \(\sigma\)-discrete. Then \(Y\) must be separable. Otherwise, we can construct a mapping \(f: X \to Y\) such that \(X\) is separable, \(f(X)\) is discrete, and \(\|f(X)\| = K_1\). Accordingly, if \(f\) is \(\sigma\)-discrete, any choice set for the collection of sets \(f^{-1}(x) (x \in f(X))\) is an uncountable \(\sigma\)-discrete set in the separable space \(X\); a contradiction.

(2) If \(X\) is a \(\sigma\)-discrete set, then every \(f: X \to Y\) is \(\sigma\)-discrete. For then we may take \(B = \{\{x\} \mid x \in X\}\). Conversely, a necessary condition for every mapping defined on a fixed metric space \(X\) to be \(\sigma\)-discrete is that \(X\) be \(\sigma\)-discrete. For if \(B\) denotes a \(\sigma\)-discrete base for a one-to-one correspondence between \(X\) and the discrete space of cardinality \(\|X\|\), then it follows from the property of a base that each \(\{x\}\) must belong to \(B\) \((x \in X)\); that is, \(X\) must be \(\sigma\)-discrete.

(3) Every continuous \(f: X \to Y\), with \(X\) or \(Y\) metrisable, is \(\sigma\)-discrete. For we may take \(B = \{f^{-1}(V) \mid V \in \mathcal{Y}\}\) (or \(B = \mathcal{Y}\)) where \(\mathcal{Y}\) is any \(\sigma\)-discrete base of open sets for \(Y\) (respectively, for \(X\)). That \(B\) is then \(\sigma\)-discrete (a base for \(f\)) follows easily from the continuity of \(f\). (Cf. proof of Lemma 5 (§1.4).)

(4) The composite of two \(\sigma\)-discrete mappings is \(\sigma\)-discrete. For let \(f: X \to Y\) and \(g: Y \to Z\) be \(\sigma\)-discrete. Let \(B = \bigcup_n B_n\) be a \(\sigma\)-discrete base for \(g\) and \(C = \bigcup_m C_m\) a \(\sigma\)-discrete base for \(f\), where the collections \(B_n\) and \(C_m\) are discrete. By the collectionwise normality of \(Y\) (see [2]), we can find disjoint open collections \(\{U_B \mid B \in B_n\}\) \((n = 1, 2, \ldots)\) such that \(U_B \supseteq B\). Let

\[C_{mn} = \{C \cap f^{-1}(B) \mid C \in C_m, B \in B_n, \text{ and } C \subset f^{-1}(U_B)\}.
\]

Then \(C_{mn}\) is discrete, since each nonvoid \(C\subset\) at most one \(f^{-1}(U_B)\) for \(B\) in \(B_n\). We claim that \(\bigcup_{m,n} C_{mn}\) is a base for \(g \circ f\). For we have \(f^{-1}(B) \subset f^{-1}(U_B) \supseteq \bigcup_m C_m\) for some \(C_m \supseteq C_m\), and hence \(f^{-1}(B) \supseteq \bigcup_m \{C \cap f^{-1}(B) \mid C \in C_m, C \subset f^{-1}(U_B)\}\). But the sets \(f^{-1}(B) (B \in B)\) are clearly a base for \(g \circ f\), and hence so is \(\bigcup_{m,n} C_{mn}\). Since this collection is countable, the proof of (4) is complete.

The fundamental result upon which the significance of this paper is based is the following theorem.

**Theorem 3.** If \(X\) is absolutely analytic, then a necessary and sufficient condition that a mapping \(f: X \to Y\) be \(\sigma\)-discrete and have a \(\sigma\)-discrete base of sets which are of additive class \(\alpha\) (resp. analytic) in \(X\) is that \(f\) be of class \(\alpha\) (resp. analytic). The necessity is independent of the hypothesis on \(X\).
Proof. We will prove the analytic case; the proof for the other case is completely analogous.

The condition is necessary. For suppose \( f \) is \( \sigma \)-discrete and has a base \( \mathcal{B} = \bigcup \mathcal{B}_n \) \((n=1, 2, \ldots)\) where \( \mathcal{B}_n \) is a discrete collection of analytic sets in \( X \). Given open \( V \subset Y \), by the definition of a base, there exists, for each \( n \), \( \mathcal{B}_n \subset \mathcal{B}_n \) such that \( f^{-1}(V) = \bigcup_n \mathcal{B}_n \). By (3) and (5) of §0.4, it follows that \( f^{-1}(V) \) is analytic in \( X \), proving that \( f \) is an analytic mapping.

The condition is sufficient. For suppose \( f: X \to Y \) is analytic. Let \( \mathcal{V} = \bigcup \mathcal{V}_n \) \((n=1, 2, \ldots)\) be an open base for \( Y \), where each \( \mathcal{V}_n \) is a discrete collection. We fix \( n \) throughout the rest of the argument. It suffices to produce a \( \sigma \)-discrete collection \( \mathcal{B}_n \) of analytic subsets of \( X \) such that \( f^{-1}(V) \) is the union of some subcollection of \( \mathcal{B}_n \) for each \( V \) belonging to \( \mathcal{V}_n \).

Since \( X \) is absolutely analytic,

\[
\mathcal{B}_n = \bigcup_m \{ f^{-1}(V) \cap U \mid V \in \mathcal{V}_n \}
\]

is a disjoint completely additive-analytic collection of sets in \( X \) (a completion of \( \mathcal{X} \)). Thus we may apply Theorem 2 (§2.7) to this collection. By Lemma 4 (§1.4), there exist open discrete collections \( \{ U_{\nu_m} \mid V \in \mathcal{V}_n \} \) \((m=1, 2, \ldots)\) such that \( f^{-1}(V) \subset \bigcup_m U_{\nu_m} \) for each \( V \) in \( \mathcal{V}_n \). But then,

\[
\mathcal{B}_n = \bigcup_m \{ f^{-1}(V) \cap U_{\nu_m} \mid V \in \mathcal{V}_n \}
\]

is a \( \sigma \)-discrete collection of analytic subsets of \( X \), and \( f^{-1}(V) = \bigcup_m f^{-1}(V) \cap U_{\nu_m} \) for each \( V \) in \( \mathcal{V}_n \) as required. It follows that \( \mathcal{B} = \bigcup_n \mathcal{B}_n \) is a \( \sigma \)-discrete base for \( f \) having the desired properties. The theorem is thereby proved.

3.3. We now proceed to show that a substantial part of the basic theory of Borel measurable mappings can be extended, from the "classical" separable metric case, to general metric spaces for the class of \( \sigma \)-discrete mappings. The properties of \( \sigma \)-discrete mappings allow us to extend, to general metric spaces, well-known methods used for separable spaces. The fact that \( \sigma \)-discrete bases (for mappings) can replace countable bases in these arguments is largely a consequence of the properties of "locally Borel" sets (cf. 0.4(4) and 0.4(5)). Of course, the importance of such results is based upon Theorem 3 of the preceding section; namely that a Borel measurable mapping is \( \sigma \)-discrete whenever it is defined on an absolutely analytic set.

We begin with the following basic lemma.

3.4 Lemma 10. If \( f: X \to Y \) is \( \sigma \)-discrete and of class \( \alpha > 0 \) (resp. is analytic, or has the Baire property), then \( f \) has a \( \sigma \)-discrete base of sets which are of ambiguous class \( \alpha \) (resp. are analytic, or have the Baire property) in \( X \). Moreover, we can take each discrete collection to be metrically discrete.

Proof. We will give the proof for mappings of class \( \alpha \); the proofs for the other properties are similar but easier. Let \( \mathcal{B} = \bigcup_n \mathcal{B}_n \) be a \( \sigma \)-discrete base for \( f \), and let...
\( V = \bigcup_n V_n \) be a \( \sigma \)-discrete open base for \( Y \), where \( S_m \) and \( V_n \) are discrete systems for each \( m \) and \( n \) (= 1, 2, \ldots). For each \( V \) in \( V \), write \( V = \bigcup F_{V_p} (p = 1, 2, \ldots) \) where \( F_{V_p} \) is closed in \( Y \). By hypothesis, \( f^{-1}(F_{V_p}) \) is of multiplicative class \( \alpha \) and \( f^{-1}(V) \) is of additive class \( \alpha \), and we have \( f^{-1}(F_{V_p}) \subseteq f^{-1}(V) \). Consequently, there exist [6, p. 350] sets \( E_{V_p} \) of ambiguous class \( \alpha \) such that \( f^{-1}(F_{V_p}) \subseteq E_{V_p} \subseteq f^{-1}(V) \). Accordingly, for each triple \((m, n, p)\) of natural numbers, we define

\[
\mathcal{B}_{mnp} = \{ B \cap E_{V_p} \mid B \in S_m, V \in V_n, \text{ and } B \subseteq f^{-1}(V) \}.
\]

Since the sets \( B \) for \( B \) in \( S_m \) form a discrete collection, which fact follows easily from the discreteness of \( S_m \), and each nonempty \( B \) in \( S_m \) is contained in at most one \( f^{-1}(V) \) for \( V \) in \( V_n \), it follows that \( \mathcal{B}_{mnp} \) is discrete in \( X \). Thus it suffices to show that \( \bigcup_{(m,n,p)} \mathcal{B}_{mnp} \) is a base for \( f \).

We will show that

\[
f^{-1}(V) = \bigcup \{ B \cap E_{V_p} \mid B \in S, B \subseteq f^{-1}(V), p = 1, 2, \ldots \}.
\]

The inclusion \( \supseteq \) is evident from the fact that \( E_{V_p} \subseteq f^{-1}(V) \) for all \( p \). On the other hand, \( f^{-1}(V) = \bigcup \{ B \mid B \in S, B \subseteq f^{-1}(V) \} \), since \( S \) is a base for \( f \), and \( f^{-1}(V) = \bigcup_{p=1}^{\infty} f^{-1}(E_{V_p}) \subseteq \bigcup_{p=1}^{\infty} E_{V_p} \) by construction. Hence the inclusion \( \subseteq \) follows and equality must hold. Since \( V \) is an open base for \( Y \), it follows that \( \bigcup_{(m,n,p)} \mathcal{B}_{mnp} \) is a base for \( f \).

3.5 Complex and product mappings. Given mappings \( f: X \to Y, g: X \to Z \), we can consider the "complex mappings" [6, p. 382] \( h: X \to Y \times Z \) defined by the equation \( h(x) = (f(x), g(x)) \).

**Theorem 4.** Suppose \( f \) is \( \sigma \)-discrete. Then a necessary and sufficient condition for the mapping \( h \) to be of class \( \alpha \) is that the "coordinate" mappings \( f \) and \( g \) be of class \( \alpha \).

In particular, this equivalence holds if \( f \) is continuous or \( X \) is absolutely analytic.

**Proof.** That the condition is necessary is well known [6, p. 382] and easy to prove; one has only to note that the mappings \( f \) and \( g \) can be expressed as the composite of \( h \) and a continuous projection.

The condition is sufficient. Let \( S = \bigcup S_n \ (n = 1, 2, \ldots) \) be a \( \sigma \)-discrete base for \( f \). By the preceding lemma, or by the continuity of \( f \) in the case \( \alpha = 0 \), we may suppose that each member of this base is of additive class \( \alpha \) in \( X \). Let \( U = \bigcup_s \{ V_s \times W_s \} \) be an arbitrary open set in \( Y \times Z \), where \( V_s \) and \( W_s \) are open in \( Y \) and \( Z \) respectively.

We need to show that \( h^{-1}(U) \) is of additive class \( \alpha \) in \( X \). Now we have that \( h^{-1}(U) = \bigcup_s h^{-1}(V_s \times W_s) = \bigcup_s f^{-1}(V_s) \cap g^{-1}(W_s) \). Also, letting \( S_n = \{ B_{nt} \mid t \in T_n \} \), we have \( f^{-1}(V_s) = \bigcup_n \bigcup_{t \in T_n} B_{nt} \) for suitable \( T_n(s) \subseteq T_n \). It follows that

\[
h^{-1}(U) = \bigcup_n \bigcup_s \bigcup_{t \in T_n(s)} B_{nt} \cap g^{-1}(W_s).
\]
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Since the sets \( B_n \cap g^{-1}(\bigcup_{t \in T_n} W_t) \) with \( t \in T_n \), for fixed \( n \), form a discrete collection of sets of additive class \( \alpha \) in \( X \), their union is also of this class by 0.4(5). Since a countable union of sets of additive class \( \alpha \) is again of this class by 0.4(3), it follows that \( h^{-1}(U) \) is of the desired class.

The particular cases follow from (3) and Theorem 3 of §3.2.

Corollary (Montgomery [10]). If \( f: X \rightarrow Y \) is of class \( \alpha \), then \( \text{Graph}(f) = \{(x, y) \mid y = f(x)\} \) is of multiplicative class \( \alpha \) in \( X \times Y \).

Proof. Let \( h: X \times Y \rightarrow Y \times Y \) denote the complex mapping with coordinates \( f \circ \pi_1 \) and \( \pi_2 \), where \( \pi_1 \) and \( \pi_2 \) denote the first and second projection, respectively, of the product space \( X \times Y \). Since \( \pi_2 \) is continuous and \( f \circ \pi_1 \) is of class \( \alpha \), it follows from the preceding theorem that \( h \) is of class \( \alpha \). Letting \( d \) denote the metric on \( Y \), it follows that the composition \( d \circ h \) is of class \( \alpha \), since \( d \) is a continuous mapping on \( Y \times Y \). Consequently,

\[
(d \circ h)^{-1}(0) = \{(x, y) \mid d(f(x), y) = 0\} = \{(x, y) \mid f(x) = y\}
\]

is of multiplicative class \( \alpha \) in \( X \times Y \), which was to be shown.

Theorem 5. A necessary and sufficient condition for a mapping \( h \) from a metric space \( X \) to a countable product space \( \prod Y_i \) \((i = 1, 2, \ldots)\) to be \( \sigma \)-discrete and of class \( \alpha \) is that for each \( i \) the mapping \( \pi_i \circ h \) be \( \sigma \)-discrete and of class \( \alpha \), where \( \pi_i \) denotes the \( i \)th projection of \( \prod Y_i \).

In particular, if \( X \) is absolutely analytic and each \( \pi_i \circ h \) is of class \( \alpha \), then \( h \) is of class \( \alpha \).

Proof. The condition is necessary. For this follows from the fact that \( \pi_i \circ h \) is \( \sigma \)-discrete (by 3.2(4)) and of class \( \alpha \) (by 0.5(9)).

The condition is sufficient. The case \( \alpha = 0 \) reduces to the case \( \alpha = 1 \) and a standard fact about continuity and product spaces. We suppose that \( \alpha > 0 \). By Theorem 3 (§3.2), it suffices to produce a \( \sigma \)-discrete base \( \mathscr{B} \) for \( h \) whose members are of additive class \( \alpha \) in \( X \). By hypothesis and Lemma 10 (§3.4), each of the mappings \( \pi_i \circ h \) has a \( \sigma \)-discrete base \( \mathscr{B}_i = \{B_{n_1}^i \mid t \in T^i_n, n = 1, 2, \ldots\} \) of sets of additive class \( \alpha \) in \( X \), where the sets \( B_{n_1}^i \) for fixed \( n \) form a discrete collection. We consider for each \( i = 1, 2, \ldots \) and for each \( i \)-tuple \((n_1, \ldots, n_i)\) of natural numbers all sets of the form

\[
B_{n_1}^1 \cap \cdots \cap B_{n_i}^i,
\]

for \((t_1, \ldots, t_i) \in T^1_{n_1} \times \cdots \times T^i_{n_i}\). Each set of the form \((')\) is of additive class \( \alpha \) in \( X \) [6, p. 346]. We take \( \mathscr{B} = \bigcup \mathscr{B}_{n_1, \ldots, n_i} \) (where the union is over all such \( i \)-tuples). Now each \( \mathscr{B}_{n_1, \ldots, n_i} \) is discrete in \( X \). For given any \( x \) in \( X \) there exist neighborhoods \( U_{n_r}^i \) \((r = 1, \ldots, i)\) of \( x \) such that \( U_{n_r}^i \) meets at most one member of the collection \( \mathscr{B}_{n_1, \ldots, n_i} \). Consequently, \( U_{n_1}^1 \cap \cdots \cap U_{n_i}^i \) is a neighborhood of \( x \) which meets at most one of the sets in \( \mathscr{B}_{n_1, \ldots, n_i} \). Since the set
of all finite sequences of natural numbers is countable, it remains only to show that \( \mathcal{B} \) is a base for \( h \).

Now \( \prod Y_i \) has a base of open sets of the form \( \pi_i^{-1}(V_1) \cap \cdots \cap \pi_i^{-1}(V_i) \) where \( V_r \) is open in \( Y_r \), \( r = 1, 2, \ldots, i \). Hence it suffices to show that the inverse image of these sets under \( h \), which take the form

\[
(\pi_1 \circ h)^{-1}(V_1) \cap \cdots \cap (\pi_i \circ h)^{-1}(V_i),
\]

are expressible as the union of some subcollection of \( \mathcal{B} \). By the definition of \( \mathcal{B} \), we have, for \( r = 1, 2, \ldots, i \),

\[
(\pi_r \circ h)^{-1}(V_r) = \bigcup \{ B^i_{n_t} \mid t_r \in S^i_{n_r}, n_r = 1, 2, \ldots \}
\]

for suitable \( S^i_{n_r} \subset T^i_{n_r} \). But then \( (\pi_r \circ h)^{-1}(V_r) \) is equivalent to

\[
\bigcup_{n_1, \ldots, n_i} B^i_{n_1 t_1} \cap \cdots \cap B^i_{n_i t_i}
\]

where \((n_1, \ldots, n_i)\) ranges over all \( i \)-tuples of natural numbers and \((t_1, \ldots, t_i) \in S^i_{n_1} \times \cdots \times S^i_{n_i} \). This proves that \( \mathcal{B} \) is a base for \( h \) and completes the proof of the theorem.

**Definition.** If \( g_i : X_i \to Y_i \) (\( i = 1, 2, \ldots \)) and \( x = (x_1, x_2, \ldots) \) is a point of the product \( \prod X_i \), then we define the “product” mapping \( p : \prod X_i \to \prod Y_i \) by the condition \( p(x) = (g_1(x_1), g_2(x_2), \ldots) \).

**Theorem 6.** If each \( g_i \) is \( \sigma \)-discrete and of class \( \alpha \), then so is \( p \). In particular, if each \( X_i \) is absolutely analytic and each \( g_i \) is of class \( \alpha \), then \( p \) is of class \( \alpha \).

**Proof.** Since \( \pi_i \circ p = g_i \circ \pi'_i \), where \( \pi'_i \) and \( \pi_i \) denote the \( i \)th projection of \( \prod X_i \) and \( \prod Y_i \) respectively, and \( g_i \circ \pi'_i \) is \( \sigma \)-discrete by 3.2(4) and of class \( \alpha \) by 0.5(9), Theorem 6 follows from Theorem 5 with \( p = h \).

**Theorem 7.** If \( f_i : X_i \to Y_i \), \( i = 1, 2, \ldots \), is \( \sigma \)-discrete and of class \( \alpha \), then the set \( I \) of all points \( x \in X_1 \times X_2 \times \cdots \) such that \( f_1(x_1) = f_2(x_2) = \cdots \) is of multiplicative class \( \alpha \) in \( X_1 \times X_2 \times \cdots \). Further, the mapping \( f \) defined by the condition \( f(x) = f_1(x_1) \), for \( x \) in \( I \), is \( \sigma \)-discrete and of class \( \alpha \) from \( I \) onto \( f(I) = f_1(X_1) \cap f_2(X_2) \cap \cdots \).

Moreover, if the mappings \( f_i \) are generalized homeomorphisms of class \( (\alpha, \beta) \) and either \( f(I) \) is absolutely analytic or each \( f^{-1}_i \) is \( \sigma \)-discrete, then \( f \) is a generalized homeomorphism of class \( (\alpha, \beta) \) and has a \( \sigma \)-discrete inverse (in which case we say that \( f \) is bi-\( \sigma \)-discrete).

**Proof.** By the preceding theorem, the product mapping \( p : X_1 \times X_2 \times \cdots \to Y \times Y \times \cdots \) is of class \( \alpha \). Since the diagonal \( D = \{ y \mid y_1 = y_2 = \cdots \} \) is a closed subset of \( Y \times Y \times \cdots \) [6, p. 153], it follows that

\[
p^{-1}(D) = \{ x \mid p(x) \in D \} = I
\]

is of multiplicative class \( \alpha \) in \( X_1 \times X_2 \times \cdots \). Furthermore, since \( p \) is \( \sigma \)-discrete (Theorem 6) and the first projection \( \pi_1 \) for \( Y \times Y \times \cdots \) is continuous, \( \pi_1 \circ p \mid I = f \) is \( \sigma \)-discrete and of class \( \alpha \).
We proceed to the proof of the part of the theorem concerning generalized homeomorphisms. It is easy to see [6, p. 153, Theorem 4] that if the mappings \( f_i \) are one-to-one, the same is true of \( f \). Now suppose each \( f_i \) is of class \((\alpha, \beta)\), and each \( f_i^{-1} \) is \( \sigma \)-discrete (or \( f(I) \) is absolutely analytic). Then the complex mapping \( h: f(I) \to X_1 \times X_2 \times \cdots \) with coordinates \( f_i^{-1} | f(I) \) is \( \sigma \)-discrete and of class \( \beta \) by Theorem 5. But, if \( x \in I \), then

\[
h(f(x)) = (f_1^{-1}(f_1(x_1)), \ldots, f_n^{-1}(f_1(x_n)), \ldots) \\
= (f_1^{-1}(f_1(x_1)), \ldots, f_n^{-1}(f_n(x_n)), \ldots) \\
= (x_1, \ldots, x_n, \ldots) = x.
\]

Hence \( h = f^{-1} \), proving that \( f \) is a generalized homeomorphism of class \((\alpha, \beta)\) and is bi-\( \sigma \)-discrete.

**Remark.** The reader can find a complete account of the standard treatment of the concepts of §3.5 in Kuratowski [6, pp. 382–384].

3.6 The basic theorem for nonseparable Borel sets. Throughout this section, the letter \( k \) will denote an infinite cardinal.

Theorem 7 of §3.5 can be used to obtain a sharpening of the "basic theorem" for the structure theory of nonseparable Borel sets due to A. H. Stone:

**Theorem (Stone [13, Theorem 4]).** If \( Y \) is an absolute Borel set of class \( \alpha \geq 1 \), and of weight \( \leq k \), there exists a generalized homeomorphism \( f \), of class \((0, \omega_0^0)\), of some closed subset \( A \) of \( B(k) \) onto \( Y \).

We need the following lemmas which were proven in [13, Lemma 3.3 and Theorem 2].

**Lemma (Stone).** If \( X \) is a complete metric space of weight \( \leq k \), there exists a generalized homeomorphism \( f \), of class \((0, 1)\), of a \( G_\delta \) subset \( A \) of \( B(k) \) onto \( X \).

**Lemma (Stone).** Every \( G_\delta \) subset of \( B(k) \) is homeomorphic to a closed subset of \( B(k) \).

**Theorem 8.** Let \( Y \) be a complete metric space of weight \( \leq k \). For every set \( X \subset Y \) of multiplicative (resp. ambiguous) class \( \alpha \geq 2 \) in \( Y \) there exists a generalized homeomorphism \( f \), of class \((0, \alpha)\), of a closed subset \( A \) of \( B(k) \) onto \( Y \) such that \( f^{-1}(X) \) is a \( G_\delta \) (resp. \( F_\alpha \) and \( G_\delta \)) in \( A \). Further, if \( \alpha = \beta + 1 \), then \( f \) can be taken to be of class \((0, \beta)\). (Cf. [6, p. 448, Theorem 1].)

**Proof.** We consider first the proof for ambiguous classes. We assume then that the theorem is true for all sets of ambiguous class \( < \alpha (\alpha \geq 2) \), and proceed to deduce it for any set \( X \) of ambiguous class \( \alpha \).

By 0.4(7), \( X \) has the form

\[
X = \bigcup_{n=1}^{\infty} (X_n \cap X_{n+1} \cap \cdots) = \bigcap_{n=1}^{\infty} (X_n \cup X_{n+1} \cup \cdots)
\]
where $X_n$ is of ambiguous class $\alpha_n$ and $0 < \alpha_n < \alpha$. Then, by the inductive hypothesis (if $\alpha_n \geq 2$) or by the preceding two lemmas (if $\alpha_n = 1$), there exist for each $n$ a closed subset $F_n$ of $B(k)$ and a generalized homeomorphism $g_n$, of class $(0, \alpha_n)$, of $F_n$ onto $X_n$ (for $\alpha_n = 1$, $X_n$ is a $G_\delta$ in $Y$ and hence completely metrisable [6, p. 408], so the preceding lemmas can be applied). Similarly, since $Y \sim X_n$ is of ambiguous class $\alpha_n$, there exists a closed subset $K_n$ of $B(k)$ and a generalized homeomorphism $h_n$, of class $(0, \alpha_n)$, of $K_n$ onto $Y \sim X_n$.

By 0.6(10), we may identify the discrete union of $F_n$ and $K_n$ with a closed subset $A_n$ of a copy $B_n$ of $B(k)$, and define a mapping $f_n: A_n \to Y$ by requiring that $f_n|F_n = g_n$ and $f_n|K_n = h_n$. Evidently, $f_n$ is a one-to-one continuous mapping and satisfies the conditions $f_n(F_n) = X_n$ and $f_n(K_n) = Y \sim X_n$. Moreover, the mapping $f_n^{-1}$ is of class $\alpha_n$, since the restrictions $f_n^{-1}|X_n$ and $f_n^{-1}|Y \sim X_n$ are of class $\alpha_n$ and $X_n$ is ambiguous of class $\alpha_n$ in $Y$ [6, p. 377].

Let $B = B_1 \times B_2 \times \cdots$ and let $A$ be the set of all points $x$ in $B$ such that $f_1(x_1) = f_2(x_2) = \cdots$. We define $f$ by the rule $f(x) = f_1(x_1)$ for $x \in A$. Since, by Theorem 3 (§3.2), $f_n$ and $f_n^{-1}$ are $\sigma$-discrete for each $n$, and $f_n$ is a generalized homeomorphism of class $(0, \alpha_n)$ $(\alpha_n < \alpha)$, it follows from Theorem 7 (§3.5) that $A$ is a closed subset of $A_1 \times A_2 \times \cdots$ (hence of $B$) and $f$ is a generalized homeomorphism of class $(0, \alpha)$, if $\alpha$ is a limit ordinal, and of class $(0, \beta)$, if $\alpha = \beta + 1$, of $A$ onto $f_1(A_1) \cap f_2(A_2) \cap \cdots = Y$.

Since $B$ is homeomorphic to $B(k)$ [13, p. 5], it remains only to show that $f^{-1}(X)$ is an $F^\alpha$ and $G_\delta$ (we remark that the proof now follows verbatim the one given in the separable case [6, p. 449], although we include it here for the sake of completeness). We have

$$f^{-1}(X) = \bigcup_{n=1}^{\infty} [f^{-1}(X_n) \cap f^{-1}(X_{n+1}) \cap \cdots]$$

and since $f$ is continuous, we need show only that $f^{-1}(X_n)$ is closed and open in $A$.

But, for $x \in A$, we have

$$f(x) \in X_n \equiv f_n(x_n) \in X_n \equiv x_n \in F_n;$$

since $F_n$ is both open and closed in $A_n$, it follows that

$$f^{-1}(X_n) = A \cap (A_1 \times \cdots \times A_{n-1} \times F_n \times A_{n+1} \times \cdots)$$

is open and closed in $A$.

We proceed to prove the theorem in the case of multiplicative classes. If $X$ is of multiplicative class $\alpha$ $(> 1)$, then we have $X = X_1 \cap X_2 \cap \cdots$, where each $X_n$ is ambiguous of class $\alpha$. By what we have just proved, there exists for each $n$ a closed subset $A_n$ of a copy of $B(k)$, denote this copy by $B_n$, and a generalized homeomor-
phism $f_n$, of class $(0, \alpha)$, of $A_n$ onto $Y$ such that $f_n^{-1}(X_n)$ is an $F_\sigma$ and $G_\delta$ in $A_n$. Now let $A$ and $f$ be defined as above. Then

$$f(A) = f_1(A_1) \cap f_2(A_2) \cap \cdots \subseteq Y,$$

$$f^{-1}(X) = f^{-1}(X_1) \cap f^{-1}(X_2) \cap \cdots,$$

and

$$f^{-1}(X_n) = A \cap (B_1 \times \cdots \times B_{n-1} \times f_n^{-1}(X_n) \times B_{n+1} \times \cdots),$$

which proves that $f^{-1}(X_n)$, and hence $f^{-1}(X)$, is a $G_\delta$ in $A$. Finally, if $\alpha = \beta + 1$, then, as the above argument shows, we may take $f$ to be of class $(0, \beta)$.

3.7 Continuity apart from sets of the first category. Here we are concerned with the extension to general metric spaces of theorems, well known for the separable case, regarding the continuity properties of Borel measurable mappings or, more generally, mappings which have the Baire property. A complete account of the basic results of the standard theory can be found in [6, pp. 394-403] and [4, pp. 286-291].

**Theorem 9.** Let $f: X \to Y$ be $\sigma$-discrete. Then a necessary and sufficient condition for $f$ to have the Baire property is that there exists a set $P$ of the first category (in $X$) such that the restriction of $f$ to $X \sim P$ is continuous. The sufficiency is independent of the hypothesis on $f$ [6, p. 400].

**Proof.** We need to define a set $P$ of the first category such that the mapping $g = f| X \sim P$ is continuous; i.e., $g^{-1}(V)$ is open relative to $X \sim P$ whenever $V$ is open in $Y$. Let $\mathcal{B} = \bigcap_n \mathcal{B}_n$ be a $\sigma$-discrete base for $f$ such that each $\mathcal{B}_n$ is a discrete collection of sets having the Baire property in $X$ ($n = 1, 2, \ldots$); such a base exists by Lemma 10 (§3.4). Accordingly, each $B$ in $\mathcal{B}$ has the form $B = (W_B \sim P_B) \cup R_B$, where $W_B$ is open in $X$ and $P_B$ and $R_B$ are of the first category (see [6, p. 87]); and we may evidently assume that $P_B \subseteq B$. As the union of a discrete collection of sets of the first category, it follows from a theorem of Banach [12, p. 182] that each of the sets $P_n = \bigcup \{P_B \mid B \text{ in } \mathcal{B}_n\}$ and $R_n = \bigcup \{R_B \mid B \text{ in } \mathcal{B}_n\}$ is of the first category in $X$, $n = 1, 2, \ldots$. Let $P = (P_1 \cup R_1) \cup (P_2 \cup R_2) \cup \cdots$. Now let $V$ be open in $Y$, and note that $g^{-1}(V) = f^{-1}(V) \sim P$. Hence there exist subcollections $\mathcal{B}'_n \subseteq \mathcal{B}_n$ such that

$$g^{-1}(V) = \bigcup_n \left[ \bigcup \mathcal{B}'_n \right] \sim P = \bigcup_n \bigcup_{B \in \mathcal{B}'_n} [(W_B \sim P_B \cup R_B) \sim P].$$

Since $P_B \cup R_B \subseteq P$, it follows that

$$[(W_B \sim P_B) \cup R_B] \sim P = W_B \sim P.$$\[Hence \, g^{-1}(V) = \bigcup_n \bigcup_{B \in \mathcal{B}'_n} W_B \sim P \text{ is open relative to } X \sim P, \text{ which proves that } f| X \sim P \text{ is continuous.}]

**Remark.** Whether or not Theorem 9 continues to hold without the $\sigma$-discrete condition remains unanswered (cf. [7, p. 545]).
Corollary 8. If \( X \) is absolutely analytic and \( f: X \to Y \) is (in particular) Borel measurable, then there exists a set \( P \) of the first category in \( X \) such that \( f\vert_X \sim P \) is continuous.

For Borel measurable mappings of class 1, Theorem 9 takes a much stronger form; and we have the following generalization to nonseparable spaces of a famous theorem of Baire (cf. [6, p. 394, Theorem 1] and [4, p. 289]).

Theorem 10. The set \( D \) of points of discontinuity of a \( \sigma \)-discrete Borel measurable mapping of class 1 is of the first category.

Proof. Let \( f: X \to Y \) be \( \sigma \)-discrete and of class 1. Then \( f \) has a \( \sigma \)-discrete base \( \mathcal{B} = \bigcup_n \mathcal{B}_n \), where \( \mathcal{B}_n \) is a discrete collection of \( F_\sigma \)-sets in \( X \) (Lemma 10, §3.4). Now recall that the set \( D \) of points of discontinuity of \( f \) satisfies the formula \( D = \bigcup_V (f^{-1}(V) \sim \text{Int } f^{-1}(V)) \), where \( V \) runs over the family of open sets of \( Y \). Thus we have \( D \subseteq \bigcup_n \bigcup_{B \in \mathcal{B}_n} (B \sim \text{Int } [B]) \), as follows easily from the fact that \( \mathcal{B} \) is a base for \( f \). But, as boundary \( F_\sigma \)-sets, the sets \( B \sim \text{Int } [B] \) are of the first category in \( X \) [6, p. 81]. Since the sets \( B \sim \text{Int } [B] \), for \( B \) in \( \mathcal{B}_n \), form a discrete collection for each \( n \), it follows that \( \bigcup_n \bigcup_{B \in \mathcal{B}_n} (B \sim \text{Int } [B]) \), and hence \( D \) is of the first category.

Remark. The problem of "analytic representation" (see [6, p. 392]) of Borel measurable mappings for nonseparable metric spaces can also be solved for the class of \( \sigma \)-discrete mappings. One can show that, for \( \alpha > 1 \), every \( \sigma \)-discrete mapping \( f: X \to Y \) of class \( \alpha \) is the pointwise (uniform) limit of a sequence of \( \sigma \)-discrete mappings of classes \( < \alpha (= \alpha) \), each having a discrete range contained in the range of \( f \). Also, if either \( \dim X = 0 \) (in the sense of the Lebesgue covering dimension [11]) or \( Y \) is an AR (metric) (i.e., an absolute retract for metric spaces), then the theorem is also true for \( \alpha = 1 \). As a consequence of these results one obtains generalizations of the Banach and Lebesgue-Hausdorff Theorems on analytic representation (see [1], [9], and [6, pp. 392–394]). These results, in turn, can then be applied to obtain extensions to nonseparable spaces of the "classical" theorems on the extension properties of Borel measurable mappings, including a generalized form of the Lavrentiev theorem (cf. [8]). The author hopes to publish the details in a subsequent paper.
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