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Abstract: Let $P$ be a polynomial such that $k$ of the $n-1$ principal curvatures are different from zero at each point of $N(P) = \{ s \in \mathbb{R}^n : P(s) = 0 \}$; $N(P)$ is assumed to be nonempty, bounded, and $n-1$ dimensional. If $\text{Supp } \psi \subset U^\delta = \{ s \in \mathbb{R}^n : |P(s)| < \delta \}$ with $\delta$ small and $\psi \in C_0^\infty(\mathbb{R}^n)$, let $\varphi$ be the integral of $\psi$ over $N(P-q)$ if $q \in [-\delta, \delta]$ and $\varphi_P(s) = \varphi(P(s))$ on $U^\delta$ and $= 0$ outside $U^\delta$. Then $\varphi_P \in C_0^\infty(\mathbb{R}^n)$. We define the symmetrization $\nu^\varphi$ of a distribution $\nu$, with $\text{Supp } \nu \subset U^\delta$, in a natural way. Setting $u = \mathcal{F}^{-1}(\nu^\varphi)$ and $u_0 = \mathcal{F}^{-1}(\psi)$, we prove that $u_0$ is the integral of the product of $u$ with some function $w(\cdot, \cdot)$ which depends only on $P$. This result is used to prove a Liouville type theorem for entire solutions of $P(-iD_x)u(x) = f(x)$, with $f \in C_0^\infty(\mathbb{R}^n)$.

Introduction. We define the concept of symmetrization $\nu^\varphi$ (Definition 1.3) of a distribution $\nu$ and the concept of quadratic symmetrization $w$ (Definition 1.2) associated with the real null set $N(P)$ of a polynomial $P$. It is assumed here that $N(P)$ is nonempty, bounded and without double points. In §3, we represent the inverse Fourier transform $u_0$ of $\nu^\varphi$ in terms of $u$ and the quadratic symmetrization $w$ (Theorem 3.1). This involves the representation of $w$ in terms of the inverse Fourier transform of some density function defined on $N(P-q)$, $|q| < \delta$ (small in $\delta$) (Theorem 2.1). Estimates of the behavior of $u_0$ and $w$ at infinity are also derived (Theorem 4.1).

In §5 we find a criterion (Theorem 5.1) for the existence of a $C_0^\infty(\mathbb{R}^n)$ solution of a partial differential equation

\begin{equation}
(*) \quad P(-iD)u = f, \quad f \in C_0^\infty(\mathbb{R}^n), \quad D_x = \partial/\partial x.
\end{equation}

The results in the first five sections are used in the last section to derive a Liouville type theorem (Theorem 6.1) asserting that if for each irreducible factor $P_j$ of a polynomial $P$ such that $N(P_j)$ is nonempty, bounded and $n-1$ dimensional, at each point of $N(P_j)$ there are at least $k_j$, principal curvatures, $k_j > 0$, of $N(P_j)$ different from zero, and if $u$ is a solution of the equation (\*) such that $u(x) = o(|x|^{-d})$ as $x$ approaches infinity with $d \geq n - 1 - \min_{1 \leq j \leq s} k_j/2$, then $u$ belongs to $C_0^\infty(\mathbb{R}^n)$; moreover $u = 0$ if $f = 0$. A result similar to Theorem 6.1 was proved by W. Littman.
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Neither result includes the other. Our Theorem 6.1 has the advantage that it allows repeated factors in the polynomial $P$, while Littman’s result is not restricted by the condition that $N(P)$ be bounded. Our proof is entirely different from Littman’s. The idea of our proof, in the homogeneous case, is motivated by A. Friedman [3] who discusses the decay at infinity of solutions of a polynomial of the Laplacian; in his proof another type of symmetrization is employed. A symmetrization of still a different nature appears in [13].

The results of this paper are based on the author’s doctoral thesis written at Northwestern University, Evanston, Illinois. He would like to express his gratitude to his advisor, Avner Friedman, for his encouragement and helpful advice and to the referee for his kindly suggestion.

1. Symmetrization of distributions. Let $(D)$ be the space of $C_c^\infty(R^n)$-functions with the topology defined in L. Schwartz [11] and $(D^{'})$ the space of distributions. Let $S$ be the space of fast-decreasing functions and $S'$ denote the space of tempered distributions. $(D^{'})$ and $S'$ are the conjugate spaces of $(D)$ and $S$, respectively, [2] and [11].

**Definition 1.1.** A polynomial $P(s)$ is said to belong to $(\pi)$ if

(a) $N(P)=\{s \in R^n : P(s)=0\}$ is nonempty and bounded;

(b) $\text{grad } P(s) \neq 0$ on $N(P)$.

Let $U$ be a bounded neighborhood of $N(P)$, $U^\delta=\{s \in U : |P(s)|<\delta\}$, and $S_\delta=\{\varphi \in S : \text{Supp } \varphi \subset U^\delta\}$. Let $N_0(P-q)=N(P-q) \cap U$. $|N_0(P-q)|$ and $dS_\delta(s)$ denote the area and the surface element, respectively, of the $n-1$ dimensional manifold $N_0(P-q)$ in $R^n$. For $\varphi \in L^1(U^\delta)$, define

$$\varphi^\delta(q) = \frac{1}{|N_0(P-q)|} \int_{N_0(P-q)} \varphi(s) dS_\delta(s) \quad \text{if } |q| < \delta,$$

$$= 0 \quad \text{if } |q| \geq \delta;$$

and

$$\varphi^\delta(s) = \varphi^\delta(P(s)) \quad \text{if } s \in U^\delta,$$

$$= 0 \quad \text{if } s \notin U^\delta.$$

**Remark.** $dS_\delta$ is defined by $dS_\delta dq=dV$ where $dV$ is the volume element of $R^n$. This definition coincides with the usual intrinsic definition of the area element $dS_\delta$ [4] and [15].

**Lemma 1.1.** For each polynomial $P \in (\pi)$, there is a neighborhood $U$ of $N(P)$ and a number $\delta_0>0$ such that if $0<\delta<\delta_0$ and if $\varphi$ belongs to $S_\delta$, then $\varphi^\delta$ is well defined, $\varphi^\delta \in C_c^\infty([-\delta, \delta])$, and $\varphi^\delta \in S_\delta$.

**Proof.** We must show that (i) $N_0(P-q)$ is a $C^\infty$-manifold if $|q|<\delta$ and (ii) $\varphi^\delta$ is $C^\infty$. Since $\text{grad } P(s) \neq 0$ on $N(P)$, for each $a \in N(P)$, there is $j=j(a)$, $1 \leq j \leq n$, such that $D_jP(s) \neq 0$. By the Inverse Mapping Theorem there is a neighborhood
Let \( U_a \) of \( a \) and a ball \( B_{t(a), \epsilon(a)} \) in \( \mathbb{R}^n \) with center \( t(a) \) and radius \( \epsilon(a) > 0 \) such that the mapping \( t = t(s) \) given by \( s = t(s) \) and \( t_i = s_i \), if \( i \not= j, 1 \leq i \leq n \), is a \( C^\infty \)-diffeomorphism from \( U_a \) onto \( B_{t(a), \epsilon(a)} \); furthermore, on \( U_a \), \( D_{s_j} P(s) \neq 0 \). Denote the inverse mapping by \( s = s(t) \), or by \( s_j = s_j(t) \), with \( s_i = t_i \) for all \( i \not= j, 1 \leq i \leq n \). Since \( N(P) \) is compact, there is a finite number of points \( a^1, \ldots, a^n \) belonging to \( N(P) \) such that the corresponding neighborhoods \( U_{a^1}, \ldots, U_{a^n} \) form an open covering of \( N(P) \). Let \( U \) be the union of these sets \( U_{a^j} \).

Let \( W \) be a neighborhood of \( N(P) \) whose closure is contained in \( U \). For \( \delta_0 > 0 \) sufficiently small, \( N_0(P - q) \subset W \) if \( |q| > \delta_0 \). Indeed, if there is no such number \( \delta_0 \), then there are sequences \( \{q_i\} \subset R^1 \) and \( \{s^i : s^i \in N_0(P - q_i) \cap W \} \) such that \( P(s^i) = q_i \to 0 \) when \( i \to \infty \). Hence there is a subsequence of \( \{s^i\} \), say \( \{s^i\} \), convergent to some point \( s^0 \). Since \( W \) is open and \( s^i \not\subset W \), \( s^0 \not\subset W \). On the other hand, since \( P(s^0) = \lim P(s^i) = 0, s^0 \in N(P) \subset \overline{W} \) — a contradiction. We have thus proved that there \( \delta_0 > 0 \) such that \( N_0(P - q) \subset W \) if \( |q| < \delta_0 \).

Therefore \( U^\delta \) is a neighborhood of \( N(P) \) and its closure \( \overline{Cl(U^\delta)} \) is contained in \( \overline{W} \), hence in \( U \). Moreover \( N_0(P - q) \) is a \( C^\infty \)-manifold.

Construct the partition of unity subordinate to the covering \( \{U_{a^j}\} \) of \( \overline{Cl(U^\delta)} \) in the following way [10]:

\[ \varphi_i \in C^\infty_c(R^n), \quad \varphi_i \geq 0, \quad \text{Supp} \ \varphi_i \subset U_{a^i}, \quad \text{and} \quad \sum_{1 \leq i \leq r} \varphi_i = 1 \quad \text{on} \ \overline{Cl(U^\delta)}. \]

Then for \( \varphi \in S_\delta \),

\[ (1) \quad \int_{N_0(P - q)} \varphi(s) \, dS_q(s) = \sum_{1 \leq i \leq r} \int_{N_0(P - q) \cap U_{a^i}} \varphi(s) \varphi_i(s) \, dS_q(s) = \sum_{1 \leq i \leq r} \Psi_i(q). \]

Consider a term \( \Psi_i \). For simplicity we assume that \( j = j(a) = 1 \). The image of \( U_{a^1} \cap N_0(P - q) \) under the \( C^\infty \)-diffeomorphism \( t = t(s) \) is

\[ \{(q, t') = (q, t_2, \ldots, t_n) : \ |t' - (a^1')|^2 < \epsilon^2(a^1') - q_2^2\}. \]

The inverse mapping \( s = s(q, t') \) is given by \( s_1 = s_1(q, t') \), \( s' = t' \), and the Jacobian of the inverse mapping equals \( 1/D_{s_1} P(s) \); \( D_{s_1} P(s) \neq 0 \) on \( U_{a^1} \). From the definition of \( dS_q, dS_{q^2} = (1/D_{s_1} P(s)) \, dt' \).

Hence

\[ \Psi_i(q) = \int_{u'^1(a^1') = a^1(q, t', t')} \varphi(s) \varphi_i(s) \, D_{s_1} P(s) \, dt'. \]

Then \( \Psi_i(q) \) is a \( C^\infty \)-function in \( q \), and hence the left-hand side of (1) is \( C^\infty \) if \( |q| < \delta_0 \). If we take \( \varphi = 1 \) in (1), the integral is \( |N_0(P - q)| \) which is a \( C^\infty \)-function of \( q \), \( |q| < \delta_0 \). This implies that \( \varphi^\delta \in C^\infty_c([-\delta, \delta]) \) and completes the proof of the lemma.

DEFINITION 1.2. For any function \( \varphi \in S_\delta \), \( 0 < \delta < \delta_0 \), \( \varphi^\delta \) is called the symmetrization of \( \varphi \) with respect to the manifold \( N(P) \) in the function sense.

Let \( \chi_0 \) be a function in \( C^\infty_c(R^1) \) such that \( \chi_0 \geq 0, \chi_0 = 1 \) on \([ -\delta, \delta] \), \( 0 < \delta < \delta_0 \), and \( \text{Supp} \ \chi_0 \subset (-\delta_0, \delta_0) \). Let \( \chi(s) \) be equal to \( \chi_0(P(s)) \) on \( U^\delta_0 \) and 0 outside \( U^\delta_0 \). Then \( \chi \) belongs to \( S_\delta \). For any distribution \( T \) with support in \( U^\delta \), define the symmetrization \( T^\delta \) of the distribution \( T \) with respect to \( N(P) \) as follows:

\[ (T^\delta, \varphi) = (T, [\chi \varphi]^\delta), \quad \varphi \in S. \]
One easily sees that if \( f \) is a continuous function with support in \( U^4 \), then the symmetrization of \( f \) in the sense of distribution is the same as the symmetrization of \( f \) in the function sense.

**Lemma 1.2.** Every tempered distribution \( v \) with compact support can be expressed in the form

\[
v(s) = D^4_t \mu(s) \equiv \partial^n \mu(s)/(\partial s_1 \cdots \partial s_n) \quad (1 = (1, \ldots, 1)),
\]

where \( \mu \) belongs to \( L^\infty(R^n) \) with support contained in

\[
G_b + \varepsilon = \{ s \in R^n : |s_j| < b_j + \varepsilon, j = 1, \ldots, n \}, \quad \varepsilon > 0,
\]

where \( b > 0 \) is any vector such that \( \text{Supp } \mu \subseteq G_b \).

**Proof.** It is well known [2] that if \( v \) in \( S' \) has compact support, then its inverse Fourier transform \( u(x) \) can be extended to an entire function \( u(z) \) of exponential type \( \leq b \). From [2, p. 163] or [6, p. 157], there is a completely additive complex measure \( dv \) with support contained in the bounded neighborhood \( G_b + \varepsilon \) of \( \text{Supp } v \) such that

\[
\varphi(z) = \int G_b + \varepsilon e^{izs} \, dv(s), \quad \varepsilon > 0.
\]

This implies that the Fourier transform of \( u \) is the measure \( dv \), i.e. \( u = v \).

For any \( \varphi \in C_c^\infty(G_b + \varepsilon) \),

\[
(v, \varphi) = \int G_b + \varepsilon \varphi(s) \, dv(s).
\]

Since

\[
\varphi(t) = \int_{-\infty}^{t_1} \cdots \int_{-\infty}^{t_n} D^4_t \varphi(s) \, ds_1 \cdots ds_n,
\]

we have

\[
\sup_{x \in R^n} \{|\varphi(t)|\} \leq \| D^4 \varphi \|_{L^1(\omega_{b+\varepsilon})}.
\]

Moreover, denoting by \( |v| \) the total variation of \( v \), we have

\[
|(v, \varphi)| \leq \sup_{x \in G_b + \varepsilon} \{|\varphi(s)| \cdot |v|(G_b + \varepsilon) \} \leq C \| D^4 \varphi \|_{L^1(\omega_{b+\varepsilon})},
\]

So the map \( D^4 \varphi \to (v, \varphi) \) is a bounded linear functional on \( D^4C_c^\infty(G_b + \varepsilon) \), as a subspace of \( L^1(G_b + \varepsilon) \). By the Hahn-Banach Theorem it can be extended to a bounded linear functional on \( L^1(G_b + \varepsilon) \). Therefore there exists a function \( f \in L^\infty(G_b + \varepsilon) \) such that \( (f, D^4 \varphi) = (v, \varphi) \) for all \( \varphi \in C_c^\infty(G_b + \varepsilon) \). Hence \( v = D^4 \mu \), \( \mu = (-1)^n f \). This is the assertion of the lemma.

**Definition 1.3.** For any nonnegative integer \( h \) we define the Dirac-measures \( (D^h \delta)(P) \) on \( N(P) \) as follows:

\[
((D^h \delta)(P), \varphi) = (D^h \delta, [\chi^2 \varphi]^p) \quad \text{for any } \varphi \in S,
\]

where \( \delta \) on the right-hand side is the Dirac-measure in \( R^1 \).
Theorem 1.1. Let the polynomial $P$ belong to the class $(\pi)$. If $v$ is a distribution with support contained in $N(P)$, then the support of $v^\varphi$ is in $N(P)$ and $v^\varphi$ is a linear combination of Dirac-measures on $N(P)$,

$$v^\varphi = \sum_{0 \leq h \leq n} C_h(D^h\delta)(P), \quad C_h = \frac{(-1)^h}{h!} (v, \chi^2P^h).$$

**Proof.** The first assertion is obvious. We shall prove the second assertion. For any $\varphi \in S$, set

$$[\chi^2\varphi]^\omega(q) = [\chi^2\varphi]^\varphi(q) - \sum_{0 \leq h \leq n} q^h h! D^h_{\text{f}}[\chi^2\varphi]^\varphi(0), \quad |q| < \delta,$$

$$[\chi^2\varphi]^\omega(s) = [\chi^2\varphi]^\varphi(P(s))$$

on $U^\delta$ and $= 0$ if $s \notin U^\delta$. We retain the notation in the proof of Lemma 1.1. On each $U^\alpha$, $t_j = P(s)$, $t_m = s_m$, $m \neq j = j(i)$, $1 \leq m, j \leq n$, and we see that

$$D^\varphi_s = \sum_{1 \leq h \leq [\alpha]} a_h(s)D^h_l + Q(s, D^l),$$

where $a_h \in C^\infty(U^\delta)$ and $Q(s, D^l)$ is the differential operator of which each term contains a factor different from $D^l$. Hence on $U^\alpha$,

$$D^\varphi_s [\chi^2\varphi]^\omega(s) \equiv 0, \quad |\alpha| \leq n.$$

By Lemma 1.2 the order of $v$ is $\leq n$. Since the support of $v$ is compact, by a result in [2, p. 65] $(v, \varphi) = 0$ for any $\varphi \in (D)$ for which $D^\varphi \varphi = 0$ on $\text{Supp} \ v$ for $|\alpha| \leq n$. Therefore (3) implies that $(v, [\chi^2\varphi]^\omega) = 0$. Hence

$$(v^\varphi, \varphi) = (v, [\chi^2\varphi]^\varphi) = \sum_{0 \leq h \leq n} \frac{1}{h!} D^h_{\text{f}}[\chi^2\varphi]^\varphi(0)(v, \chi^2P^h)$$

$$= \sum_{0 \leq h \leq n} \frac{1}{h!} (\delta(q), D^h_{\text{f}}[\chi^2\varphi]^\varphi(q))(v, \chi^2P^h)$$

$$\equiv \left( \sum_{0 \leq h \leq n} C_h(D^h\delta)(P), \varphi \right), \quad \varphi \in S,$$

by Definition 1.3. This yields (2).

2. Quadratic symmetrization.

**Definition 2.1.** Let $P$ be a polynomial in $(\pi)$. Define $E(s, x) = \chi(s)e^{ixs}$; then $E^\varphi(q, x)$ and $E^\varphi(s, x)$ are defined for each $x \in R^n$. We call the inverse Fourier transform $w(\ , x)$ of $\chi E^\varphi(\ , x)$ the quadratic symmetrization of the polynomial $P$.

**Lemma 2.1.** If $w$ is the quadratic symmetrization of the polynomial $P \in (\pi)$, then

$$w(x, y) = \int_{-\delta}^{\delta} |N_0(P-q)|E^\varphi(q, x)E^\varphi(q, y) dq = w(y, x)$$

for all $(x, y) \in R^n \times R^n$. 
Proof. Since \( \chi E^\sigma(\cdot, y) \in S_{\delta_0} \), by Definition 2.1,

\[
w(x, y) = \mathcal{F}^{-1}(\chi E^\sigma(\cdot, y))(x) = \int_{U_{\delta_0}} e^{ix\cdot \chi(s)} E^\sigma(s, y) \, ds
\]

\[
= \int_{-\delta_0}^{\delta_0} \left\{ \int_{N_0(P-q)} e^{ix\cdot \chi(s)} \, dS(s) \right\} E^\sigma(q, y) \, dq
\]

\[
= \int_{-\delta_0}^{\delta_0} |N_0(P-q)| E^\sigma(q, x) E^\sigma(q, y) \, dq.
\]

Definition 2.2. Let \( (\pi_k) \) be the subclass of \( (\pi) \) consisting of polynomials satisfying the condition:

(c) At each point of \( N(P) \) there are at least \( k \) principal curvatures of \( N(P) \) distinct from zero.

Lemma 2.2. Let the polynomial \( P \) belong to the class \( (\pi_k) \). If \( \delta_0 > 0 \) is sufficiently small then, \( P-q \) is in \( (\pi_k) \) for each \( q, |q| < \delta_0 \).

Proof. We retain the notation in the proof of Lemma 1.1. It suffices to prove the assertion at all the points which belong to \( U_a, a \in N(P) \). For simplicity let \( j(a) = 1 \).

Since \( s = (s_1(q, t'), t') \) is a \( C^\infty \)-diffeomorphism which maps \( B_{l(a), r(a)} \) onto \( U_a \), where \( t' = s' \), we can write \( s(q, s') = (s_1(q, s'), s') \) to express a point in \( N_0(P-q) \cap U_a \) with \( s_1 \in C^\infty(B_{l(a), r(a)}) \). Denote by \( s'(q, s') \) the derivative of the vector \( s(q, s') \) with respect to \( s_1 \) and let \( s^{ij}(q, s') = D_{s_1} D_{s_2} s(q, s'), 2 \leq i, j \leq n \). Let \( \kappa(q, s') \) be the normal of \( N_0(P-q) \) at the point \( (s_1(q, s'), s') \). It is well known that

\[
\kappa(q, s') = \frac{\text{grad } P(s_1(q, s'), s')}{||\text{grad } P(s_1(q, s'), s')||}.
\]

Let \( L_{ij}(q, s') \) be the scalar product of the normal with \( s^{ij}(q, s') \). Then

\[
L_{ij} \in C^\infty(B_{l(a), r(a)}).
\]

By definition, the \( n-1 \) principal curvatures \( \omega_i(q, s') \) of \( N_0(P-q) \) at the point \( (s_1(q, s'), s') \) are the \( n-1 \) eigenvalues of the matrix \( (L_{ij}(q, s')) \). But the determinant of the matrix \( (\lambda \delta_{ij} - L_{ij}(q, s')) \) is a polynomial in \( \lambda \) of degree \( n-1 \); i.e.

\[
\det (\lambda \delta_{ij} - L_{ij}(q, s')) = \lambda^{n-1} + \sum_{1 \leq j < n} H_j(q, s') \lambda^{n-j-1},
\]

where \( H_j \in C^\infty(B_{l(a), r(a)}) \). Moreover, for \( 1 \leq i < n \),

\[
H_i(q, s') = (-1)^i \sum_{1 \leq j_1 < \cdots < j_i < n} \omega_{j_1}(q, s') \cdots \omega_{j_i}(q, s').
\]

By condition (c) we can assume that the number of nonzero principal curvatures of \( N(P) \) at \( a \) is \( h \) with \( k \leq h < n \). Hence \( H_i(q, s') = 0 \) at \( a \) for all \( h < i < n \) and \( H_n(q, s') \neq 0 \) at \( s = a \). Since \( H_k \in C^\infty(B_{l(a), r(a)}) \), there is a neighborhood, say \( U_a \), of \( a \) on which \( H_k(q, s') \neq 0 \). Using the Heine-Borel theorem, we obtain the assertion of the lemma.
From Definition 2.1 we see that $E^0(q, \omega)$ is the inverse Fourier transform of $\delta(P-q)$ if $|q| < \delta_0$. Hence by the result of [8] (with correction in [9]) and by the assertion of Lemma 2.2, we obtain the next lemma.

**Lemma 2.3.** Let the polynomial $P$ belong to the class $(\pi_k)$. If $k = n - 1$, then for each $|q| < \delta_0$ and for each unit vector $\omega$, there is only a finite number of points $p_i(q, \omega)$ on $N_0(P-q)$ at which the normal of $N_0(P-q)$ is $\omega$; further, for $x \in \mathbb{R}^n$, $|x| \omega \to \infty$,

$$E^0(q, x) = \left\{ |x|^{-(n-1)/2} \left( \frac{n}{2} \right)^{(n-1)/2} \sum_{j} \frac{(1+i)^{d_+(p_j(q,\omega))}(1-i)^{d_-(p_j(q,\omega))}}{|K_{n-1}(p_j(q,\omega))|^{1/2}} \times \exp{(ip_j(q,\omega) \cdot x)} + O(|x|^{-n/2}) \right\} \frac{\chi_0(q)}{|N_0(P-q)|},$$

If $k < n - 1$, then for each $|q| < \delta_0$ there is a nonempty open set $\Omega(q)$ of unit vectors such that, for each $\omega \in \Omega(q)$, there is only a finite numbers of points $p_i(q, \omega)$ on $N_0(P-q)$ with neighborhoods $U_j = \{ p(\xi) \in N_0(P-q) : \xi \in S^j(q, \omega) \}$ at which the normal $\kappa(p(\xi))$ is $\omega$ for all $j$. Here $S_j(q, \omega)$ are open subsets of $\mathbb{R}^{n-1-k}$. Moreover, as $|x| \omega \to \infty$,

$$E^0(q, \omega) = \left\{ |x|^{-k/2} \sum_{j} |S_j(q, \omega)| \frac{(1+i)^{d_+(p_j(q,\omega))}(1-i)^{d_-(p_j(q,\omega))}}{|K_k(p_j(q,\omega))|^{1/2}} \times \exp{(ip_j(q,\omega) \cdot x)} + O(|x|^{-(k+1)/2}) \right\} \frac{\chi_0(q)}{|N_0(P-q)|},$$

Here $|S_j(q, \omega)|$ is the volume of $S_j(q, \omega)$ in $\mathbb{R}^{n-1-k}$, $K_k(p_j(q,\omega))$ is the product of the $k$ nonzero principal curvatures of $N_0(P-q)$ at $p_j(q, \omega)$, $d_+(p_j(q,\omega))$ and $d_-(p_j(q,\omega))$ are the numbers of the positive and negative principal curvatures of $N_0(P-q)$ at $p_j(q, \omega)$, respectively. (Notice that $K_k(t) = 1$ if $k = 0$.)

**Theorem 2.1.** Let the polynomial $P$ belong to the class $(\pi_k)$. Then for each pair of unit vectors $\omega$ and $\omega'$ and any integer $p \geq 0$,

$$w(|x| \omega, |y| \omega') = O(|x|^{-p-k/2}|y|^{-p-k/2}|x| + |y|)^{-1}),$$

as $|x| \omega, |y| \omega' \to \infty$ in the direction $(\omega, \omega')$. Here we assume that $k$ is the small integer such that the class $(\pi_k)$ contains $P$.

In the definition of $w$ we took $0 < \delta < \delta_0$. In the proof of Theorem 2.1 we need $\delta_0$ to be a sufficiently small number (independent of $p_j$, $\omega$ and $\omega'$). We shall need

**Lemma 2.4.** Let the conditions of Lemma 2.3 with $k = n - 1$ hold and suppose that $D_{\delta_0}P(s) \neq 0$ at $p_j(0, \omega)$. Then

$$p_j(q, \omega) = (s_1(q, s'(q, \omega')), s'(q, \omega')), \quad q \in [-\delta_0, \delta_0],$$

where $s'(q, \omega') = (f_2(q, \omega'), \ldots, f_{\ell}(q, \omega'))$ and $f_j(\cdot, \cdot) \in C^\infty([-\delta_0, \delta_0] \times U)$ for some neighborhood $U \subset \mathbb{R}^{n-1}$ of $\omega'$ and some number $\delta_0 > 0$. 

License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use
Proof. With the notation in the proof of Lemma 2.2, we first prove that the 
\((n - 1) \times n\) matrix

\[
\Lambda(s) = \begin{pmatrix}
D_2\kappa_1(s), & \ldots, & D_2\kappa_n(s) \\
\cdots & \cdots & \cdots \\
D_n\kappa_1(s), & \ldots, & D_n\kappa_n(s)
\end{pmatrix}
\]

has rank \(n - 1\) with \(s = (s_1(q, s'), s')\) in \(U^\delta\), for some small \(\delta > 0\), where \(\kappa(s) = (\kappa_1(s), \ldots, \kappa_n(s))\). Indeed, since the \(n - 1\) principal curvatures of \(N_0(P - q)\) at the point \(s\) are the \(n - 1\) eigenvalues of the matrix \((L_u(s))\), by condition (c) with \(k = n - 1\), the matrix \((L_u(s))\) is nonsingular; i.e. its rank is \(n - 1\) for all \(s \in U^\delta\) with the number \(\delta > 0\) satisfying the assertion of Lemma 2.2. But on the other hand 
\[\kappa(s) \cdot D_n s(s) = 0, \ i = 2, \ldots, n.\]

Hence for \(1 < i, j \leq n\),
\[L_u(s) = -D_n s(s) \cdot D_i s(s).\]

Let \(\Gamma(s)\) be the \(n \times (n - 1)\) matrix with \(-D_n s(s)\) as its \((i + 1)\)th column, \(1 < i \leq n\). Then \((L_u(s)) = \Lambda(s) \cdot \Gamma(s)\), and therefore \(\Lambda(s)\) is of rank \(n - 1\) for each \(s \in U^\delta\).

At \(p_j(0, \omega) = (s_1(0, s'_0), s'_0) = s_0\), we can assume the last \(n - 1\) columns of \(\Lambda(s_0)\), denoted by \(\Lambda^*(s_0)\), are linearly independent; i.e. the \((n - 1) \times (n - 1)\) matrix \(\Lambda^*(s_0)\) is nonsingular.

Let
\[
F_i(s', q, \kappa') = \kappa_{i+1}(s_1(q, s'), s'), \quad i = 1, \ldots, n - 1,
\]
and denote by \(J_F(s, q, \kappa')\) the Jacobian of \(F(s', q, \kappa') = (F_1(s', q, \kappa'), \ldots, F_n(s', q, \kappa'))\) with respect to the variables \((s', q)\). Then since \(J_F(s', q, \kappa') = \det \Lambda^*(s)\) at \(s = s_0\), by the Implicit Function Theorem there is a number \(\delta_0 > 0\) and a neighborhood \(U \subset \mathbb{R}^{n-1}\) of \(\omega'\) such that
\[s'(q, \kappa') = (f_2(q, \kappa'), \ldots, f_n(q, \kappa'))\]
with \(f_j(\ , \ ) \in C^\infty([-\delta_0, \delta_0] \times U)\). This completes the proof of the lemma.

Proof of Theorem 2.1. (For the case \(k = n - 1\).) By condition (b), we can assume \(D_s P(s) \neq 0\) at \(p_j(0, \omega)\). Then Lemma 2.4 yields
\[q = P(p_j(q, \omega)) = P(f_1(q, \omega'), \ldots, f_n(q, \omega')), \quad q \in [-\delta_0, \delta_0],\]
with \(f_i(\ , \omega') = s_1(\ , s'(', \omega')) \in C^\infty([-\delta_0, \delta_0])\). This implies
\[1 = D_q P(p_j(q, \omega)) = \text{grad} \ P(p_j(q, \omega)) \cdot D_q p_j(q, \omega).\]

Hence this and (4) imply
\[D_q [p_j(q, \omega) \cdot \omega] = D_q p_j(q, \omega) \cdot \omega = 1/|\text{grad} \ P(p_j(q, \omega))|.\]
By Lemma 2.3 and the definition of the quadratic symmetrization of the polynomial $P$,

$$w(|x|, |y|, |\bar{\omega}|) = (|x|\ |y|)^{-(n-1)/2}$$

(6)

$$\times \sum_{h,l} \int_{-\delta}^{\delta} B_{n-1,h,l}(q, \omega, \bar{\omega}) \exp \{ip(q, \omega) \cdot x + ip(q, \bar{\omega}) \cdot y\} \ dq$$

$$+ \int_{-\delta}^{\delta} O(|x|\ |y|)^{-(n/2)} \ dq,$$

when $(|x|, |y|, |\bar{\omega}|) \to +\infty$ with $\omega$ and $\bar{\omega}$ fixed, where the summation is independent of $q$ and

$$B_{n-1,h,l}(q, \omega, \bar{\omega}) = \left( \frac{\pi}{2} \right)^{n-1} \frac{\chi^2(q)}{N_0(P-q)^2} \times \frac{\left(1 + i\delta_+ (\nu(q, \omega)) + \delta_+ (\nu(q, \omega)) (1 - i) \delta_-(\nu(q, \omega)) + \delta_-(\nu(q, \omega))\right)}{|K_{n-1}(p(q, \omega))K_{n-1}(p(q, \bar{\omega}))|^{1/2}}.$$

Since the principal curvatures are continuous in $s = s(q, \omega) = (f_1(q, \omega), \ldots, f_n(q, \omega))$ which is continuous in $q$, we can choose $\delta_0$ so small that $d_+(p_1(q, \omega))$ and $d_-(p_1(q, \omega))$ are independent of $q$ if $|q| < \delta_0$. Hence for each pair of unit vectors $\omega$ and $\bar{\omega}$,

$$B_{n-1,h,l}(q, \omega, \bar{\omega}) \in C^\omega_\circ([1-\delta_0, \delta_0]) \quad \text{and} \quad B_{n-1,h,l}(q, \omega, \bar{\omega}) = 0 \quad \text{if} \quad |q| \geq \delta_0.$$

Let the integrals on the right-hand side of (6) be denoted by $I_{h,l}(x, |y|, |\bar{\omega}|)$. By (5)

$$D_x \exp \{ip(q, \omega) \cdot x\} = i|x| \exp (ip(q, \omega) \cdot x) D_x \exp (ip(q, \omega) \cdot x)$$

(8)

Integrating by parts and using (7) and (8), we have

$$I_{h,l}(x, |y|, |\bar{\omega}|) = \int_{-\delta_0}^{\delta_0} B_{n-1,h,l}(q, \omega, \bar{\omega}) \exp (ip(q, \bar{\omega}) \cdot y)$$

$$\times \left[ \frac{|\text{grad } P(p(q, \omega))|}{|x|} \right] D_x \exp (ip(q, \omega) \cdot x) \ dq$$

$$= \left[ \frac{|y|}{|x|} \right] \int_{-\delta_0}^{\delta_0} B_{n-1,h,l}(q, \omega, \bar{\omega}) \left[ \frac{|\text{grad } P(p(q, \omega))|}{|\text{grad } P(p(q, \omega))|} \right]$$

$$\times \exp \{ip(q, \omega) \cdot x + ip(q, \bar{\omega}) \cdot y\} \ dq + O(|x|^{-1}),$$

when $(|x|, |y|, |\bar{\omega}|) \to \infty$. Repeating the argument $p$ times, we obtain

$$I_{h,l}(x, |y|, |\bar{\omega}|) = \left( \frac{|y|}{|x|} \right)^p \int_{-\delta_0}^{\delta_0} B_{n-1,h,l}(q, \omega, \bar{\omega}) \left[ \frac{|\text{grad } P(p(q, \omega))|}{|\text{grad } P(p(q, \omega))|} \right]^p$$

$$\times \exp \{ip(q, \omega) \cdot x + ip(q, \bar{\omega}) \cdot y\} \ dq + O(|y|^{-p}|x|^{-p})$$

$$= \left( \frac{|y|}{|x|} \right)^p \int_{-\delta_0}^{\delta_0} B_{n-1,h,l}(q, \omega, \bar{\omega})$$

$$\times \exp \{ip(q, \omega) \cdot x + ip(q, \bar{\omega}) \cdot y\} \ dq + O(|y|^{-p}|x|^{-p})$$
when \(|x|^\omega, |y|^{\bar{\omega}}| \to \infty\), where \(B^0_{n-1,h,r}\) satisfies (7). By (8),

\[
D_q \exp \left\{ i p_j(q, \omega) \cdot x + i p_n(q, \bar{\omega}) \cdot y \right\} = \left[ \frac{i |x|}{|\text{grad} \, P(p_j(q, \omega))|} + \frac{i |y|}{|\text{grad} \, P(p_n(q, \bar{\omega}))|} \right] 
\times \exp \left\{ i p_j(q, \omega) \cdot x + i p_n(q, \bar{\omega}) \cdot y \right\}.
\]

With this replacing (8) in the integration by parts, we get

\[
I_{n,r}(|x|^\omega, |y|^{\bar{\omega}}) = \left\| \frac{\partial}{\partial y} \left( p_j(q, \omega) \cdot x + p_n(q, \bar{\omega}) \cdot y \right) \right\|_{\partial |x|^\omega / |y|^{\bar{\omega}})}
\]

\[
D_q \exp \left\{ i p_j(q, \omega) \cdot x + i p_n(q, \bar{\omega}) \cdot y \right\} \times \left\| \frac{\partial}{\partial y} \left( p_j(q, \omega) \cdot x + p_n(q, \bar{\omega}) \cdot y \right) \right\|_{\partial |x|^\omega / |y|^{\bar{\omega}})}
\]

\[
= O\left( \left( \frac{|y|}{|x|} \right)^{p} \left( |x| + |y| \right)^{-1} \right),
\]

when \(|x|^\omega, |y|^{\bar{\omega}}| \to \infty\). From the proofs in [8] (with the correction in [9]), we see that the above technique can be employed for the last term in (6). Therefore when \((x, y) \to \infty\),

\[
w(x, y) = O(|x|^{-(n-1)/2} - p|y|^{-(n-1)/2}[|x| + |y|]^{-1}).
\]

This is the assertion of Theorem 2.1 for the case \(k = n-1\).

From the idea introduced in [8] and by the technique used above, we can obtain the assertion for the case \(k < n-1\).

3. A representation theorem.

Theorem 3.1. Let the polynomial \(P\) belong to \((\pi_k), k > 0\). Let \(u\) be a distribution such that the support of its Fourier transform \(v\) is contained in \(U^\delta, 0 < \delta < \delta_0\) with \(\delta_0\) sufficiently small. Then the inverse Fourier transform \(u_0\) of the symmetrization \(v''\) of \(v\) with respect to \(N(P)\) can be expressed in the form

\[
u_0(x) = \int_{\mathbb{R}^n} u(y)w(x, y) \, dy,
\]

where \(w\) is the quadratic symmetrization of \(P\).

Proof. Since \(w(x, \cdot) = \mathcal{F}^{-1}\{x E^\sigma(\cdot, x)\}\), with \(x E^\sigma(\cdot, x) \in S, w(x, \cdot)\) belongs to \(S\) for each \(x \in \mathbb{R}^n\). Moreover, it is a \(C^\infty\)-function in \((x, y) \in \mathbb{R}^n \times \mathbb{R}^n\). Let \(\psi\) be any element of \(S, \varphi = \mathcal{F}^{-1}\{\psi\}\), and \(\psi_0 = \mathcal{F}^{-1}\{[x^2 \varphi]''\}\). Let \(\chi_1 \in C_c^\infty(\mathbb{R}^n), \chi_1 \geq 0,\) equal to 1 on the support of \(\chi\) and with support in \(U^\delta, 0 < \delta < \delta_0\), with \(\delta_0\) satisfying the assertions of Theorem 2.1. Then \(\chi \chi_1 = \chi\). This and the note made after the proof of Lemma 1.1 yield

\[
\psi_0(x) = \mathcal{F}^{-1}\{[x^2 \varphi]''\}(x) = ([x^2 \varphi]'', \chi_1 \text{exp} \{ix \cdot \})
\]

\[
= (\chi^2 \varphi, [\chi_1 \text{exp} \{ix \cdot \}]') = (\varphi, \chi \text{ex} \text{p} \{ix \cdot \})'
\]

\[
= (\varphi, \chi E^\sigma(x, \cdot)) = (\psi, \mathcal{F}^{-1}(\chi E^\sigma(x, \cdot)))
\]

\[
= \int_{\mathbb{R}^n} \psi(y)w(x, y) \, dy.
\]
Since the support of \( v \) is compact, \( u(x) \) is analytic and \( |u(x)| \leq C(1 + |x|)^m, m \geq 0 \) and \( C > 0 \). Hence, by this and Theorem 2.1, the integral
\[
\int_{\mathbb{R}^n \times \mathbb{R}^n} u(x)w(x, y)\psi(y) \, d(x, y)
\]
is absolutely convergent for all \( \psi \in S \). Thus, (9) and Fubini's Theorem yield
\[
(u_0, \psi) = \left( \mathcal{F}^{-1}\{\nu^\sigma\}, \psi \right) = (v^\sigma, x^2\varphi) = (v, [x^2\varphi]^\sigma)
\]
\[
= (u, \psi_0) = \left( \int_{\mathbb{R}^n} u(y)w(x, y) \, dy, \psi \right), \quad \psi \in S.
\]
Hence \( u_0(x) = \int_{\mathbb{R}^n} u(y)w(x, y) \, dy \).

4. Decay at infinity of the inverse Fourier transform of the symmetrized distribution. Using Theorems 1.1 and 3.1, we can determine the decay at infinity of \( u_0 \), which depends on the class to which the polynomial \( P \) belongs.

**Theorem 4.1.** Let the support of the Fourier transform \( v \) of a distribution \( u \) be contained in \( N(P), P \in \mathcal{P}(K) \) with smallest \( k > 0 \), and let \( u_0 \) be the inverse Fourier transform of the symmetrization \( v^\sigma \) of \( v \) with respect to \( N(P) \). Then, as \( |x| \to \infty \),
\[
u_0(x) = O(|x|^{-d}), \quad u_0(x) \neq o(|x|^{-d}), \quad \text{for some } d \leq k/2, \quad \text{provided } u_0 \neq 0; \quad \text{on the other hand, } u_0(x) = o(|x|^{-n - 1 - k - b}) \text{ if } u(x) = o(|x|^{-b}), \quad b \geq 0.
\]

**Proof.** Definition 1.3 yields
\[
\mathcal{F}^{-1}\{(D^h\delta)(P)\}(x) = ((D^h\delta)(P(s)), e^{ix \cdot s})
\]
\[
= ((D_q^h\delta(q), x^2 \exp \{ix \cdot s\}^\sigma(q))
\]
\[
= ((D_q^h\delta(q), E^\sigma(q, x)) = (\delta(q), -(D_q^h)E^\sigma(q, x)).
\]
This and Theorem 1.1 imply
\[
(10) \quad u_0(x) = \mathcal{F}^{-1}\{\nu^\sigma\}(x) = \sum_{0 \leq h \leq n} \mathcal{C}_h(\delta(q), -(D_q^h)E^\sigma(q, x)).
\]
First assume \( k = n - 1 \). Lemma 2.3 implies that, when \( |x| \omega \to +\infty \),
\[
E^\sigma(q, |x| \omega) = |x|^{-\frac{n-1}{2}} \sum_{h=0} A_{n-1}(p(q, \omega)) \cdot \exp (ip(q, \omega) \cdot x) \frac{\chi_0(q)}{|N_0(P - q)|}
\]
\[
+ O(|x|^{-n/2}),
\]
where
\[
A_{n-1}(t) = \left( \frac{\pi}{2} \right)^{h-1} \frac{(1 + i)^d \cdot (1 - i)^{d - \delta}}{|K_{n-1}(t)|^{1/2}}
\]
is a \( C^\infty \)-function in \( t \in R^1 \). By Lemma 2.4 \( p(q, \omega) \) is a \( C^\infty \)-function in \( q \in [-\delta, \delta] \), \( 0 < \delta < \delta_0 \), with \( \delta_0 \) satisfying the assertion of Theorem 2.1. By (5) and (11), when \( |x| \omega \to \infty \),
\[
D_q^hE^\sigma(q, |x| \omega) = |x|^{h-\frac{n-1}{2}} f_h(q, \omega, |x|) + O(|x|^{n-1-\frac{n-1}{2}}),
\]

for any \(0 \leq h \leq n\), where
\[
 f_h(q, \omega, |x|) = \sum_{\gamma} \frac{A_{n-1}(p_{\gamma}(q, \omega)) \cdot i^h \exp (ip_{\gamma}(q, \omega) \cdot |x| \omega)}{\left| \text{grad} \, P(p_{\gamma}(q, \omega)) \right|^h} \frac{X_0(q)}{|N_0(P-q)|}.
\]
Hence when \(|x| \omega \to \infty\),
\[
(\delta(q), D^2_h E^n(q, |x| \omega)) = D^2_h E^n(0, |x| \omega) = |x|^{h-(n-1)/2} f_h(0, \omega, |x|) + O(|x|^{h-1-(n-1)/2}).
\]
For each fixed \(h\) and \(\omega\), we see that \(f_h(0, \omega, |x|)\) is a uniformly almost periodic function \([1]\) in \(|x|\). If there is more than one index, we choose a suitable point in \(R^n\) as origin to make the projection \(|x| p_j(0, \omega) \cdot \omega\) of \(|x| p_j(0, \omega)\) in the direction \(\omega\) distinct from each other. Since
\[
\frac{A_{n-1}(p_{\gamma}(0, \omega)) \cdot i^h \exp (ip_{\gamma}(0, \omega) \cdot |x| \omega)}{\left| \text{grad} \, P(p_{\gamma}(0, \omega)) \right|^h} \frac{X_0(0)}{|N(0)|} \neq 0,
\]
f\(_h(0, \omega, |x|)\) \(\neq 0\) for some fixed unit vector \(\omega\) for each \(h\). Hence for any \(0 \leq h \leq n\), when \(x \to +\infty\),
\[
D^2_h E^n(0, x) = O(|x|^{h-(n-1)/2}), \quad D^2_h E^n(0, x) \neq o(|x|^{h-(n-1)/2}).
\]
Similar arguments using the idea introduced in \([8]\) can be applied to the case \(k < n-1\). Therefore this and (10) yield the first assertion.

For the last assertion, let \(\varepsilon > 0\) be given, by the condition \(u(x) = o(|x|^{-b})\) as \(x \to \infty\), there exists a number \(M_\varepsilon > 0\) such that \(|x|^\nu u(x) < \varepsilon\) if \(|x| > M_\varepsilon\). We write the integral in Theorem 1.3 as the sum of three integrals whose integration ranges are \(|y| \leq M_\varepsilon, M_\varepsilon \leq |y| \leq |x|,\) and \(|x| \leq |y|\). Then this and Theorem 2.1 show that \(u_0(x)\) is bounded by
\[
C_1 M^{-p+n-k/2}_\varepsilon |x|^{-k/2-p-1} + C_2 |x|^{n-1-b-k} + C_3 |x|^{n-b-k-1},
\]
when \(|x| > M_\varepsilon\) and \(p\) is an integer > \(\max\{0, b+k/2+1-n, n-b-k/2\}\). Hence we obtain the assertion.

5. A criterion for existence of solutions of nonhomogeneous equations. The result in this section is of interest in itself. At the same time, we provide an application in the next section.

**Definition 5.1.** Let \((\Pi)\) denote the class of the polynomials
\[
P(s) = P_0(s) \prod_{1 \leq \gamma \leq r} [P_\gamma(s)]^{t_\gamma}, \quad s \in R^n,
\]
satisfying conditions:

(i) \(N(P_0) = \emptyset\);

(ii) \(P_\gamma \in (\pi)\) and is irreducible for each \(1 \leq \gamma \leq r\);

(iii) no two of manifolds \(N(P_\gamma), 1 \leq \gamma \leq r\), are equal.
By the definition, if $P \in (\Pi)$, then for each $\alpha \in N(P)$, there is an integer $k_\alpha$, $1 \leq k_\alpha \leq r$, such that $\alpha$ is in $N_{i_1\ldots i_k_\alpha} = N(P_{i_1}) \cap \cdots \cap N(P_{i_k_\alpha})$, $1 \leq i_1 < \cdots < i_{k_\alpha} \leq r$, and $\alpha \notin N(P_i)$ if $i \neq i_1, \ldots, i_{k_\alpha}$; for simplicity, assume $i_j = j$. Condition (b) in the definition of $(\pi)$ shows that there is an integer $\nu = \nu(a, f)$, $1 \leq \nu \leq n$, such that $D_\nu P(s) \neq 0$ at $s = a$. By the Inverse Mapping Theorem there is a $C^\infty$-diffeomorphism $t = t(s): t_\nu = P_\nu(s)$, $t_\nu = s_\nu$, $m \neq \nu$, $1 \leq m \leq n$, which maps a neighborhood $U_{a, t}$ of $a$ onto a neighborhood $V_{t(a), t}$ of $t(a)$, and whose inverse mapping $s = s(t)$ is given by $s_\nu = s_\nu(t) \in C^\infty(V_{t(a), t})$, $s_\nu = t_\nu$. For any $\varphi \in C^\infty(R^n)$, we can define, on $U_{a, t}$, $D_\nu^j \varphi(s) \equiv D_\nu^j \varphi(t_1, \ldots, t_{\nu-1}, s_\nu(t), t_{\nu+1}, \ldots, t_n)|_{t=t(s)}$.

Then on $U_a = \bigcap_{1 \leq \nu \leq k_\alpha} U_{a, t}$, $D_\nu^1 \cdots D_\nu^n \varphi(s)$ is meaningful.

Definition 5.1. With $P \in (\Pi)$ denote by $(\mathcal{C}_P)$ the class of functions $f \in (D)$ which satisfy the condition

(A) For $1 \leq i_1 < \cdots < i_d \leq r$, at each point of $N_{i_1\ldots i_d}$, $D_\nu^1 \cdots D_\nu^n [F(f)(s)] = 0$, $0 \leq h^d < r^d$, $0 \leq h_j \leq r$, $1 \leq j < d$.

Theorem 5.1. With $P \in (\Pi)$, we have $P(-iD)(D) = (\mathcal{C}_P)$.

Proof. It suffices to show that (A) is the necessary and sufficient condition about the existence of a solution $u \in (D)$ of

\[ P(-iD)u = f, \quad f \in (D), \]

with $f \neq 0$. We assume first that $u \in (D)$ is a solution of (12) with $f \neq 0$. Then $v = F\{u\} \in S$ and (12) yields

\[ g(s) \equiv F(f)(s) = P(s)v(s) = P_0(s) \prod_{1 \leq \nu \leq r} [P_\nu(s)]^\nu v(s). \]

Hence condition (A) follows from the definition of $D_\nu \varphi$ and direct calculation.

Next we assume that the condition (A) holds. We require the following \[12\]

Lemma 5.1. Let $Q(s)$ be an irreducible polynomial with complex coefficients and let $\Re(Q)$ be the set of zeros of $Q(z)$ in $n$-dimensional complex space $C^n$. Let $\varphi$ be an entire function in $C^n$. Assume that the function $\varphi/Q$ is defined in $C^n$ and $\varphi/Q$ can be extended as a holomorphic function to an open set $\Gamma$ intersecting $\Re(Q)$. Then $\varphi/Q$ can be extended to $C^n$ as an entire function.

Pick a point $a \in N(P_1)$. The set of complex zeros of $P_1$ restricted to a complex neighborhood $U$ of $a$ is an analytic set of complex dimension $n - 1$. Since $f(s)$ has compact support, $g = F\{f\}$ can be extended to an entire function $g(s + it)$ of exponential type. The set $\Lambda$ of common zeros of $P_1(s + it)$ and $g(s + it)$ in $U$, with small $U$, either coincides with the set of zeros of $P_1(s + it)$ in $U$ or has complex dimension $\leq n - 2$. In the latter case the restriction of $\Lambda$ to $R^n$ must have real dimension $\leq n - 2$. But condition (b) of Definition 1.1 and (A) show that the restriction is $n - 1$ dimensional. We have a contradiction. Hence whenever $P_1(s + it)$ vanishes in $U$, $g(s + it)$ must also vanish. From this and condition (b) at the point $a,$
it follows that \( g(s + it)/P_1(s + it) \) can be extended as a holomorphic function to a complex neighborhood of \( a \). Using Lemma 5.1, we see that \( g_1(s) = g(s)/P_1(s) \) can be extended to all of \( C^* \) as an entire function. It is well known [12] that this function must be of exponential type and of the same type of \( g \). This implies that \( f_1 = \mathcal{F}^{-1}(g_1) \) must have compact support. Now, \( P_1(s)g_1(s) = P_1(s)g(s)/P_1(s) = g(s) \), so that we have \( P_1(-iD)f_1 = f \). This and the definitions of \( f_1 \) and \( g_1 \) show that \( f_1 \) satisfies condition (A) with \( r_1 \) replaced by \( r_1 - 1 \).

Next we consider (12) with \( f \) replaced by \( f_1 \) and \( P \) replaced by \( P/P_1 \). Repeating the above arguments \( r_1 + \cdots + r_r - 1 \) times, we obtain a function \( u_r \in (D) \) which satisfies (12) with \( f = u_r \); i.e.

\[
P_0(-iD)u = u_r, \quad u_r \in (D).
\]

Since \( P_0(s) \neq 0 \) on \( R^* \), we take \( \mathcal{F}(u)(s) \) to be \( \mathcal{F}(u_r)(s)/P_0(s) \), which can be extended to an entire function of the same exponential type as \( \mathcal{F}(u) \). Therefore \( u \) is a function in \( (D) \) and \( P_0(-iD)u = u_r \). Thus \( P(-iD)u = f \). This completes the proof of the theorem.

**Corollary 5.1.** Let the polynomial \( P \in (\pi) \) be irreducible and the function \( f \neq 0 \) belong to \( (D) \). Then the equation (12) has a solution in \( (D) \) if and only if \( \mathcal{F}(f)(s) = 0 \) on \( N(P) \).

**Remark.** The sufficiency part of Corollary 5.1 appears implicitly in a proof in [9].

6. A Liouville type theorem. As an application of the results in the first four sections we obtain the homogeneous case of the equation \( P(-iD)u = f \) which is a result for the Liouville type theorem in partial differential equations. The non-homogeneous case is just the application of the results in §5. In fact, W. Littman [9] proves the similar assertions as those in Theorem 6.1 under somewhat restricted conditions. But the method used there is quite different from the symmetrization introduced in §1.

**Theorem 6.1.** Let the polynomial \( P \) belong to \( (\Pi) \) and suppose that its irreducible factors \( P_j \) belong to \( (\pi_{k_j}) \), \( k_j > 0 \), if \( N(P_j) \neq 0 \). Let \( u \) be a solution of the equation (12) such that \( u(x) = o(|x|^{-d}) \) as \( x \to \infty \) with \( d \geq n - 1 - \min_{1 \leq i \leq k} k_i/2 \). Then \( u \) belongs to \( (D) \). Furthermore \( u = 0 \) if \( f = 0 \).

We first give its restricted form to make its proof clear and simple in the following

**Lemma 6.1.** Let \( P \) be irreducible and belong to \( (\pi_k) \), \( k > 0 \). If \( u \in S' \) is a solution of the partial differential equation (12) and \( u(x) = o(|x|^{-d}) \), \( d \geq n - 1 - k/2 \), when \( x \to \infty \), then \( u \in (D) \). If, further, \( f = 0 \), then \( u = 0 \).

**Proof of Theorem 6.1 (assuming Lemma 6.1).** Let \( u_1 = P'_1(-iD)u \) with \( P'_1 = P/P_1 \), \( v = \mathcal{F}(u) \), and \( v_1 = \mathcal{F}(u_1) \). (12) implies that \( \text{Supp } v \subset N(P) \) which is bounded. Let
\( \chi \in C_0^\infty (\mathbb{R}^n) \) be nonnegative, \( \chi = 1 \) on a neighborhood of \( N(P) \). Then, with \( \Phi_1 \equiv \mathcal{F}^{-1} \{ P_1 \chi \} \),

\[
\Phi_1 = \mathcal{F}^{-1} \{ P_1 v \} = \mathcal{F}^{-1} \{ P_1 \chi \} \ast \mathcal{F}^{-1} \{ v \} \equiv \Phi_1 \ast u.
\]

Hence \( u_1(x) = o(|x|^{-d}) \) when \( x \to +\infty \). On the other hand, \( u_1 \) is a solution of the equation \( P_1 (-iD) u_1 = f, f \in (D) \), where \( P_1 \) is irreducible. Since

\[
d \geq n - 1 - \min_{1 \leq i \leq r} k_i/2 \geq n - 1 - k/2,
\]

Lemma 6.1. yields \( u_1 \in (D) \) and \( u_1 = 0 \) if \( f = 0 \).

Repeating the above arguments \( r_1 + \cdots + r_r - 1 \) times, we see that \( u \) is a solution of the equation \( P_0 (-iD) u = f_0, f_0 \in (D) \). If \( f_0 = 0 \), taking the Fourier transform of each side shows that \( \text{Supp} \, \mathcal{F} \{ u \} \subset N(P_0) \neq \emptyset \), which implies \( u = 0 \). If \( f_0 \neq 0 \), then \( f_0 \in (D) \) implies that \( g_0 = \mathcal{F} \{ f_0 \} \) is an entire function of exponential type. Moreover \( P_0 v = g_0, N(P_0) = \emptyset \). Then \( v(s) = g_0(s)/P_0(s) \) is well defined and entirely analytic on \( \mathbb{C}^n \) with the same type of growth as that of \( g_0 \). Hence \( u = \mathcal{F}^{-1} \{ v \} \) belongs to \( (D) \).

**Proof of Lemma 6.1.** First we assume \( f = 0 \). Let \( v \) be the Fourier transform of \( u \). Then by taking the Fourier transform of each side of (12), we see that the support of \( v \) is contained in \( N(P) \). Hence by the first assertion of Theorem 4.1, if \( u_0 \neq 0 \), then as \( x \to -\infty, u_0(x) = O(|x|^{-b}) \) and \( u_0(x) \neq O(|x|^{-b}) \). On the other hand, its last assertion implies that as \( x \to -\infty, u_0(x) = O(|x|^{-1 - d - b}). \) Here \( u_0 \) is the inverse Fourier transform of the symmetrization \( v^f \) of \( v \) with respect to \( N(P) \). Since \( d \geq n - 1 - k/2 \), \( n - 1 - k - d \leq -k/2 \leq - b \). Hence \( u_0 = 0 \).

We claim that \( u(0) = u_0(0) \). Denote \( \chi(s) e^{ix \cdot s} \) by \( E(s, x) \) and the inverse Fourier transform of \( \chi E(\cdot, x) \) by \( w_0(\cdot, x) \), where \( \chi \) is the function defined in Definition 1.2. Since \( E(\cdot, x) \) is in \( S \), \( w_0(\cdot, x) \) is in \( S \) for all \( x \in \mathbb{R}^n \). For any \( \psi \in S \), with \( \Phi = \mathcal{F} \{ \psi \} \),

\[
\mathcal{F}^{-1} \{ \chi^2 \psi \}(y) = (\psi(s), \chi^2(s) e^{iv \cdot s}) = (\psi, \chi E(\cdot, y)) = (\psi, w_0(\cdot, y)) = \int_{\mathbb{R}^n} \psi(x) w_0(x, y) \, dx.
\]

But from the definition, \( w_0(x, y) = \mathcal{F} \{ \chi^2(x + y) \} \), with \( \chi^2 \in S \). It is obvious that

\[
\int_{\mathbb{R}^n} u(x) w_0(x, y) \psi(y) \, dx
\]

is absolutely convergent. Then by Fubini's Theorem,

\[
(u, \chi^2 \psi) = (u, \mathcal{F}^{-1} \{ \chi^2 \psi \}) = (u, \int_{\mathbb{R}^n} \psi(x) w_0(x, \cdot) \, dx) = \left( \int_{\mathbb{R}^n} u(y) w_0(\cdot, y) \, dy, \psi \right).
\]

Hence

\[
u(x) = \int_{\mathbb{R}^n} u(y) w_0(x, y) \, dy.
\]
On the other hand, with \( w(x, y) = F^{-1}\chi E^\sigma( , y) \) as the quadratic symmetrization of \( P \), Theorem 3.1 implies that

\[
u_0(0) = \int_{\mathbb{R}^n} u(y)w(0, y) \, dy.
\]

But by the relation \( \chi = \chi^\sigma \), we have

\[
w(0, y) = F^{-1}\chi E^\sigma( , y) = \int_{U^\sigma} e^{i0^\sigma \chi(s)} E^\sigma(s, y) \, ds
= \int_{U^\sigma} \chi^\sigma(s) E(s, y) \, ds = \int_{U^\sigma} e^{i0^\sigma \chi(s)} E(s, y) \, ds = w_0(0, y).
\]

Therefore

\[
u_0(0) = \int_{\mathbb{R}^n} u(y)w(0, y) \, dy = u(0).
\]

Hence \( u(0) = 0 \). But we see that, for each \( y \in \mathbb{R}^n \), \( u(x+y) \) is a solution of the equation (12). Then \( u(y) = 0 \) for each \( y \in \mathbb{R}^n \). That is, \( u = 0 \).

Next assume that \( /\neq 0 \) in (12). Let its Fourier transform be \( g \). We claim that \( g \) satisfies the condition in Corollary 5.1, i.e. condition (A) in Theorem 5.1 with \( r = r_1 = 1 \). Suppose, on the contrary, that there is a point \( a \in N(P) \) such that \( g(a) \neq 0 \). Since \( g \) is entirely analytic on \( C^n \), there is a neighborhood \( V \) of \( a \) in \( \mathbb{R}^n \) on which \( g(s) \neq 0 \). We can assume \( V \subset U^\sigma \). Let \( \varphi_0 \in C_c^\infty(\mathbb{R}^n) \) and \( \chi_j \in C_c^\infty(\mathbb{R}^n) \) be nonnegative, \( \varphi_0(a) = 1 \), \( \text{Supp} \varphi_0 \subset V \) and \( \text{Supp} \chi_j \subset [ -1/j, 1/j ] \). Set \( \text{Cl} \chi(s) = g(s)\varphi_0(s) \). Then \( \chi \in C_c^\infty(\mathbb{R}^n) \), \( \chi g \geq 0 \), and \( \text{Supp} \chi \subset [ -1/j, 1/j ] \). By (12) we have for all \( j > 0 \), \( P[v\chi_v(P)] = g\chi(P) \), which is positive at \( a \). Making the symmetrization with respect to \( P \) on both sides, we get

\[
q[v\chi_v(P)(q)] \chi(q) = [g\chi]^v(q) \chi(q).
\]

Let \( j \to \infty \); since \( \chi(q) \) converges to the Dirac-measure \( \delta(q) \), we have \( 0 = [g\chi]^v(0) > 0 \). This is impossible. Hence \( g \) satisfies the condition in Corollary 5.1. Therefore there is \( u_1 \in (D) \) which is a solution of (12). But \( u - u_1 \) satisfies the condition for the case \( f = 0 \). We then have \( u = u_1 \in (D) \). This is the assertion of the lemma.
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