ON THE AUTOMORPHISM GROUP OF A REDUCED PRIMARY ABELIAN GROUP
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Abstract. The classical theorems concerning isomorphisms and automorphisms of full linear groups are generalized to reduced primary Abelian groups and their automorphism groups. Also, a duality theory for (not necessarily finite) reduced Abelian $p$-groups is presented.

This paper is an investigation of the relationship between isomorphisms of the automorphism groups and projectivities of the subgroup lattices of reduced primary Abelian groups, generalizing the corresponding results on vector spaces; cf. Baer [2, Chapter VI] and Dieudonné [3, pp. 90–95]. The outline is like in Baer [2], the details, however, are quite different.

In particular, a reduced Abelian $p$-group $A$ may be isomorphic to its adjoint group [maximal torsion subgroup of $\text{Hom}(A, Z(p^\infty))$] without being finite (Lemma 2.2), whereas it is well known that the group $A$ has a dual in the category of Abelian groups if and only if $A$ is finite; cf. Fuchs [4, p. 312].

Our limitations are as follows. Firstly, we require that the Abelian groups under consideration are $(pp)$-groups: a reduced Abelian group $A$ is a $(pp)$-group if and only if it is a nonzero $p$-group such that, for every cyclic direct summand $P$ of $A$, every complement of $P$ in $A$ has a cyclic direct summand of order greater than or equal to the order of $P$. Secondly, for the same reason as in Leptin’s paper [8], we have to require that the prime number involved be greater than 3.

The organization of the material is as follows. In §§1 and 2, we collect results of an [more or less] auxiliary nature. In particular, we show that $\text{Hom}(A, B)$ is irreducible as an $(\text{Aut} A - \text{Aut} B)$-bimodule if $A$ and $B$ are reduced Abelian $p$-groups with $p \neq 2$ (Lemma 1.9). §2 contains some results of the duality theory of [not necessarily finite] reduced Abelian $p$-groups, as they are needed in §§4 and 5.

In §3, we give a group-theoretical characterisation of stabilizers of direct summands of reduced Abelian $p$-groups with $p > 3$ (Theorem 3.4), and in §4 we use this characterisation in order to prove our main theorem (Theorem 4.9).
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Finally, we show that the group of all automorphisms of the automorphism group of a reduced Abelian (pp)-group with \( p > 3 \) splits, just as in the classical case (Theorem 5.3).

**Notation.** The notation is standard, with the following possible exceptions:
- \([x; \ldots] = \) set of all elements \( x \) such that \( \ldots \),
- \( \{\ldots, x, \ldots\} = \) subgroup generated by the enclosed elements,
- \( c_G H = \) centralizer of \( H \) in \( G \),
- \( n_G H = \) normalizer of \( H \) in \( G \),
- \( c_G = c_G G = \) center of \( G \),
- \( G \subseteq H : = \) \( G \) is a subgroup of \( H \),
- \( G \leq H : = \) \( G \subseteq H \) and \( G \neq H \),
- \( |G| = \) order of \( G \),
- \( o(x) = \) order of the element \( x \),
- \( \text{Exp} \ G = \) exponent of the bounded group \( G \),
- \( \text{Aut} \ G = \) group of all automorphisms of the group \( G \).

If \( A \) is an Abelian group, then
- \( nA = [na | a \in A] \) for every integer \( n \),
- \( A[n] = [a | a \in A \text{ and } na = 0] \) for every integer \( n \),
- \( \text{End} A = \) ring of all endomorphisms of \( A \),
- \( LA = \) lattice of all subgroups of \( A \),
- \( HA = \) set of all proper direct summands of \( A \),
- \( tA = \) maximal torsion subgroup of \( A \),
- \( \bigoplus_i A_i = \) subgroup generated by the subgroups \( A_i \),
- \( \bigoplus_i^* A_i = \) cartesian sum \( [= \text{product}] \) of the Abelian groups \( A_i \),
- \( \bigoplus_i A_i = \) direct sum of the Abelian groups \( A_i \).

If \( H \) is a subgroup of the Abelian group \( A \), then
- \( \Sigma_A H = [\gamma \in \text{Aut} A \mid A(\gamma - 1) \subseteq H \text{ and } H(\gamma - 1) = 0] \) is the stabilizer of \( H \) in \( A \).

If \( A \) is an Abelian group and if \( \alpha \) is an involution \( [= \text{automorphism of order 2 or 1}] \) of \( A \), then
- \( A^\alpha_+ = [x \mid x \in A \text{ and } x^\alpha = x] \),
- \( A^\alpha_- = [x \mid x \in A \text{ and } x^\alpha = -x] \),
- \( \Sigma^\alpha_+ = \Sigma_A A^\alpha_+ \),
- \( \Sigma^\alpha_- = \Sigma_A A^\alpha_- \);
- \( Z(p^\infty) = \) quasicyclic group of type \( p^\infty \),
- \( A^* = \text{Hom}(A, Z(p^\infty)) \) for a reduced Abelian \( p \)-group \( A \).

1. **Preliminaries.**

**Definition.** Let \( A \) be an Abelian group and let \( H \) be a subgroup of \( A \). Then the stabilizer \( \Sigma_A H \) of \( H \) in \( A \) is the group of all automorphisms of \( A \) which induce the identity automorphism in both \( H \) and \( A/H \). We remark that the mapping \( \gamma \to \gamma - 1 \) induces an isomorphism of \( \Sigma_A H \) onto \( \text{Hom}(A/H, H) \); cf. Hausen [6, Hilfssatz 1.4].
Proposition 1.1. Let $A$ be an Abelian group, let $D$ be a direct summand of $A$ and let $A = D \oplus E = D \oplus F$. Then there exists a unique element $\gamma \in \Sigma_A D$ such that $E\gamma = F$.

The straightforward proof is left to the reader.

Lemma 1.2. Let $A$ be an Abelian $p$-group. Then the intersection of all complements of cyclic direct summands of $A$ is equal to $p^a A$.

Proof. By [5, Theorem 9.6, p. 48], the intersection of all complements of a direct summand $B$ of $A$ is equal to the maximal fully invariant subgroup of $A$ disjoint from $B$. Now the maximal fully invariant subgroup of $A$ disjoint from a cyclic direct summand of order $p^k$ is $p^k A$, and thus the result follows.

The following propositions on involutions of Abelian $p$-groups with $p \neq 2$ are more or less known; the proofs, being straightforward, are left to the reader.

Proposition 1.3. Let $A$ be an Abelian $p$-group with $p \neq 2$ and let $\alpha$ and $\beta$ be involutions of $A$. Then we have

(a) $A = A^+ \oplus A^-$,

(b) $c_{\text{Aut} A}(\alpha) = \{ \gamma \in \text{Aut} A | A^+ \gamma = A^+ \text{ and } A^- \gamma = A^- \}$,

(c) $\alpha$ and $\beta$ commute if and only if

(*) $A = (A^+ \cap A^+) \oplus (A^+ \cap A^-) \oplus (A^- \cap A^+) \oplus (A^- \cap A^-)$.

Proposition 1.4. Let $A$ be an Abelian $p$-group with $p \neq 2$ and let $\alpha$ and $\beta$ be commuting involutions of $A$. Then the following are equivalent:

(a) $A^+ \subset A^+$,

(b) $A^- \subset A^-$,

(c) $A^+ \cap A^+ = 0$.

Proposition 1.5. Let $A$ be a reduced Abelian $p$-group with $p \neq 2$ and let $\alpha$ and $\beta$ be commuting involutions of $A$. Then the following are equivalent:

(a) $\Sigma^+ + \Sigma^- = 1$,

(b) $\Sigma^- \cap \Sigma^+ = 1$,

(c) $A^+ \cap A^- = 0$ or $A^- \cap A^+ = 0$.

Remark. The proof of Proposition 1.5 is based on property (*) in Proposition 1.3(c) and on the fact that for any two reduced Abelian $p$-groups $A \neq 0$ and $B \neq 0$, there exist homomorphisms $\sigma: A \to B$ and $\tau: B \to A$ such that $A\sigma \neq 0$ and $B\tau \neq 0$.

Definition. Let $A$ be a reduced Abelian $p$-group and let $\alpha$ be an involution of $A$. Then $\alpha$ is extreme if and only if the group of all involutions in the center of the centralizer of $\{\alpha, \beta\}$ has order not exceeding 8 for all involutions $\beta$ of $A$ with $\alpha\beta = \beta\alpha$; cf. Dieudonné [3, p. 91].

Proposition 1.6. Let $A$ be a reduced Abelian $p$-group with $p \neq 2$ and let $\alpha$ be an involution of $A$. Then the following are equivalent:

(a) $\alpha$ is extreme,

(b) $A^+ \subset A^+$ or $A^- \subset A^+$ is cyclic.
Remark. The proof of Proposition 1.6 follows from Proposition 1.3(b) and (c) and from the following facts:

(+ ) A reduced $p$-group is directly indecomposable if and only if it is cyclic; cf. Fuchs [4, p. 80].

(++ ) If $A \neq 0$ is an Abelian $p$-group with $p \neq 2$, then the group of all involutions in the center of $\text{Aut } A$ has order 2.

**Proposition 1.7.** Let $A$ and $B$ be reduced Abelian $p$-groups and let $\sigma$ be a homomorphism of $A$ into $B$ such that for all homomorphisms $\tau$ of $B$ into $A$ we have $\sigma \tau = 0$ and $\tau \sigma = 0$. Then $\sigma = 0$.

**Proof.** From $\sigma \tau = 0$ and $\tau \sigma = 0$ for all $\tau : B \rightarrow A$ we infer

(1) $\sum_{\tau : B \rightarrow A} B \tau \subseteq \text{ker } \sigma$

and

(2) $A \sigma \subseteq \bigcap_{\tau : B \rightarrow A} \text{ker } \tau$.

**Case 1.** $B$ is not bounded or $\text{Exp } B \geq \text{Exp } A$. Then for all $x \in A$, there exists a direct summand $\{y\}$ of $B$ with $\sigma(y) \geq \sigma(x)$; and consequently, there exists a homomorphism $\tau : B \rightarrow A$ with $\tau y = x$. Hence $\sum_{\tau : B \rightarrow A} B \tau = A$ and from (1) we get $A = \text{ker } \sigma$ and $\sigma = 0$.

**Case 2.** $B$ is bounded and $\text{Exp } B < \text{Exp } A$. Since $B$ is bounded, it is a direct sum of cyclic groups; let $[B]$ be a basis of $B$. Since $\text{Exp } B \leq \text{Exp } A$, for all $b \in [B]$ there exists a homomorphism $\tau_b : B \rightarrow A$ such that $\sigma(b) = \sigma(b \tau_b)$ and $b' \tau_b = 0$ for all $b' \in [B]$ with $b' \neq b$. Then we have

$0 = \bigcap_{b \in [B]} \text{ker } \tau_b = \bigcap_{\tau : B \rightarrow A} \text{ker } \tau$,

and from (2) it follows that $A \sigma = 0$ and $\sigma = 0$. Q.E.D.

**Proposition 1.8.** Let $A$ be a reduced Abelian $p$-group, let $\{a\}$ be a direct summand of $A$ and let $x$ be an element of $A$ with $\sigma(x) \leq \sigma(a)$. Then there exist an integer $n$ and an automorphism $\gamma$ of $A$ such that $x = na + a \gamma$.

**Proof.** Let $A = \{a\} \oplus C$ and let $x = n'a + c$ with $c \in C$. Let $\sigma$ be defined by $a \sigma = c$ and $C \sigma = 0$; since $\sigma(c) \leq \sigma(x) \leq \sigma(a)$, $\sigma$ is an endomorphism of $A$. Since $\sigma^2 = 0$, $\gamma = 1 + \sigma$ is an automorphism of $A$. Let $n = n' - 1$; then $x = na + a \gamma$. Q.E.D.

**Lemma 1.19.** Let $A$ and $B$ be reduced Abelian $p$-groups with $p \neq 2$ and let $\text{Hom } (A, B) = \Delta \oplus \Lambda$, where both $\Delta$ and $\Lambda$ are invariant under $\text{Aut } A$ and $\text{Aut } B$. Then it follows that $\Delta = 0$ or $\Lambda = 0$.

We remark here that $\text{Hom } (A, B)$ is a $(\text{End } A \rightarrow \text{End } B)$-bimodule.

**Proof.** Let us assume that $\Delta \neq 0 \neq \Lambda$; then there are three cases to consider:

**Case 1.** $A \Delta \subseteq p^n B$. Let $\sigma \in \text{Hom } (A, B)$ with $A \sigma \subseteq \{b\}$, where $\{b\}$ is a direct summand of $B$, and let $B = \{b\} \oplus B'$. Let the involution $\alpha \in \text{Aut } B$ be defined by
\( \{b\} = B^\alpha \) and \( B' = B_\lambda \); then \( \sigma \alpha = \sigma \). Since \( \text{Hom}(A, B) = \Delta \oplus \Lambda \), there exist elements \( \delta \in \Delta \) and \( \lambda \in \Lambda \) such that \( \sigma = \delta + \lambda \), and this implies \( 2\sigma = \sigma(\alpha + 1) = \delta(\alpha + 1) + \lambda(\alpha + 1) \).

Now \( \Delta \delta \subseteq p^\alpha B \subseteq B' \) and this implies \( \delta(\alpha + 1) = 0 \). Hence, \( \sigma = 2^{-1}\lambda\alpha + 2^{-1}\lambda \in \Lambda \), and we have shown that

\( (+) \) if \( \sigma \in \text{Hom}(A, B) \) such that \( A\sigma \) is contained in a cyclic direct summand of \( B \), then \( \sigma \in \Lambda \).

Let \( 0 \neq \delta \in \Delta \). By Proposition 1.8, \( A \) is generated by cyclic direct summands; hence, there exists a cyclic direct summand \( \{a\} \) of \( A \) such that \( a\delta \neq 0 \). Let \( A = \{a\} \oplus A' \) and define \( \beta \in \text{Aut} A \) by \( \{a\} = \beta A_\delta \) and \( A' = A_\delta^\alpha \); then \( \delta' = (\beta + 1)\delta \in \Delta \), and we have

\[ A\delta' = \{a\delta'\} \neq 0 \quad \text{and} \quad A'\delta' = 0. \]

Let \( \{b\} \) be a direct summand of \( B \) with \( o(b) \geq o(a\delta') \), let \( p' = \sigma(o(b))/o(a\delta') \) and let \( b' = p'b \); then we have \( o(b') = o(a\delta') \). Define \( \sigma \in \text{Hom}(A, B) \) by \( a\sigma = b' \) and \( A'\sigma = 0 \); then \( \sigma \in \Lambda \) by \( (+) \), and since \( A\delta' \subseteq p^\alpha B \), there exists an element \( x \in B \) such that \( a\delta' = p'x \). Then \( o(x) = o(b) \) and from Proposition 1.8 we get \( x = nb + by \) for some \( y \in \text{Aut} B \). Hence, \( o(n + y) \in \Lambda \) and

\[ ao(n + y) = b'(n + y) = p'b(n + y) = p'x = a\delta'. \]

Thus we get \( 0 \neq o(n + y) = \delta' \in \Delta \cap \Lambda \), a contradiction.

\text{Case 2.} \( \Lambda \subseteq p^\alpha B \). The same argument as in Case 1 yields the contradiction \( \Delta \cap \Lambda \neq 0 \).

\text{Case 3.} \( \Delta \notin p^\alpha B \) and \( \Lambda \notin p^\alpha B \). Let \( \delta \in \Delta \) and \( \lambda \in \Lambda \) such that \( A\delta \notin p^\alpha B \) and \( A\lambda \notin p^\alpha B \). Let \( a \in A \) such that \( a\delta \notin p^\alpha B \). By Lemma 1.2, there exists a direct summand \( \{b\} \) of \( B \), \( B = \{b\} \oplus B' \), such that \( a\delta = b* + b' \), where \( 0 \neq b* \in \{b\} \) and \( b' \in B' \). Let \( \beta \in \text{Aut} B \) be defined by \( \{b\} = \beta B_\delta \) and \( B' = B_\delta^\alpha \); then \( \delta' = \delta(\beta + 1) \in \Delta \), and we have \( 0 \neq A\delta' = (b* + b') \subseteq \{b\} \). Let \( \delta' = \delta(\beta + 1) \in \Delta \), and \( A\delta' \) be a multiple of \( \delta' \) with \( o(\delta') = p' \); then \( A\delta' \) has order \( p' \) and it is contained in a cyclic direct summand of \( B \). Applying the same argument to \( \lambda \), we get

(1) There exist elements \( \delta \in \Delta \) and \( \lambda \in \Lambda \) of order \( p \), such that \( A\delta \) and \( A\lambda \) are contained in (not necessarily the same) cyclic direct summand of \( B \).

Let \( \{b_1\} \) and \( \{b_2\} \) be direct summands of \( B \) with \( A\delta \subseteq \{b_1\} \) and \( A\lambda \subseteq \{b_2\} \). Clearly we may assume that \( o(b_1) \leq o(b_2) \); let \( b_2^* = [o(b_2)/o(b_1)]b_2 \). Then \( o(b_2^*) = o(b_1) \), and by Proposition 1.8 there exist \( y \in \text{Aut} B \) and an integer \( n \) such that \( b_2^* = nb_1 + b_1y \). Let \( \delta' = \delta(n + y) \in \Delta \); then \( A\delta' \neq 0 \) since \( o(b_2^*) = o(b_1) \) and

\[ A\delta' = A\delta(n + y) \subseteq \{b_1\}(n + y) = \{b_1\}(n + y) = \{b_2\}. \]

We conclude that

(2) There exist elements \( \delta \in \Delta \) and \( \lambda \in \Lambda \) of order \( p \), such that \( A\delta \) and \( A\lambda \) are contained in the same cyclic direct summand of \( B \).

Let \( A\delta \subseteq \{b\} \) and \( A\lambda \subseteq \{b\} \), where \( \{b\} \) is a direct summand of \( B \). By Proposition 1.8, \( A \) is generated by its cyclic direct summands; let \( \{a_1\} \) and \( \{a_2\} \) be direct summands of \( A \) such that \( a_1\delta \neq 0 \neq a_2\lambda \), and assume that \( o(a_1) \leq o(a_2) \). By Proposition
1.8, there exist $\gamma \in \text{Aut } A$ and an integer $n$ such that $a_1 = na_2 + a_2\gamma$. Then we have $(n+\gamma)\delta \in \Delta$ and $a_2(n+\gamma)\delta = a_1, \delta \neq 0$, and we conclude that

(3) There exist elements $\delta \in \Delta$ and $\lambda \in \Lambda$ of order $\rho$, a direct summand $\{a\}$ of $A$ and a direct summand $\{b\}$ of $B$, such that $a\delta \neq 0 = a\lambda$ and $A\delta \subseteq \{b\}$ and $A\lambda \subseteq \{b\}$.

Let $A = \{a\} \times A'$ and let $\alpha \in \text{Aut } A$ be defined by $\{a\} = A^\alpha$ and $A' = A^\alpha$. Then $\delta' = (\alpha+1)\delta \in \Delta$ and $\lambda' = (\alpha+1)\lambda \in \Lambda$, and $A'\delta' = 0 = A'\lambda'$. Since $\{a\}\delta' = \{a\}\lambda'$, there exists an integer $n$ with $\delta' = n\lambda'$, and this says $0 \neq \delta' = n\lambda' \in \Delta \cap \Lambda$, a contradiction. This completes the proof.

**Definition.** A reduced Abelian group $A$ is a $(pp)$-group if and only if $A \neq 0$ and $A$ is a $p$-group such that $A$ has two independent elements of maximal order if $A$ is bounded.

Evidently, the reduced Abelian $p$-group $A \neq 0$ is a $(pp)$-group if and only if whenever $A = \{u\} \oplus C$, then $C = \{x\} \oplus D$ with $o(u) \leq o(x)$.

**Proposition 1.10.** Let $A$ be a reduced Abelian $(pp)$-group with $p \neq 2$, let $\{u\}$ be a direct summand of $A$ and let $\gamma$ be an automorphism of $A[\{u\}]$. Then the following are equivalent:

(a) $P\gamma = P$ for all cyclic direct summands $P$ of $A$ with $|P| \leq o(u)$.

(b) There exists an integer $n$ such that $xy = nx$ for all $x \in A[\{u\}]$.

**Proof.** Since the implication (b) $\Rightarrow$ (a) is obvious, we need only to show that (a) implies (b).

Let $o(u) = p^k$ and let $A = \{u\} \oplus C$; then $A[p^k] = \{u\} \oplus C[p^k]$, and since $A$ is a $(pp)$-group, $C[p^k]$ is generated by elements of order $p^k$. Let $x \in C[p^k]$ with $o(x) = p^k$. Then $\{u\}, \{u+x\}$ and $\{u-x\}$ are direct summands of order $p^k$ of $A$, and hence, there exist integers $n, m$ and $m'$ such that

$$u\gamma = nu, \quad (u+x)\gamma = m(u+x) \quad \text{and} \quad (u-x)\gamma = m'(u-x).$$

It follows that

$$2nu = (m+m')u + (m-m')x$$

and since $o(u) = o(x) = p^k$, this implies $2n \equiv m+m'$ and $m \equiv m' \mod p^k$. Thus $2n \equiv 2m \equiv 2m' \mod p^k$; but $p \neq 2$, and hence, $n \equiv m \equiv m' \mod p^k$. Consequently, $xy = nx$ for all $x \in C[p^k]$ with $o(x) = p^k$; and since $C[p^k]$ is generated by elements of order $p^k$, we get $xy = nx$ for all $x \in A[p^k]$. Q.E.D.

**Corollary 1.11.** Let $A$ be a reduced Abelian $(pp)$-group with $p \neq 2$ and let $\gamma$ be an automorphism of $A$. Then the following are equivalent:

(a) $\gamma \in c \text{ Aut } A$,

(b) $P\gamma = P$ for all cyclic direct summands $P$ of $A$,

(c) $U\gamma = U$ for all subgroups $U$ of $A$.

**Proof.** Let $\gamma \in c \text{ Aut } A$. Then $\gamma$ centralizes every extreme involution of $A$, and by Propositions 1.6 and 1.3(b) we get $P\gamma = P$ for all cyclic direct summands $P$ of $A$. Thus (a) implies (b).
Assume that \( \gamma \) satisfies (b) and let \( U \) be a cyclic subgroup of \( A \). Then \( U \) lies in some \( A[p^k] \), and from Proposition 1.10 we infer that \( U \gamma = U \). Thus we have shown (c) for all cyclic subgroups of \( A \); and since every subgroup is generated by its cyclic subgroups, this implies (c). Now (c) implies (b) trivially and (b) implies (a) by Proposition 1.10. Q.E.D.

2. Remarks on \( \text{Hom} \) and duality.

**Notation.** \( tA \) is the maximal torsion subgroup of the Abelian group \( A \).

**Lemma 2.1.** Let \( A \) and \( C \) be Abelian \( p \)-groups and let \( B \) be a basic subgroup of \( A \). Then \( t \text{Hom}(A, C) \) is isomorphic to \( t \text{Hom}(B, C) \).

**Proof.** Since torsion homomorphisms are small, from [9, (4.1), p. 233] we get that for every \( \sigma \in t \text{Hom}(B, C) \) there exists a unique small homomorphism \( \sigma^*: A \to C \) extending \( \sigma \); and it is an immediate consequence that \( \psi \) maps \( t \text{Hom}(B, C) \) isomorphically onto \( t \text{Hom}(A, C) \).

**Definition.** Let \( A \) be a reduced Abelian \( p \)-group. Then the adjoint group of \( A \) is \( A^* = t \text{Hom}(A, Z(p^\infty)) \).

**Lemma 2.2.** The following properties of the reduced Abelian \( p \)-group \( A \) are equivalent:

(a) \( A \simeq A^* \).

(b) \( A \simeq A^{**} \).

(c) \( A \simeq \sum_{0 < i < \omega} B_i \), where each \( B_i \) is a finite direct sum of cyclic groups of order \( p^i \).

(d) \( A \) is torsion complete and every Ulm-invariant of \( A \) is finite.

**Proof.** Let \( A \simeq A^* \); then \( A^* \simeq A^{**} \) and thus (a) implies (b). Let \( A \simeq A^{**} \) and let \( B = \sum_{0 < i < \omega} B_i \) be a basic subgroup of \( A \), where each \( B_i \) is a direct sum of cyclic groups of order \( p^i \). By Lemma 2.1, we get

\[
A^* \simeq t \text{Hom} \left( \sum_{0 < i < \omega} B_i, Z(p^\infty) \right) \simeq t \sum_{0 < i < \omega} B_i^*.
\]

Hence, basic subgroups of \( A^* \) are isomorphic to \( \sum_{0 < i < \omega} B_i^* \); cf. Fuchs [4, Theorem 29.6, p. 100]. By Lemma 2.1, we get

\[
A \simeq A^{**} \simeq t \sum_{0 < i < \omega} B_i^{**}.
\]

Hence, basic subgroups of \( A \) are isomorphic to \( \sum_{0 < i < \omega} B_i^{**} \), and thus we have \( B_i \simeq B_i^{**} \) for all \( i \). Now assume that \( |B_i| = r \geq \aleph_0 \) for some \( i \). Since \( B_i \) is a direct sum of pairwise isomorphic cyclic groups, this implies \( |B_i^{**}| = 2^{2^r} > r \), contradicting \( B_i \simeq B_i^{**} \). Hence, each \( B_i \) is finite and we have shown that (b) implies (c).

Now if \( A \) satisfies (c), then \( \sum_{0 < i < \omega} B_i \) is isomorphic to a basic subgroup of \( A \), and this implies

\[
A^* \simeq t \text{Hom} \left( \sum_{0 < i < \omega} B_i, Z(p^\infty) \right) \simeq t \sum_{0 < i < \omega} B_i^*.
\]
Since every $B_i$ is finite, we have $B_i \cong B_i^*$ for all $i$; hence, $A \cong A^*$ and we have shown that (c) implies (a). Now the equivalence of (c) and (d) follows from [4, Theorem 34.1, p. 114], completing the proof.

**Definition.** Let $\sigma: A \to B$ be a homomorphism of reduced Abelian $p$-groups. Then the adjoint of $\sigma$ is the homomorphism $\sigma^*: B^* \to A^*$ defined by $f\sigma^* = \sigma f$ for all $f \in B^*$.

Of course, the mapping $* : \sigma \to \sigma^*$ has the usual properties, namely $(\sigma + \tau)^* = \sigma^* + \tau^*$, $(\sigma \tau)^* = \tau^* \sigma^*$, $(1_A)^* = 1_{A^*}$, whenever $\sigma + \tau$ and $\sigma \tau$ are defined.

**Definition.** Let $A$ be a reduced Abelian $p$-group. Then the mapping $\nu_A : A \to A^{**}$ is defined by $f(x\nu_A) = xf$ for all $x \in A$ and all $f \in A^*$.

Obviously, $\nu_A$ is a homomorphism.

**Proposition 2.3.** Let $\sigma : A \to B$ be a homomorphism of reduced Abelian $p$-groups. Then we have $\sigma \nu_B = \nu_A \sigma^{**}$.

The proof is left to the reader.

**Definition.** Let $A$ be a reduced Abelian $p$-group and let $A^*$ be its adjoint group. If $U \subseteq A$, then $U^* = \{f \in A^* \mid Uf = 0\}$ is the annihilator of $U$ in $A^*$, and if $V \subseteq A^*$, then $V^* = \{x \in A \mid xV = 0\}$ is the annihilator of $V$ in $A$.

**Proposition 2.4.** Let $A$ be a reduced Abelian $p$-group and let $U \subseteq A$ such that $p^\omega(A/U) = 0$. Then we have $U^{**} = U$.

**Remark.** We have $p^\omega(A/U) = 0$ if and only if $U$ is closed in the $p$-adic topology on $A$.

**Proof.** Clearly we have $U \subseteq U^{**}$; let us assume that $U \subset U^{**}$. Then there exists an element $x \in U^{**}$ with $x \notin U$ and $px \in U$; that is, $x + U$ is an element of order $p$ in $A/U$. Hence, $x + U$ is contained in a cyclic direct summand of $A/U$—cf. Fuchs [5, top of p. 80]—and thus there exists an element $f' \in (A/U)^* \setminus (x + U)$, $f' \neq 0$. Let $c : A \to A/U$ be the canonical epimorphism and let $f = cf'$. Then $f \in U^*$ and, since $x \in U^{**}$, we get

$$0 = xf = x(cf') = (x + U)f' \neq 0,$$

a contradiction.

**Corollary 2.5.** Let $A$ be a reduced Abelian $p$-group with $p^\omega A = 0$ and let $U \subseteq A$. Then $U = U^{**}$ whenever $U$ is a finite or cofinite subgroup or a direct summand of $A$.

**Proposition 2.6.** Let $A$ be a reduced Abelian $p$-group and let $X$ be a finite set of subgroups of $A$ such that $0 = \bigcap_{Y \in X} Y$ and $A = Y + Y'$ for all $Y \subseteq X$, where $Y' = \bigcap_{Y \in X} Y^*$. Then we have $A^* = \sum_{Y \in X} Y^*$.

**Proof.** Let $X = \{X_1, \ldots, X_n\}$ and let $X'_i = \bigcap_{j \neq i} X_j$ for all $i$. Then it follows by standard arguments that $A = \sum_{Y \in X} Y^*$ and $X'_i = \sum_{j \neq i} X'_i$ for all $i$, and the proposition follows immediately.

**Notation.** If $X \subseteq A$, then $X^\circ$ is the annihilator of $X^*$ in $A^{**}$. 
Proposition 2.7. Let \( A \) be a reduced Abelian \( p \)-group and let \( A = D \oplus E \). Then
\[
A^{**} = D^* \oplus E^{**},
\]
and we have \( D^* \cong D^{**} \) and \( D\nu_A \subseteq D^* \).

The straightforward proof is left to the reader.

Lemma 2.8. Let \( A \) be a reduced Abelian \( p \)-group such that \( A \cong A^* \). Then \( \nu_A \) is an isomorphism of \( A \) onto \( A^{**} \).

Proof. Let \( B = \sum_{i<w} B_i \) be a basic subgroup of \( A \), where each \( B_i \) is a direct sum of cyclic groups of order \( p^i \). By Lemma 2.2, each \( B_i \) is finite, and since \( \nu_A \) is monomorphic by Lemma 1.2, we get \( B\nu_A = B_i^* \cong B_i^{**} \) for every \( i \), by Proposition 2.7. For every \( n \), let \( A_n \subseteq A \) with \( A = B_1 \oplus \cdots \oplus B_n \oplus A_n \). From Lemma 2.2 and Proposition 2.7 it follows that \( A^{**} = (B_1 \oplus \cdots \oplus B_n)^* \oplus A_n^* = B_1^* \oplus \cdots \oplus B_n^* \oplus A_n^* \) for all \( n \), and since \( B_i \cong B_i^* \) is finite for every \( i \), it follows that \( B\nu_A = \sum B_i \nu_A = \sum B_i^* \) is a basic subgroup of \( A^{**} \)—cf. [5, Theorem 33.2, p. 140]. Hence, \( B\nu_A \) is dense in \( A^{**} \); moreover, every element of \( A^{**} \) is limit of a bounded Cauchy sequence in \( B\nu_A \)—cf. [7, Lemma 10]—and since \( A \) is torsion complete by Lemma 2.2, it follows that \( \nu_A \) is epimorphic, completing the proof.

Proposition 2.9. Let \( A \) be a reduced Abelian \( p \)-group such that \( A \cong A^* \). Then we have \( \nu_A(\nu_A)^* = 1_A \) and \( (\nu_A)^*\nu_A = 1_A \).

Proof. (i) For all \( h \in A^* \) and for all \( x \in A \), we have
\[
x[h(\nu_A[\nu_A^*])] = x[(hv_A)(\nu_A)] = x[\nu_A(hv_A)] = (x\nu_A)(hv_A) = h(x\nu_A) = xh;
\]
that is, \( \nu_A(\nu_A)^* = 1_A \).

(ii) For all \( g \in A^{***} \) and all \( e \in A^{**} \), we have
\[
e[g((\nu_A)^*\nu_A)] = e[(g[\nu_A]^*)\nu_A] = (g[\nu_A]^*)e = (\nu_A g)e.
\]
Now \( e = x\nu_A \) for some \( x \in A \) by Lemma 2.8, and this implies
\[
e[g((\nu_A)^*\nu_A)] = (\nu_A g)(x\nu_A) = x(\nu_A g) = eg.
\]
Hence, \( (\nu_A)^*\nu_A = 1_A \). Q.E.D.

Lemma 2.10. Let \( A \) be a reduced Abelian \( p \)-group such that \( A \cong A^* \). Then the mapping \( \sigma \rightarrow \sigma^* \) is an anti-isomorphism of \( \text{End } A \) onto \( \text{End } A^* \).

Proof. Let \( \sigma \in \text{End } A \) such that \( \sigma^* = 0 \). Then we have \( f\sigma^* = \sigma f = 0 \) for all \( f \in A^* \) and thus \( x(\sigma f) = (x\sigma)f = 0 \) for all \( x \in A \) and all \( f \in A^* \). By Lemma 1.2, we get \( A\sigma \subseteq p^\alpha A = 0 \) and \( \sigma = 0 \); that is, \( * \) is one-to-one.

Let \( \tau \in \text{End } A^* \) and let \( \sigma \in \text{End } A \) be defined by \( \sigma = \nu_A^\tau \nu_A^{-1} \). Then we have \( \sigma^* = (\nu_A^\tau)^{-1}\tau^*\nu_A^\tau = \nu_A^\tau \tau^* (\nu_A^\tau)^{-1} \) by Proposition 2.9, and from Proposition 2.3 we get \( \sigma^* = \tau \). Thus \( * \) is onto; and clearly \( (\sigma + \tau)^* = \sigma^* + \tau^* \) and \( (\sigma \tau)^* = \tau^* \sigma^* \) for all \( \sigma, \tau \in \text{End } A \), completing the proof.

Definition. Let \( A \) be a reduced Abelian \( p \)-group such that \( A \cong A^* \). Then, by the preceding lemma, \( * \) is an anti-isomorphism of \( \text{End } A \) onto \( \text{End } A^* \) and
hence, * induces an anti-isomorphism of Aut $A$ onto Aut $A^*$. We define the isomorphism $\theta_A$: Aut $A \to$ Aut $A^*$ by $\gamma^\theta_A = (\gamma^*)^{-1}$ for all $\gamma \in$ Aut $A$.

**Proposition 2.11.** Let $A$ be a reduced Abelian $p$-group such that $A \simeq A^*$. Then we have $(\Sigma_A H)^\theta_A = \Sigma_A H^*$ whenever $H = H^{**}$.

**Proof.** Let $\gamma = 1 + \sigma \in \Sigma_A H$. Then we have $A \sigma \subseteq H$ and $H \sigma = 0$ and this implies $(A \sigma)H^* = A(\sigma H^*) = (A^* \sigma^*) = 0$ and $(H \sigma)A^* = H(\sigma A^*) = (A^* A^*) = 0$; hence, $H^* \sigma^* = 0$ and $A^* \sigma^* \subseteq H^*$. Thus $\gamma^* = 1 + \sigma^* \in \Sigma_A H^*$ and we have shown that $(\Sigma_A H)^* \subseteq \Sigma_A H^*$.

Let $\delta = 1 + \tau \in \Sigma_A H^*$. By Lemma 2.10, we have $\tau = \sigma^*$ for some $\sigma \in \text{End } A$. Thus $H^* \sigma^* = 0$ and $A^* \sigma^* \subseteq H^*$, that is, $A(H^* \sigma^*) = A(\sigma H^*) = (A^* \sigma^*) = 0$ and $H(A^* \sigma^*) = (H \sigma)A^* = 0$. Hence, $A \sigma \subseteq H^{**} = H$ by hypothesis and $H \sigma \subseteq p^A A = 0$ by Lemma 1.2. Thus $\gamma = 1 + \sigma \in \Sigma_A H$ and $\gamma^* = \delta$, and we have shown that $(\Sigma_A H)^* = \Sigma_A H^*$. Now $(\Sigma_A H)^* = (\Sigma_A H)^{\theta_A}$, and this completes the proof.

3. Stabilizers of direct summands.

**Proposition 3.1.** Let $A$ be a reduced Abelian $p$-group with $p > 3$, let $\Gamma = \text{Aut } A$ and let $\delta$ and $\alpha$ be automorphisms of $A$ such that

1. $\alpha^2 = 1$,
2. $(\alpha \delta)^2 = 1$,
3. $\delta \delta^* = \delta^* \delta$ for all $\gamma \in cc[\alpha]$.

Then there exists an involution $\beta$ of $A$ with $\alpha \beta = \beta \alpha$ such that

(a) $(\delta - \beta)^2 = 0$,
(b) $A^\alpha (\delta - \beta) \subseteq A^\alpha$ and $A^\alpha (\delta - \beta) \subseteq A^\alpha$.

**Proof.** If $\alpha = \pm 1$, then (2) implies $\delta^2 = 1$ and $\beta = \delta$ has properties (a) and (b). Let $\alpha \neq \pm 1$. Then $A^\alpha \neq 0$ and $A^\alpha \neq 0$ and we have $A = A^\alpha \oplus A^\alpha$ by Proposition 1.3(a).

The ring of all endomorphisms of $A$ is isomorphic to the ring of all matrices $(\begin{tiny\begin{pmatrix}\lambda & \sigma \\ \tau & \rho \end{pmatrix}\end{tiny})$, where $\lambda \in \text{Hom } (A^+, A^+)$, $\sigma \in \text{Hom } (A^+, A^+)$, $\tau \in \text{Hom } (A^+, A^+)$ and $\rho \in \text{Hom } (A^+, A^+)$; we shall regard this isomorphism as an identification. Thus $\alpha = (\begin{tiny\begin{pmatrix}0 & 1 \\ \lambda & \rho \end{pmatrix}\end{tiny})$ and the elements of $cc[\alpha]$ are, by Proposition 1.3(b), the matrices $(\begin{tiny\begin{pmatrix}1 & 0 \\ \lambda & \rho \end{pmatrix}\end{tiny})$, where $\xi \in \text{Aut } A^+ \text{ and } \eta \in \text{Aut } A^+$. Let $\delta = (\begin{tiny\begin{pmatrix}1 & 0 \\ \lambda & \rho \end{pmatrix}\end{tiny})$ and let $\gamma = (\begin{tiny\begin{pmatrix}1 & 0 \\ \lambda & \rho \end{pmatrix}\end{tiny}) \in cc[\alpha]$; then we have

$$\delta^* = \begin{pmatrix} \xi^{-1} \lambda & \xi^{-1} \sigma \eta \\ \eta^{-1} \tau \xi & \eta^{-1} \rho \eta \end{pmatrix}.$$ 

Hence, from (2) it follows that $\delta^{-1} = \alpha \delta \alpha = (\begin{tiny\begin{pmatrix}1 & 0 \\ \lambda & \rho \end{pmatrix}\end{tiny})$ and this implies

$$1 = \begin{pmatrix}1 & 0 \\ 0 & 1 \end{pmatrix} = \begin{pmatrix}\lambda^2 - \sigma \tau & \lambda \sigma - \sigma \rho \\ \rho \tau - \tau \lambda & \rho^2 - \tau \sigma \end{pmatrix}.$$
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Hence,

(*) \[ 1 = \lambda^2 - \sigma \tau \quad \text{and} \quad 1 = \rho^2 - \tau \sigma. \]

Let \( \gamma \in \text{crt}(a) \). Then \( \delta \delta' = \delta' \delta \) by (3), and a straightforward computation shows that

(+) \[ \xi^{-1} \lambda \xi \lambda + \xi^{-1} \sigma \tau = \lambda \xi^{-1} \lambda \xi + \sigma \eta^{-1} \tau \xi \]

and

(++) \[ \eta^{-1} \tau \xi \sigma + \eta^{-1} \rho \eta \rho = \tau \xi^{-1} \sigma \eta + \rho \eta^{-1} \rho \eta. \]

Now let \( \eta = 1 \); then, by (*), we get

(+) \[ \lambda \xi \lambda + \lambda^2 - 1 = \xi \lambda \xi^{-1} \lambda \xi + \xi (\lambda^2 - 1) \xi \]

from (+) and from (++) we get with \( \xi = 1 \)

(++) \[ \rho^2 - 1 + \rho \eta \rho = \eta (\rho^2 - 1) \eta + \eta \rho \eta^{-1} \rho \eta. \]

Now let \( \xi = 2 \) in (+) and \( \eta = 2 \) in (++). Then (+) becomes \( 3 \lambda^2 - 1 = 6 \lambda^2 - 4 \) and

(++) becomes \( 3 \rho^2 - 1 = 6 \rho^2 - 4 \); thus \( 3 = 3 \lambda^2 \) and \( 3 = 3 \rho^2 \), and since \( p > 3 \), this implies \( \lambda^2 = 1 \) and \( \rho^2 = 1 \); and from (*) we infer that

(o) \[ \sigma \tau = 0 \quad \text{and} \quad \tau \sigma = 0. \]

Let \( \beta = \begin{pmatrix} 2 & 0 \\ 0 & 2 \end{pmatrix} \); then \( \beta^2 = 1 \) and \( \alpha \beta = \beta \alpha \) and \( \delta - \beta = \begin{pmatrix} 2 & 0 \\ 0 & 2 \end{pmatrix} \). From (o) it follows that

(\( \delta - \beta )^2 = 0 \), and clearly we have \( A_1^\alpha (\delta - \beta ) \subseteq A_1^\alpha \) and \( A_2^\alpha (\delta - \beta ) \subseteq A_2^\alpha \). Q.E.D.

DEFINITION 3.2. Let \( \Gamma \) be a group and let \( \alpha \in \Gamma \) be an involution. Then \( [\alpha] \) is the set of all subgroups \( \Delta \) of \( \Gamma \) such that

1. \( (\alpha \delta) \beta = 1 \) for all \( \delta \in \Delta \),
2. \( c_{\Gamma}(\alpha) \subseteq n_{\Gamma} \Delta \),
3. the mapping \( \delta \to \delta \beta \) is an automorphism of \( \Delta \).

Let \( \Lambda \) be a subgroup of \( \Gamma \). Then \( \Lambda \) is \( \alpha \)-maximal if, and only if, \( \Lambda \in \{\alpha\} \) and \( \Lambda \) is maximal with respect to this property.

Let \( \Lambda \) be a subgroup of \( \Gamma \). Then \( \Lambda \) is \( \alpha \)-indecomposable if, and only if, \( \Lambda \) is normalized by \( c_{\Gamma}(\alpha) \) and, whenever \( \Lambda \) is a direct product of subgroups \( \Delta_1 \) and \( \Delta_2 \) which are normalized by \( c_{\Gamma}(\alpha) \), it follows that \( \Delta_1 = 1 \) or \( \Delta_2 = 1 \).

REMARKS. (A) Every group in \( \{\alpha\} \) is Abelian. (B) \( \{\alpha\} \) is inductive. (C) If \( \Delta \subseteq \Gamma \) is the direct product of its subgroups \( \Delta_1 \) and \( \Delta_2 \), then \( \Delta_1, \Delta_2 \in \{\alpha\} \) implies \( \Delta \in \{\alpha\} \).

LEMMA 3.3. Let \( A \) be an Abelian \( p \)-group with \( p > 3 \) and let \( \alpha \) be an involution of \( A \). Then the following properties of the subgroup \( \Delta \) of \( \Gamma = \text{Aut} A \) are equivalent:

1. \( \Delta \) is \( \alpha \)-maximal.

(a) \[ \Delta = \{ \Lambda \cap \Sigma^+, \Lambda \cap \Sigma^- \}, \]

(b) \[ c_{\Gamma}(\alpha) \subseteq n_{\Gamma} (\Lambda \cap \Sigma^+) \cap n_{\Gamma} (\Lambda \cap \Sigma^-), \]

(c) \[ \Sigma^+ \cap c_{\Gamma}(\Delta \cap \Sigma^+) = \Delta \cap \Sigma^+, \]

(d) \[ \Sigma^- \cap c_{\Gamma}(\Delta \cap \Sigma^-) = \Delta \cap \Sigma^- . \]
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Remark. In particular, every \( \alpha \)-maximal subgroup \( \Delta \) of \( \Gamma \) is the direct product of \( \Delta \cap \Sigma^+ \) and \( \Delta \cap \Sigma^- \), and these are normalized by \( c_\Gamma(\alpha) \).

Proof. Let \( \Delta \) be an \( \alpha \)-maximal subgroup of \( \Gamma \) and suppose that \( \alpha = \pm 1 \). Then from part (1) of Definition 3.2 we get \( \delta^2 = 1 \) for all \( \delta \in \Delta \), and from part (3) of the same definition it follows that \( \Delta = 1 \). Since \( \Sigma^+ = 1 = \Sigma^- \) for \( \alpha = \pm 1 \), we get (2(a))–(2(d)).

Suppose that \( \alpha \neq \pm 1 \). Then by Proposition 3.1, every element \( \delta \in \Delta \) has the form \( \delta = (\delta_1, \delta_2) \) with \( \lambda \in \text{Hom}(A^+, A^+) \), \( \sigma \in \text{Hom}(A^+, A^-) \), \( \tau \in \text{Hom}(A^-, A^+) \), \( \rho \in \text{Hom}(A^-, A^-) \) and

\[
\lambda^2 = 1, \quad \rho^2 = 1, \quad \sigma \tau = 0 \quad \text{and} \quad \tau \sigma = 0.
\]

This implies \( \delta^2 = (\delta_1, \delta_2) \) with \( \sigma' \tau' = 0 \) and \( \tau' \sigma' = 0 \), and from \( \Delta^2 = \Delta \) it follows that \( (\pm) \) Every element \( \delta \in \Delta \) has the form \( \delta = (\delta_1, \delta_2) \) with \( \sigma \tau = 0 \) and \( \tau \sigma = 0 \).

Let

\[
\Delta_+ = \left\{ \gamma \in \Sigma^+ \mid \gamma = \begin{pmatrix} 1 & 0 \\ \tau & 1 \end{pmatrix} \right. \quad \text{and} \quad \left( \begin{pmatrix} 1 & \sigma \\ \tau & 1 \end{pmatrix} \right) \in \Delta \text{ for some } \sigma \right\}
\]

and

\[
\Delta_- = \left\{ \gamma \in \Sigma^- \mid \gamma = \begin{pmatrix} 1 & \sigma \\ 0 & 1 \end{pmatrix} \right. \quad \text{and} \quad \left( \begin{pmatrix} 1 & \sigma \\ \tau & 1 \end{pmatrix} \right) \in \Delta \text{ for some } \tau \right\}.
\]

A straightforward argument shows that \( \Delta_+ \) and \( \Delta_- \) are subgroups of \( \Sigma^+ \) and \( \Sigma^- \) respectively; and furthermore, we have \( \Delta_+ \in [\alpha] \) and \( \Delta_- \in [\alpha] \). Now the subgroup \( \Delta^* \) generated by \( \Delta_+ \) and \( \Delta_- \) is the direct product of \( \Delta_+ \) and \( \Delta_- \), and this implies \( \Delta^* \in [\alpha] \). Since \( \Delta \subseteq \Delta^* \) and since \( \Delta \) is \( \alpha \)-maximal, we get \( \Delta = \Delta^* \), proving (2(a)) and (2(b)).

Let \( \Delta^*_+ = \Sigma^+ \cap c_\Gamma \Delta_- \) and \( \Delta^*_- = \Sigma^- \cap c_\Gamma \Delta_+ \); then we have \( \Delta_+ \subseteq \Delta^*_+ \) and \( \Delta_- \subseteq \Delta^*_- \) and from \( c_\Gamma(\alpha) \subseteq n_\Gamma \Delta_+ \cap n_\Gamma \Delta_- \) we infer \( c_\Gamma(\alpha) \subseteq n_\Gamma c_\Gamma \Delta_+ \cap n_\Gamma c_\Gamma \Delta_- \); thus \( c_\Gamma(\alpha) \subseteq n_\Gamma \Delta^*_+ \) and \( c_\Gamma(\alpha) \subseteq n_\Gamma \Delta^*_- \), and consequently we have

\[
\Delta^*_+ \in [\alpha] \quad \text{and} \quad \Delta^*_- \in [\alpha].
\]

Now the products \( \Delta^*_+ \Delta_- \) and \( \Delta_+ \Delta^*_- \) are direct products, and this implies \( \Delta^*_+ \Delta_- \in [\alpha] \) and \( \Delta_+ \Delta^*_- \in [\alpha] \). Since \( \Delta \subseteq \Delta^*_+ \Delta_- \) and \( \Delta \subseteq \Delta_+ \Delta^*_- \) and since \( \Delta \) is \( \alpha \)-maximal, we conclude that \( \Delta = \Delta_+ \Delta^*_- = \Delta^*_+ \Delta_- \). Hence, \( \Delta^*_+ = \Delta_+ \) and \( \Delta^*_- = \Delta_- \); we have proved (2(c)) and (2(d)) and thus (1) implies (2).

Let \( \Delta \) be a subgroup of \( \Gamma \) satisfying conditions (2(a))–(2(d)) and let \( \Delta = \Delta \cap \Sigma^+ \) and \( \Delta = \Delta \cap \Sigma^- \); then from (2(b)) it follows that \( \Delta_\pm \in [\alpha] \) and \( \Delta_\pm \in [\alpha] \), and since \( \Delta \) is the direct product of \( \Delta_+ \) and \( \Delta_- \) [by (2(a)), (2(c)), (2(d))], we have \( \Delta \in [\alpha] \).

Let \( \Delta^* \) be an \( \alpha \)-maximal subgroup of \( \Gamma \) containing \( \Delta \); \( \Delta^* \) exists because \( [\alpha] \) is inductive. Then we have

\[
\Delta_+ \subseteq \Delta^* \cap \Sigma^+ \quad \text{and} \quad \Delta_- \subseteq \Delta^* \cap \Sigma^-.
\]
and application of (2(c)) and (2(d)) to \( \Delta \) and \( \Delta^* \) yields \( \Delta_+ = \Delta^* \cap \Sigma^*_+ \) and \( \Delta_- = \Delta^* \cap \Sigma^*_-, \) and thus we have \( \Delta = \{ \Delta_+, \Delta_- \} = \Delta^* \). Thus (2) implies (1) and (1) and (2) are equivalent.  Q.E.D.

**Theorem 3.4.** Let \( A \) be a reduced Abelian \( p \)-group with \( p > 3 \). Then the following properties of the subgroup \( \Delta \) of \( \Gamma = \text{Aut} A \) are equivalent:

(a) \( \Delta \) is the stabilizer of a direct summand of \( A \).

(b) There exists an involution \( \alpha \in \Gamma \) such that \( \Delta \) is both \( \alpha \)-maximal and \( \alpha \)-indecomposable.

**Proof.** Let \( D \) be a direct summand of \( A \), let \( \Delta = \Sigma_A D \) and let \( \alpha \) be an involution of \( A \) such that \( D = A_+^\alpha \). Then we have \( \Delta = \Sigma_A^\alpha \) and thus \( \Delta \) satisfies conditions (2(a)), (2(b)) and (2(d)) of Lemma 3.3.

Let \( \delta \in \Sigma_A^\alpha \cap c_{\alpha} \Sigma_A^\alpha \) and let \( \delta = (s, t) \); then we have \( \delta \delta' = \delta' \delta \) for all \( \delta' = (s', t') \in \Sigma_A^+, \) and a straightforward computation shows that \( \sigma \tau = 0 \) and \( \tau \sigma = 0 \) for all \( \tau : A^+ \to A^+ \).

By Proposition 1.7, we infer that \( \sigma = 0 \) and \( \delta = 1 \), that is, \( \Sigma_A^\alpha \cap c_{\alpha} \Sigma_A^\alpha = 1 \); and from Lemma 3.3 we conclude that \( \Sigma_A^\alpha = \Delta \) is \( \alpha \)-maximal.

Let \( \Delta \) be the direct product of its subgroups \( \Delta_1 \) and \( \Delta_2 \), where both \( \Delta_1 \) and \( \Delta_2 \) are normalized by \( c_{\alpha}(\alpha) \).

By Hausen [6, Hilfssatz 1.4], the mapping \( \gamma \to \gamma - 1 \) induces an isomorphism of \( \Delta = \Sigma_A A^\alpha \) onto \( \text{Hom} (A^\alpha, A^\alpha) \). Hence, \( \text{Hom} (A^\alpha, A^\alpha) = \Sigma_1 \oplus \Sigma_2 \), where \( \Sigma_1 = (\Delta_1 - 1) \mid A^\alpha \) and \( \Sigma_2 = (\Delta_2 - 1) \mid A^\alpha \); and since \( \Delta_1 \) and \( \Delta_2 \) are normalized by \( c_{\alpha}(\alpha) \), it follows that \( \Sigma_1 \) and \( \Sigma_2 \) are invariant under both \( \text{Aut} A^\alpha \) and \( \text{Aut} A^\alpha \). Hence \( \Sigma_1 = 0 \) or \( \Sigma_2 = 0 \) by Lemma 1.9; that is, \( \Delta_1 = 1 \) or \( \Delta_2 = 1 \). We have shown that \( \Delta = \Sigma_A^\alpha \) is \( \alpha \)-indecomposable and thus (a) implies (b).

Let \( \Delta \) be a subgroup of \( \Gamma \) and let \( \alpha \in \Gamma \) be an involution such that \( \Delta \) is both \( \alpha \)-maximal and \( \alpha \)-indecomposable. By Lemma 3.3, \( \Delta \) is the direct product of \( \Delta \cap \Sigma_A^\alpha \) and \( \Delta \cap \Sigma_A^\alpha \), and these are normalized by \( c_{\alpha}(\alpha) \). Hence, \( \Delta \cap \Sigma_A^\alpha = 1 \) or \( \Delta \cap \Sigma_A^\alpha = 1 \), that is, \( \Delta \subseteq \Sigma_A^\alpha \) or \( \Delta \subseteq \Sigma_A^\alpha \). Now \( \Sigma_A^\alpha \in [\alpha] \) and \( \Sigma_A^\alpha \in [\alpha] \), and since \( \Delta \) is \( \alpha \)-maximal, it follows that \( \Delta = \Sigma_A^\alpha \) or \( \Delta = \Sigma_A^\alpha \). Thus (b) implies (a) and hence, (a) and (b) are equivalent.

**Lemma 3.5.** Let \( A \) be a reduced Abelian \( p \)-group with \( p > 3 \) and let \( B \) and \( C \) be elements of \( HA \) such that \( \Sigma_A B = \Sigma_A C \). Then \( B = C \).

**Proof.** Let \( \Gamma = \text{Aut} A \) and let \( \alpha \) and \( \beta \) be involutions of \( A \) such that \( B = A^\alpha \) and \( C = A^\beta \). Then \( \Sigma_A^\alpha = \Sigma_A^\beta \) and this implies \( \delta^{-1} = \alpha \delta \alpha = \beta \delta \beta \) for all \( \delta \in \Sigma_A^\alpha \); that is, \( \alpha \beta \in c_{\alpha} \Sigma_A^\alpha \).

Let \( \delta = (s, t) \in c_{\alpha} \Sigma_A^\alpha \). Then \( \delta \) commutes with every \( (s', t') \in \Sigma_A^\alpha \), and a straightforward computation shows that \( \sigma \tau = 0 \) and \( \tau \sigma = 0 \) for all \( \tau : A^\alpha \to A^\alpha \). From Proposition 1.7 we infer that \( \sigma = 0 \), and we have shown that \( c_{\alpha} \Sigma_A^\alpha \subseteq \Sigma_A c_{\alpha}(\alpha) \).
Thus we have $\alpha \beta = \delta \gamma$, where $\delta \in \Sigma^*_\alpha$ and $\gamma \in c_1(\alpha)$; and since $\delta \in \Sigma^*_\alpha$ it follows that $\gamma \in c_1 \Sigma^*_\alpha$. Now we have

\[(+)\quad \beta = \alpha \delta \gamma \]

and hence, $1 = (\alpha \delta \gamma)^2 = (\alpha \delta)(\alpha \delta)\gamma = (\alpha \delta)(\alpha \delta)(\alpha \delta)^2 \gamma^2$; and since $(\alpha \delta)^2 = 1$, we get $\gamma^2 = 1$.

Since $\alpha \gamma = \gamma \alpha$, we have

\[(\ast)\quad A = (A^a \cap A^*_a) \oplus (A^b \cap A^*_b) \oplus (A^c \cap A^*_c) \oplus (A^d \cap A^*_d)\]

by Proposition 1.3(c). If $A^a \cap A^*_a \neq 0 \neq A^b \cap A^*_b$, then there exists an endomorphism $\sigma$ of $A$ such that $0 \neq (A^b \cap A^*_b)\sigma \subseteq A^a \cap A^*_a$ and $A^b \sigma = 0 = (A^a \cap A^*_a)\sigma$. Then $1 \neq \sigma = 1 + \delta \in \Sigma^*_\sigma$ and $\delta = 1 - \sigma = \delta^{-1}$; but $\gamma \in c_1 \Sigma^*_\alpha$, and this implies $\delta = \delta^{-1}$ and $\delta^2 = 1$, a contradiction. Hence,

\[A^a \cap A^*_a = 0 \quad \text{or} \quad A^c \cap A^*_c = 0\]

and similarly it follows that

\[A^b \cap A^*_b = 0 \quad \text{or} \quad A^d \cap A^*_d = 0.\]

Since $A^a \neq 0 \neq A^b$, from ($\ast$) it follows that $\gamma = 1$ or $\gamma = -1$; and from (+) we infer that $\beta = \alpha \delta$ or $\beta = -\alpha \delta$, where $\delta \in \Sigma^*_\alpha$.

Let $x \in A^a$. Then we have $x = x\alpha$ and $x\alpha \delta = x \delta = x$, and we have shown that $A^a \subseteq A^a\alpha$. Hence,

\[A^a \alpha = A^a \oplus (A^b \cap A^*\alpha)\]

let $x \in A^a \cap A^b \alpha$. Then $x = x\alpha \delta = -x \delta$, and this implies $2x = x - x\delta = x(1 - \delta) \in A^a \cap A^b \alpha = 0$. Since $p \neq 2$, we get $x = 0$; hence, $A^a \cap A^b \alpha = 0$ and we have shown that $A^a = A^a\alpha$.

Now assume that $\beta = -\alpha \delta$; then $A^a = A^a\alpha = A^a\alpha = A^a\alpha$, and this implies $A^a \cap A^b \alpha = 0$ and $\Sigma^a \cap \Sigma^b = 1$. Since $\Sigma^a = \Sigma^a$, we get $\Sigma^a = 1$ and $\alpha = 1$ or $\alpha = -1$, that is, $B = 0$ or $B = A$, a contradiction.

Consequently, we have $\beta = \alpha \delta$ and $B = A^a = A^a\alpha = A^a\alpha = C$, what we wanted to show.

**Definition.** Let $A$ be a reduced Abelian $p$-group with $p > 3$ and let $\Gamma = \text{Aut } A$. Let $HA$ be the set of all nontrivial direct summands of $A$ and let $H\Gamma$ be the set of all subgroups $\Delta \neq 1$ of $\Gamma$ such that $\Delta$ is $\alpha$-maximal and $\alpha$-indecomposable for some involution $\alpha \in \Gamma$. Then, by Theorem 3.4, $H\Gamma$ is the set of all stabilizers of elements of $HA$. Let $\Sigma_A: HA \rightarrow H\Gamma$ be defined by $D \rightarrow \Sigma_A D$ for all $D \in HA$. Then $\Sigma_A$ is a mapping of $HA$ unto $H\Gamma$, and by Lemma 3.5, $\Sigma_A$ is one-to-one. Let $S_A: H\Gamma \rightarrow HA$ be the inverse of $\Sigma_A$.

**Proposition 3.6.** Let $A$ and $B$ be reduced Abelian $p$-groups with $p > 3$ and let $\gamma$ be an isomorphism of $A$ onto $B$. Then we have $\gamma^{-1}(\Sigma_A D)\gamma = \Sigma_B (D\gamma)$ for all $D \in HA$. 
In particular, if $\gamma$ is an automorphism of $A$, then we have
(a) $\Sigma_A(D\gamma) = (\Sigma_A D)\gamma$ for all $D \in HA$ and
(b) $S_A(\Delta') = (S_A \Delta)\gamma$ for all $\Delta \in H \text{ Aut } A$.

The straightforward proof is left to the reader.

4. Induced projectivities.

Definition. Let $A$ be a reduced Abelian $p$-group with $p > 3$, let $B$ be a reduced
Abelian $q$-group with $q > 3$ and let $\phi$ be an isomorphism of $\text{Aut } A$ onto $\text{Aut } B$. Let
$\Delta \in H \text{ Aut } A$. Then, by Theorem 3.4, there exists an involution $\alpha \in \text{Aut } A$ such that
$\Delta$ is $\alpha$-maximal and $\alpha$-indecomposable. Since $\phi$ is an isomorphism, $\alpha^\phi \in \text{Aut } B$ is
an involution such that $\Delta^\phi$ is $\alpha^\phi$-maximal and $\alpha^\phi$-indecomposable. By Theorem 3.4,
we have $\Delta^\phi \in H \text{ Aut } B$. We define the mapping $\phi': HA \rightarrow HB$ by $D\phi' = S_B[(\Sigma_A D)^\phi]$ for all $D \in HA$.

Proposition 4.1. Let $A$, $B$ and $C$ be reduced primary Abelian groups of characteristic
greater than 3 and let $\phi : \text{Aut } A \rightarrow \text{Aut } B$ and $\psi : \text{Aut } B \rightarrow \text{Aut } C$ be isomorphisms. Then we have $(\phi \psi)' = \phi' \psi'$.

Proof. For all $D \in HA$, we have
$$D\phi' \psi' = (D\phi')\psi' = S_C[(\Sigma_B D\phi')^\psi] = S_C[(\Sigma_B S_B[(\Sigma_A D)^\phi])^\psi]$$
$$= S_C[(\Sigma_A D)^{\phi \psi}] = D(\phi' \psi');$$

hence, $(\phi \psi)' = \phi' \psi'$.

Proposition 4.2. Let $A$ be a reduced Abelian $p$-group with $p > 3$, let $B$ be a reduced
Abelian $q$-group with $q > 3$, let $\phi$ be an isomorphism of $\text{Aut } A$ onto $\text{Aut } B$ and suppose
that $A$ is not cyclic. Then we have
(a) $p = q$,
(b) $\phi'$ is a one-to-one mapping of $HA$ onto $HB$, and $(\phi')^{-1} = (\phi^{-1})'$,
(c) $[D\gamma]\phi' = [D\phi']\gamma^\phi$ for all $D \in HA$ and all $\gamma \in \text{Aut } A$.

Proof. From Proposition 4.1 we get $D = D\phi'(\phi^{-1})'$ and $E = E(\phi^{-1})'\phi'$ for all
$D \in HA$ and all $E \in HB$, and this proves (b).

Let $D \in HA$ and let $\gamma \in \text{Aut } A$. Then $\Sigma_A(D\gamma) = (\Sigma_A D)^\gamma$ by Proposition 3.6(a), and
this implies $[\Sigma_A(D\gamma)]^\phi = [(\Sigma_A D)^\phi]^\gamma$. Hence, $(D\gamma)\phi' = S_B([(\Sigma_A D)^\phi]^\gamma) = (D\phi')^\gamma\phi$ by
Proposition 3.6(b) and this is (c).

Since $A$ is not cyclic, we have $HA \neq \emptyset$; let $D \in HA$. Then $D\phi' \in HB$ and thus
$\Sigma_A D \simeq S_B D\phi'$. Since the maximal torsion subgroup of $\Sigma_A D$ is a nonzero $p$-group and
since the maximal torsion subgroup of $S_B D\phi'$ is a nonzero $q$-group, it follows
that $p = q$ and this is (a).

Proposition 4.3. Let $A$ and $B$ be reduced Abelian $p$-groups with $p > 3$, let
$\phi : \text{Aut } A \rightarrow \text{Aut } B$ be an isomorphism and let $D, E \in HA$ such that $D \subseteq E$. Then
$D\phi' \subseteq E\phi'$ or $E\phi' \subseteq D\phi'$.
Proof. We may clearly assume that $D \subseteq E$. Let $A = D \oplus C$; then $E = D \oplus (E \cap C)$, and there exist commuting involutions $\alpha, \beta$ of $A$ such that $D = A^\alpha_+$ and $E = A^\beta_+$. Since $A^\alpha_+ \subseteq A^\beta_+$ and since $A^\beta_+ = A^\beta$, from Proposition 1.4 it follows that $A^\alpha_+ \cap A^\beta = 0$, and from Proposition 1.5 we infer that

\[ \Sigma^\alpha_+ \cap \Sigma^\beta = 1. \]

Now $(\Sigma_A D)^\phi = (\Sigma_A)^\phi$, and from Lemma 3.3 and Theorem 3.4 it follows that either

(1) \[ D\phi' = S_\beta \Sigma^\phi = B^\phi_+ \]

or

(1') \[ D\phi' = S_\beta \Sigma^\phi = B^\phi_-; \]

and similarly, we have either

(2) \[ E\phi' = B^{\phi_+} \]

or

(2') \[ E\phi' = B^{\phi_-}. \]

Hence, we have to consider four cases:

Case 12. $D\phi' = B^{\phi_+}$ and $E\phi' = B^{\phi_-}$. Then $(\Sigma^\phi_+)^\phi = \Sigma^{\phi_+}$ and $(\Sigma^\phi_-)^\phi = \Sigma^{\phi_-}$, and from Lemma 3.3 and Theorem 3.4 it follows that $(\Sigma^\phi_+)^\phi = \Sigma^{\phi_+}$ and $(\Sigma^\phi_-)^\phi = \Sigma^{\phi_-}$. Now (*) implies $\Sigma^\phi_+ \cap \Sigma^{\phi_-} = 1$ and since $\Sigma^{\phi_+} = \Sigma^{\phi_-}$ and $B^{\phi_+} = B^{\phi_-}$, we conclude that

\[ B^{\phi_+} \cap B^{\phi_-} = 0 \quad \text{or} \quad B^{\phi_+} \cap B^{\phi_-} = 0 \]

by Proposition 1.5, and from Proposition 1.4 we infer that

\[ B^{\phi_+} \subseteq B^{\phi_-} \quad \text{or} \quad B^{\phi_-} \subseteq B^{\phi_+}. \]

Hence, $D\phi' \subseteq E\phi'$ or $E\phi' \subseteq D\phi'$, as desired.

The remaining three cases follow exactly the pattern of Case 12 and are left to the reader.

Terminological note. In the following, a subgroup $U \subseteq A$ is called cocyclic [in $A$] if and only if $A/U$ is cyclic.

Lemma 4.4. Let $A$ and $B$ be reduced Abelian $(pp)$-groups with $p > 3$ and let $\phi : \text{Aut } A \to \text{Aut } B$ be an isomorphism. Then we have

(a) If $P \in HA$ is cyclic or cocyclic, then $P\phi'$ is cyclic or cocyclic.

(b) $\phi'$ preserves orders and indices of cyclic and cocyclic direct summands.

(c) $\phi'$ is either an order-preserving or an order-reversing mapping of $HA$ onto $HB$.

Of course, (c) means that either $D\phi' \subseteq E\phi'$ for all $D, E \in HA$ with $D \leq E$, or $E\phi' \subseteq D\phi'$ for all $D, E \in HA$ with $D \leq E$.

Proof. Let $P \in HA$ be cyclic or cocyclic. Then, by Proposition 1.6, there exists an extreme involution $\alpha$ of $A$ such that $P = A^\alpha_+$, and since $\phi$ is an isomorphism,
\( \alpha^* \) is an extreme involution of \( B \); and from Proposition 1.6 we infer that \( B^a \) and \( B^a^* \) are cyclic or cocyclic. Now \( P \phi' = B^a \) or \( P \phi' = B^a^* \), and thus (a) is proved.

Let \( P \in HA \) be cyclic and let \( A = P \oplus C \). Then \( \Sigma \cong \Hom(C, P) \) by Hausen [6, Hilfssatz 1.4], and since \( A \) is a \((pp)\)-group, there exists a cyclic direct summand \( Q \) of \( C \) with \( |Q| \geq |P| \). Hence, \( |P| = \text{Exp} \Sigma \).

Let \( C \in HA \) be cyclic and let \( A = C \oplus P \). Then \( \Sigma \cong \Hom(P, C) \) by Hausen [6, Hilfssatz 1.4], and since \( A \) is a \((pp)\)-group, there exists a cyclic direct summand \( Q \) of \( C \) with \( |Q| \geq |P| \). Hence, \( |A/C| = |P| = \text{Exp} \Sigma \).

Now \( \Sigma = \Sigma_{\phi} \) for all \( P \in HA \), and from the preceding argument we get (b).

If rank \( A = 2 \), then (c) is obvious; let rank \( A > 2 \) in the following.

Let \( P \) and \( Q \) be cyclic direct summands of \( A \) such that \( |P| = |Q| \) and let \( A = P \oplus C = Q \oplus D \). Then \( C \cong D \) by Walker [10], and thus there exists a \( \gamma \in \Aut A \) with \( P \gamma = Q \); and from Proposition 4.2(c) we get \( Q \phi' = [P \gamma] \phi' = [P \phi'] \gamma^\phi \). Since \( P \phi' \) is cyclic or cocyclic, we get

1) if \( P \in HA \) is cyclic and \( P \phi' \) is cyclic, then \( Q \phi' \) is cyclic for every cyclic \( Q \in HA \) with \( |Q| = |P| \).

1*) if \( P \in HA \) is cyclic and \( P \phi' \) is cocyclic, then \( Q \phi' \) is cocyclic for every cyclic \( Q \in HA \) with \( |Q| = |P| \).

Let \( P \) and \( Q \) be cyclic direct summands of \( A \) such that \( |P| \neq |Q| \) and let \( A = P \oplus C \). Since \( |Q| \neq |P| \), there exists a cyclic \( R \in HC \) with \( |R| = |Q| \), and since rank \( A > 2 \), we have \( P \cap R \in HA \) and \( R \subseteq P \oplus R \in HA \).

Assume that \( P \phi' \) is cyclic; then Proposition 4.3 implies \( P \phi' \subseteq (P \oplus R) \phi' \). Suppose that \( R \phi' \) is cyclic; then \( (P \oplus R) \phi' \subseteq R \phi' \) by Proposition 4.3, and this implies \( P \phi' \subseteq R \phi' \). Hence, \( P \subseteq R \cap R \subseteq P \), a contradiction. Thus \( R \phi' \) is cyclic, and since \( |R| = |Q| \), from (1) we infer that \( Q \phi' \) is cyclic. We conclude that

2) if \( P \phi' \) is cyclic for some cyclic \( P \in HA \), then \( P \phi' \) is cyclic for every cyclic \( P \in HA \).

Dualizing, we get

(2*) if \( P \phi' \) is cocyclic for some cyclic \( P \in HA \), then \( P \phi' \) is cocyclic for every cyclic \( P \in HA \).

Let \( X, Y \in HA \) such that \( X \subseteq Y \) and let \( A = X \oplus D = Y \oplus E \). Then \( Y = X \oplus (Y \cap D) \) and \( A = X \oplus (Y \cap D) \oplus E \), and since \( X \subseteq Y \), we have \( Y \cap D \neq 0 \). This implies that there exists a cyclic \( P \in HA \) such that \( P \subseteq Y \) and \( P \notin X \).

Assume that \( P \phi' \) is cyclic; then \( P \phi' \subseteq Y \phi' \) by Proposition 4.3. Suppose that \( Y \phi' \subseteq X \phi' \); then \( P \phi' \subseteq X \phi' \) and this implies \( P \subseteq X \) or \( X \subseteq P \), a contradiction. Hence \( X \phi' \subseteq Y \phi' \), and from (2) we conclude that

3) if \( P \phi' \) is cyclic for some cyclic \( P \in HA \), then we have \( X \phi' \subseteq Y \phi' \) for all \( X, Y \in HA \) with \( X \subseteq Y \).

Dualizing, we get

(3*) if \( P \phi' \) is cocyclic for some cyclic \( P \in HA \), then we have \( Y \phi' \subseteq X \phi' \) for all \( X, Y \in HA \) with \( X \subseteq Y \).
Since \( P\phi' \) is either cyclic or cocyclic by (a), we conclude that \( \phi' \) is either order-preserving or order-reversing, and this is (c).

**Remark.** From Proposition 2.11 it follows that if \( A \simeq A^* \) and if \( \theta_A \) is the isomorphism of Proposition 2.11, then \( \theta'_A \) is order-reversing.

**Lemma 4.5.** Let \( A \) and \( B \) be reduced Abelian (pp)-groups with \( p > 3 \), let \( \phi \) be an isomorphism of \( \text{Aut} \ A \) onto \( \text{Aut} \ B \) and let \( A_1, \ldots, A_n \in HA \) such that \( A = \sum_{1 \leq i \leq n} A_i \). Then we have

(a) \( B = \sum_{i=1}^{n} A_i \phi' \) if \( \phi' \) is order-preserving,

(b) \( B^* = \sum_{i=1}^{n} (A_i \phi')^* \) if \( \phi' \) is order-reversing.

**Proof.** Let \( \beta_1, \ldots, \beta_n \) be involutions of \( B \) such that \( \beta_i \beta_j = \beta_j \beta_i \) for all \( i \) and \( j \). Then an obvious induction argument yields

\[
B = \sum_{i=0}^{\infty} (B_{\beta_1} \cap \cdots \cap B_{\beta_n}^i);
\]

—cf. Proposition 1.3. Let the involutions \( \alpha_1, \ldots, \alpha_n \) of \( A \) be defined by \( \alpha_i|A_i = 1_{A_i} \) for all \( i \) and \( \alpha_i|A_j = -1_{A_j} \) for \( j \neq i \). Then we have \( \alpha_i \alpha_j = \alpha_j \alpha_i \) for all \( i, j \), and \( A_i = A^* \).

By Lemma 3.3 and Theorem 3.4, for all \( i \) we have \( A_i \phi' = B_{\beta_i}^i \), where \( \beta_i = \alpha_i^i \) or \( \beta_i = -\alpha_i^i \). Now \( \alpha_i \alpha_j = \alpha_j \alpha_i \) for all \( i, j \), and since \( \phi \) is an isomorphism, we infer that \( \beta_i \beta_j = \beta_j \beta_i \) for all \( i, j \).

Let \( i \neq j \); then we have \( A_i \cap A_j = 0 \) and hence, \( \Sigma_{\alpha_i} \cap \Sigma_{\beta_j} = 1 \). Since \( (\Sigma_{\phi})^* = \Sigma_{\phi}^* \) for all \( i \), we get \( \Sigma_{\alpha} \cap \Sigma_{\beta}^* = 1 \) and from Proposition 1.5 we infer that \( B_{\alpha} \cap B_{\beta}^* = 0 \) or \( B_{\alpha}^* \cap B_{\beta} = 0 \).

(a) Assume that \( \phi' \) is order-preserving, let \( i \neq j \) and suppose that \( B_{\alpha} \cap B_{\alpha}^* \neq 0 \). Since \( B_{\alpha} \cap B_{\alpha}^* \) is a direct summand of \( B \), there exists a cyclic \( P \in HA \) such that \( P \subseteq B_{\alpha} \cap B_{\alpha}^* = A_i \phi' \cap A_j \phi' \), and this implies

\[
0 \neq P(\phi')^{-1} \subseteq A_i \cap A_j = 0,
\]
a contradiction. Consequently, \( B_{\alpha} \cap B_{\alpha}^* = 0 \) for all \( i \neq j \), and from Proposition 1.4 we infer that \( B_{\alpha}^* \subseteq B_{\beta} \) for all \( i \neq j \). Hence, (a) reduces to

\[
B = (B_{\alpha} \cap \cdots \cap B_{\alpha}^i) \oplus \sum_{i=0}^{\infty} B_{\beta}^i;
\]
thus \( \sum_{1 \leq i \leq n} A_i \phi' \) is a direct summand of \( B \), and this implies \( B = \sum_{1 \leq i \leq n} A_i \phi' \), as desired.

(b) Suppose that \( \phi' \) is order-reversing. Then we have to consider two cases:

**Case 1.** \( n = 2 \). Then we have \( \alpha_2 = -\alpha_1 \), that is, \( A_1 = A_2^* \) and \( A_2 = A_1^* \). Hence, \( A_2 \phi' = B_{\beta_1} \) and \( B = A_1 \phi' \oplus A_2 \phi' \), and from Proposition 2.6 we get \( B^* = (A_1 \phi')^* \oplus (A_2 \phi')^* \).

**Case 2.** \( n > 2 \). Then we have \( A_i \oplus A_j \in HA \) for all \( i \neq j \); and hence, \( (A_i \oplus A_j) \phi' \in HB \) is contained in \( A_i \phi' \cap A_j \phi' \). Thus \( A_i \phi' \cap A_j \phi' = B_{\alpha} \cap B_{\alpha}^* \neq 0 \) for all \( i \neq j \), and this implies \( B_{\alpha} \cap B_{\alpha}^* = 0 \) for all \( i \neq j \). From Proposition 1.4 we infer that \( B_{\alpha}^* \subseteq B_{\beta} \) for all \( i \neq j \) and, consequently, (a) reduces to

\[
B = (B_{\alpha} \cap \cdots \cap B_{\alpha}^i) \oplus \sum_{i=0}^{\infty} B_{\beta}^i.
\]
Assume that $B^{\phi_1} \cap \cdots \cap B^{\phi_n} \neq 0$. Then there exists a cyclic $P \in HB$ with $P \subseteq A_i \phi'$
$= B^{\phi_i}$ for $i = 1, \ldots, n$. Hence $P(\phi')^{-1} \in HA$ is cocyclic and contains $A_i$ for $i = 1, \ldots, n$, a contradiction. Thus $B^{\phi_1} \cap \cdots \cap B^{\phi_n} = 0$ and, hence,

$$0 = \bigcap_{1 \leq i \leq n} A_i \phi'$$

and from Proposition 2.6 we get $B^* = \sum_{1 \leq i \leq n} (A_i \phi')^*$. Q.E.D.

**Notation.** $H_0 A$ is the [ordered] subset of $HA$ consisting of all $D \in HA$ such that $D$ or $A/D$ is finite.

**Lemma 4.6.** Let $A$ and $B$ be reduced Abelian $(pp)$-groups and let $f$ be an order-preserving mapping of $H_0 A$ into $H_0 B$ such that

1. If $A = \sum_{1 \leq i \leq n} A_i$ with $A_i \in H_0 A$, then $B = \sum_{1 \leq i \leq n} A_i f$.
2. If $P \in H_0 A$ is cyclic, then $P f$ is cyclic and $|P|^* = |P|$.
3. If $A = \langle u \rangle \oplus C$ and if $\langle u \rangle f = \langle u' \rangle$, then

(a) For every $x \in C[o(u)]$, there exists a unique element $x' \in C[f[o(u)]]$ such that $\langle u + x \rangle f = \langle u' + x' \rangle$.
(b) The mapping $x \mapsto x'$ of $C[o(u)]$ into $C[f[o(u)]]$ is an isomorphism of $C[o(u)]$ onto $C[f[o(u)]]$.
(c) If $x \in C[o(u)]$ such that $\langle x \rangle \in H_0 A$ then $\langle x \rangle f = \langle x' \rangle$.

Then, if $\langle u \rangle \in H_0 A$ with $o(u) = p^k$ and $\langle u \rangle f = \langle u' \rangle$, there exists an isomorphism $\psi$ of $A[p^k]$ onto $B[p^k]$ such that $u \psi = u'$ and $P f = P \psi$ for every cyclic $P \in H_0 A$ with $|P| \leq p^k$.

The proof is an adaptation and modification of the methods of Baer [1, Theorem II.1.3]; cf. Fuchs [4, pp. 305–308].

**Proof.** Let $A = \langle u \rangle \oplus C$. Then $B = \langle u \rangle f \oplus C f$ by (1), and from (2) we infer that $o(u) = o(u')$. We define $\psi$ as follows: if $x \in C[p^k]$, then $x \psi$ is the unique element $x'$ which exists by (3.a) with $\langle u + x \rangle f = \langle u' + x' \rangle$; and $(nu) \psi = nu'$ for all integers $n$.

By (3.b), $\psi$ is an isomorphism of $A[p^k]$ onto $B[p^k]$.

Let $P \in H_0 A$ be cyclic with $|P| \leq p^k$ and suppose that $P \subseteq C$ or $P = \langle u + x \rangle$ with $x \in C[p^k]$; then we have $P f = P \psi$ by (3.c) and (3.a).

Let $P \in H_0 A$ be cyclic with $|P| \leq p^k$ and suppose that $P \neq C$ and $P \neq \langle u + x \rangle$ for all $x \in C[p^k]$. Then we have $P = \langle p^i u + x \rangle$, where $k \geq j \geq 1$ and $x \in C[p^k]$; let $|P| = p^i$. Since $j \geq 1$, it follows readily that $p^{i-1} x$ has height $i - 1$ in $A$; and since $p^i x = 0$, we conclude that $\langle x \rangle$ is a direct summand of order $p^i$ of $A$; cf. [4, top of p. 80]. Let $C = \langle x \rangle \oplus D$. We consider two cases:

Case 1. $i = k$. Then $A = \langle x \rangle \oplus \langle u \rangle \oplus D$ and $\langle x \rangle f = \langle x \psi \rangle$ [by (3.c)], and we have $\langle x + u \rangle f = \langle x \psi + u \psi \rangle$. We apply (3) to $\langle x \rangle$ and $\langle u \rangle \oplus D$, and from (3.b) we get

$$P f = \langle x + p u \rangle f = \langle x \psi + p u \psi \rangle = P \psi,$$

as desired.
Case 2. $i < k$. Since $A$ is a $(pp)$-group, there exists a cyclic direct summand $\{y\}$ of $D$ with $o(y) \geq p^k$; let $D = \{y\} \oplus E$. Using (3), we find an element $y' \in B$ such that $\{y\}f = \{y'\}$, $\{y + u\}f = \{y' + u\psi\}$ and $\{u\}f = \{u\psi\}$, and thus there exists a unique $x'$ such that $\{y + x\}f = \{y' + x'\}$ and $\{x\}f = \{x\}$. Then $\{y + (u + x)\}f = \{y' + (u\psi + x')\}$ by (3.b), and from (3.c) we get $\{u + x\}f = \{u\psi + x\}$. But $x' \in C[p^k]$, and thus $x' = x\psi$ by the definition of $\psi$. Now $\{y + (p'u + x)\}f = \{y' + (p'u\psi + x\psi)\}$ by (3.b), and (3.c) implies $Pf = \{p'u + x\}f = \{(p'u + x)\psi\} = P\psi$, as desired. Hence, $\psi$ is an isomorphism of $A[p^k]$ onto $B[p^k]$ such that $P\psi = Pf$ for every cyclic $P \in H_0 A$ with $|P| \leq p^k$. Q.E.D.

**Lemma 4.7.** Let $A$ and $B$ be reduced Abelian $p$-groups and let $f$ be an order-preserving mapping of $H_0 A$ into $H_0 B$ satisfying conditions (1), (2) of Lemma 4.6, such that for every $\{u\} \in H_0 A$ and every $u' \in B$ with $\{u'\} = \{u\}f$, there exists a unique isomorphism $\psi_{u, u'}$ of $A[o(u)]$ onto $B[o(u)]$ such that $u^\psi_{u, u'} = u'$ and $Pf = Pf\psi_{u, u'}$ for every cyclic $P \in H_0 A$ with $|P| \leq o(u)$. Then there exists an isomorphism $\psi$ of $A$ onto $B$ such that $Df = D\psi$ for every $D \in H_0 A$.

**Proof.** If $A = 0$, then (1) implies $B = 0$; hence, we may assume $A \neq 0$ in the following. Let $M$ be the set of all positive integers $k$ such that $A$ has cyclic direct summands of order $p^k$ and let $k \in M$. By hypothesis, there exists an isomorphism $\psi_k: A[p^k] \rightarrow B[p^k]$ such that $Pf = Pf\psi_k$ for every cyclic $P \in H_0 A$ with $|P| \leq p^k$. Let $j \in M$ with $k < j$ and let $A = \{u\} \oplus \{v\} \oplus C$, where $o(u) = p^k$ and $o(v) = p^j$. Then we can find $v' \in B$ such that $w_{u, v'} = w_{u, v}$, and hence, $\psi_{u, v'} = \psi_j$ is an extension of $\psi_k$.

Hence, there exist isomorphisms $\psi_k: A[p^k] \rightarrow B[p^k]$ for all $k \in M$, such that $\psi_j$ is an extension of $\psi_k$ whenever $k \leq j$, and such that $P\psi_k = Pf$ for every cyclic $P \in H_0 A$ with $|P| \leq p^k$. Let $\psi$ be the map of $A$ into $B$ which coincides with $\psi_k$ on $A[p^k]$ for all $k \in M$; clearly $\psi$ is a monomorphism.

Now if $A$ is not bounded, then it is clear that $\psi$ is epimorphic, and if $A$ is bounded of exponent $p^k > 1$ then every $x \in B$ with $o(x) = p^k$ generates a direct summand, so that $\exp B = p^k = \exp A$. Hence, $\psi$ is an isomorphism of $A$ onto $B$ such that $Pf = Pf$ for every cyclic $P \in H_0 A$; and since $D\psi = Df$ for every $D \in H_0 A$ by (1), the proof is complete.

**Terminological note.** A group is a $(ppp)$-group if and only if it is a nonzero $p$-group which has three independent elements of maximal order if it is bounded.

**Corollary 4.8.** Let $A$ and $B$ be reduced Abelian $(pp)$-groups with $p \neq 2$ and let $f: HA \rightarrow HB$ be an order-preserving mapping satisfying conditions (1)–(3) of Lemma 4.6. Then there exists an isomorphism $\psi$ of $A$ onto $B$ such that $D\psi = Df$ for all $D \in HA$, and if $A$ is a $(ppp)$-group, there exists a unique projectivity $f^*$ of $LA$ onto $LB$ inducing $f$.

**Proof.** From Lemma 4.6 and Corollary 1.11 we infer that $A$, $B$ and $f$ satisfy the requirements of Lemma 4.7. Hence, there exists an isomorphism $\psi$ of $A$ onto $B$ such that $P\psi = Pf$ for every cyclic $P \in HA$; and since $D\psi \subseteq Df$ for $D \subseteq HA$, it follows that $D\psi = Df$ for all $D \in HA$. 

Let $f^*$ be the projectivity of $LA$ onto $LB$ induced by $\psi$, let $A$ be a (ppp)-group and let $g$ be another projectivity of $LA$ onto $LB$ inducing $f$. Then $h=f^*g^{-1}$ is an auto-
projectivity of $LA$, and since $A$ is a (ppp)-group, there exists an automorphism $\gamma$ of $A$ such that $Uh=U\gamma$ for all $U \in LA$; cf. [4, pp. 305–308]. In particular, we have $P=P_f$ for every cyclic $P \in HA$; and it is an immediate consequence of Corollary 1.11 that $U=U\gamma=Uh$ for all $U \in LA$. Consequently, $g=f^*$, completing the proof.

Theorem 4.9. Let $A$ and $B$ be reduced Abelian (ppp)-groups with $p > 3$ and let $\phi$ be an isomorphism of $\text{Aut } A$ onto $\text{Aut } B$. Then

(a) if $\phi'$ is order-preserving, there exists an isomorphism of $A$ onto $B$ inducing $\phi'$;
(b) if $\phi'$ is order-reversing, there exists an isomorphism of $A$ onto $B^*$ inducing $\phi' \times$;

and if $A$ is a (ppp)-group, then

(a') if $\phi'$ is order-preserving, there exists a unique projectivity of $LA$ onto $LB$ which extends $\phi'$;
(b') if $\phi'$ is order-reversing, there exists a unique projectivity of $LA$ onto $LB^*$ which extends $\phi' \times$.

Proof. Case A. $\phi'$ is order-preserving. Then from Lemma 4.4 and Lemma 4.5(a) we infer that $A$, $B$ and $\phi'$ satisfy the requirements of Lemma 4.6, except for (3).

Let $A = \{u\} \oplus C$, let $o(u) = p^x$, let $\{u\} \phi' = \{u'\}$ and let $C \phi' = C'$. Let $\Delta_A C$ be the group of all endomorphisms $\sigma$ of $A$ such that $A \sigma \subseteq C$ and $C \sigma = 0$. Then the mapping $\phi_{u,c}$ of $C[p^k]$ into $\Delta_A C$, defined by $u(x \phi_{u,c}) = x$ and $C(x \phi_{u,c}) = 0$ for all $x \in C[p^k]$, is an isomorphism of $C[p^k]$ onto $\Delta_A C$; and in the same fashion we get an isomorphism $\phi_{u,c}$ of $C'[p^k]$ onto $\Delta_B C'$.

Let $\psi_C : \Sigma_A C \rightarrow \Delta_A C$ be defined by $\gamma \psi_C = \gamma - 1$ for all $\gamma \in \Sigma_A C$; from Hausen [6, Hilfssatz 1.4] it follows that $\psi_C$ is an isomorphism of $\Sigma_A C$ onto $\Delta_A C$, and in the same fashion, $\psi_{C'}$ is an isomorphism of $\Sigma_B C'$ onto $\Delta_B C'$.

Since $\Sigma_B C' = (\Sigma_A C)^\phi$, it follows that the mapping $\alpha : C[p^k] \rightarrow C'[p^k]$, defined by

$$x\alpha = [x \phi_{u,c} \psi_{C'}^{-1}] \phi_{C} \phi_{u,c}^{-1}$$

for all $x \in C[p^k]$, is an isomorphism of $C[p^k]$ onto $C'[p^k]$; let $\delta = \phi_{u,c} \psi_{C'}^{-1}$ and $\delta' = \phi_{u,c} \psi_{C'}^{-1}$.

Let $x \in C[p^k]$. Then we have $u(x \delta) = u + x$, and from Proposition 4.2(c) we infer that $\{u + x\} \phi' = \{(u + x) \phi\}$ of $\{(u + x) \phi\}$. But $(x \delta)^\phi = (x \alpha) \delta'$ and, hence, $\{u + x\} \phi' = \{(u + x) \delta'\}$. Let $x' = x\alpha$; then $x' \in C'[p^k]$ and we have $\{u + x\} \phi' = \{u' + x'\}$ for all $x \in C[p^k]$.

Let $x', x'' \in C'[p^k]$ such that $\{u' + x'\} = \{u' + x''\}$, that is, $(u' + x') = (u' + x'')$ for some integer $r$. It follows that $(r - 1)u' = x'' - x' = 0$ and thus we have $r \equiv 1 \mod p^k$. Hence, $rx'' = x'$ and $x'' = x''$; and we have shown that the mapping $x \rightarrow x' = x\alpha$ satisfies the requirements (3.a) and (3.b) of Lemma 4.6.

Let $x \in C[p^k]$ such that $(x) \in HA$. Since $x \delta \in \Sigma_A (x)$, we have $(x \delta)^\phi \in \Sigma_B (x) \phi'$; hence, $x' = u'((x \delta)^\phi - 1) \in \{x\} \phi'$ and since $o(x) = o(x')$, we get $\{x\} \phi' = \{x'\}$. 
Hence, \( A, B \) and \( \phi' \) satisfy all requirements of Corollary 4.8. We conclude that
(a) there exists an isomorphism of \( A \) onto \( B \) inducing \( \phi' \) and, if \( A \) is a \((ppp)\)-group,
(a') there exists a unique projectivity of \( LA \) onto \( LB \) which extends \( \phi' \).

Case B. \( \phi' \) is order-reversing. Then \( \phi' \times \) is an order-preserving mapping of \( HA \)
into \( HB^* \), and from Lemma 4.4 and Lemma 4.5(b) we infer that \( A, B^* \) and \( \phi' \times \)
satisfy the requirements of Lemma 4.6, except for (3).

Let \( A = \{u\} \oplus C \), let \( o(u) = p^k \), let \( C \phi' = C' \) and let \( u' \in B^* \) such that \([\{u\}, \phi']^u = \{u'\}\).
Let the isomorphism \( \phi_{u,C} : C[p^k] \to \Delta_A C \) be defined as in Case A, and define
\( \chi_C : \Delta_A C \to \Sigma_A C \) by \( \sigma \chi_C = 1 - \sigma \) for all \( \sigma \in \Delta_A C \); that \( \chi_C \) is an isomorphism follows
from Hausen [6, Hilfssatz 1.4]. Let the isomorphism \( \psi_{C'} : \Sigma_B C' \to \Delta_B C' \) be as in
Case A, and define \( c_{u'} : \Delta_B C' \to [C']^* [p^k] \) by \( \sigma c_{u'} = \sigma u' \) for all \( \sigma \in \Delta_B C' \). Since \( C' \)
is cyclic of order \( p^k \), it is clear that \( c_{u'} \) is an isomorphism.

Consequently, the mapping \( \beta : C[p^k] \to [C']^* [p^k] \), defined by
\[
x \beta = [x \phi_{u,C} \chi_C]\psi_{C'} c_{u'}
\]
for all \( x \in C[p^k] \), is an isomorphism of \( C[p^k] \) onto \( [C']^* [p^k] \).

Let \( x \in C[p^k] \). Then \( u + x = u (1 + x \phi_{u,C}) \), and consequently, we have \( \{u + x\} \phi' = \{u\} \phi' (1 + x \phi_{u,C}) \).
Now \( u' + x \beta = (1 - x \phi_{u,C}) u' \), and consequently,
\[
(1 + x \phi_{u,C}) (u' + x \beta) = u'.
\]
We conclude that \( \{u + x\} \phi' (u' + x \beta) = \{u\} \phi' [u', x] = 0 \), that is, \( u' + x \beta \in \{u + x\} \phi' \);
and since \( o(u + x) = o(u' + x \beta) \), we infer that \( \{u + x\} \phi' = \{u' + x \beta\} \times \).
Let \( x' = x \beta \); then \( x' \in [C']^* [p^k] \) and we have \( \{u + x\} \phi' = \{u' + x'\} \times \) for all \( x \in C[p^k] \).

Exactly as in Case A, it follows that the elements \( x' \) are unique; hence, the
mapping \( x \to x' = x \beta \) satisfies the requirements (3.a) and (3.b) of Lemma 4.6.

Let \( x \in C[p^k] \) such that \( \{x\} \in HA \). Then, since \( 1 - x \phi_{u,C} \in \Sigma_A (x) \), we have
\( (1 - x \phi_{u,C}) \phi' \in \Sigma_A (x) \phi' \); and consequently, \( \{x\} \phi' \) is \( 0 \) and \( x' \in \{x\} \) \times \). But \( o(x) = o(x') \) and, hence, \( \{x\} \phi' = \{x'\} \).

Consequently, \( A, B^* \) and \( \phi' \times \) satisfy all requirements of Corollary 4.8. We conclude that
(b) there exists an isomorphism of \( A \) onto \( B^* \) inducing \( \phi' \times \) and, if \( A \)
is a \((ppp)\)-group, (b') there exists a unique projectivity of \( LA \) onto \( LB^* \) which extends \( \phi' \times \). Q.E.D.

**Corollary 4.10.** Let \( A \) and \( B \) be reduced Abelian \((pp)\)-groups with \( p > 3 \) and let
\( \phi \) be an isomorphism of \( \text{Aut} A \) onto \( \text{Aut} B \) such that \( \phi' \) is order-reversing. Then we
have \( A \cong A^* \cong B^* \cong B \); and if \( A \) is a finite \((ppp)\)-group, then there exists one and only
one duality of \( LA \) onto \( LB^* \) which extends \( \phi' \times \).

**Proof.** By Theorem 4.9, applied to \( \phi \) and \( \phi^{-1} \), we have \( A \cong B^* \) and \( B \cong A^* \). Thus
\( A^* \cong B^{**} \) and \( B^* \cong A^{**} \) and, consequently, \( A \cong A^{**} \) and \( B \cong B^{**} \); and from Lemma
2.2 we infer that \( A \cong A^* \) and \( B \cong B^* \), proving the first part.

Suppose that \( A \) is a finite \((ppp)\)-group. Then, by Theorem 4.9, there exists a unique projectivity \( f \) of \( LA \) onto \( LB^* \) extending \( \phi' \times \). Then \( h = f \times \) is a duality of
LA onto LB extending $\phi \times \times = \phi'$ [by Corollary 2.5]; the unicity of $h$ is an obvious consequence of Theorem 4.9(b') and Corollary 2.5.

5. The automorphisms of $\text{Aut} \, A$.

**Proposition 5.1.** Let $A$ be a reduced Abelian (pp)-group with $p > 3$, let $\Gamma = \text{Aut} \, A$ and let $\phi \in \text{Aut} \, \Gamma$. Then the following are equivalent:

(a) $D\phi' = D$ for all $D \in H\Gamma$,

(b) $\phi$ induces the identity automorphism in $\Gamma/c\Gamma$.

**Proof.** Suppose that $\phi$ satisfies (a). Then we have $D\phi' = [D\gamma]\phi' = [D\phi']\gamma = D\gamma$ for all $\gamma \in \Gamma$ and all $D \in H\Gamma$ by Proposition 4.2(c). Hence, $D = D\gamma \phi^{-1}$ for all $\gamma \in \Gamma$ and all $D \in H\Gamma$. From Corollary 1.11 we infer that $\gamma^{\phi} \gamma^{-1} \in c\Gamma$ for all $\gamma \in \Gamma$, and this is (b).

Suppose that $\phi$ satisfies (b). Then, if $\alpha \in \Gamma$ is an involution, we have $\alpha^\phi = \alpha$ or $\alpha^\phi = -\alpha$ since $\alpha^\phi$ is an involution and $\alpha^\phi \alpha \in c\Gamma$. Let $1 \neq \Sigma \subseteq \Gamma$ be the stabilizer of some direct summand of $A$ and let $\alpha \in \Gamma$ be an involution such that $\Sigma = \Sigma^\phi$; then the preceding argument shows that $\Sigma^\phi = \Sigma^\phi$ or $\Sigma^\phi = \Sigma^\phi$.

Now suppose that $\Sigma^\phi = (\Sigma^\phi)^\phi = \Sigma^\phi$ and let $1 \neq 1 + \sigma \in \Sigma^\phi$. Then $\Sigma < A^\phi$ and $A^\phi \sigma = 0$, and we have $(1 + \sigma)^\phi = (1 + \sigma) \in \Sigma^\phi$, where $\mu \in c\Gamma$. Hence, $A^\phi (\mu - 1 + \mu \sigma) \subseteq A^\phi$ and $A^\phi (\mu - 1 + \mu \sigma) = 0$.

Now we have $A^\phi \mu \sigma = 0$ and $A^\phi \mu \sigma \subseteq A^\phi$, and this implies $A^\phi (\mu - 1) = 0$ and $A^\phi (\mu - 1) = 0$. Hence, $\mu = 1$ and $1 \neq 1 + \sigma \in \Sigma^\phi \cap \Sigma^\phi = 1$, a contradiction. This implies $\Sigma^\phi = \Sigma$ for all $\Sigma \in H\Gamma$, that is, $D\phi' = D$ for all $D \in H\Gamma$, completing the proof.

**Definition.** Let $A$ and $B$ be groups and let $\psi: \text{Aut} \, A \to \text{Aut} \, B$ be an isomorphism. Then $\psi$ is an induced isomorphism if, and only if, there exists an isomorphism $\eta: A \to B$ inducing $\psi$; that is, $\psi^\phi = \eta^{-1} \gamma \eta$ for all $\gamma \in \text{Aut} \, A$.

**Proposition 5.2.** Let $A$ and $B$ be reduced Abelian (pp)-groups with $p > 3$ and let $\phi$ be an isomorphism of $\text{Aut} \, A$ onto $\text{Aut} \, B$ such that $\phi'$ is order-preserving. Then there exists one and only one induced isomorphism $\psi$ of $\text{Aut} \, A$ onto $\text{Aut} \, B$ such that $\phi' = \psi'$.

The proof is an immediate consequence of Theorem 4.9, Proposition 3.6 and Corollary 1.11.

**Theorem 5.3.** Let $A$ be a reduced Abelian (pp)-group with $p > 3$, let $\Gamma = \text{Aut} \, A$, let $\Pi = \text{Aut} \, \Gamma$ and let $\Delta$ be the normal subgroup of $\Pi$ consisting of all automorphisms of $\Gamma$ which induce the identity in $\Gamma/c\Gamma$. Then $\Pi$ splits over $\Delta$.

**Proof.** Let $K$ be the subset of $\Pi$ consisting of all inner automorphisms of $\Gamma$ and all automorphisms $\theta_A$, where $\lambda: A^* \to \Gamma$ is an induced isomorphism; since $\theta_A^{-1} \lambda = \lambda$, we have $\lambda = (\theta_A \lambda \theta_A)^{-1}$.

Let $\lambda: A^* \to \Gamma$ be an induced isomorphism and let $\eta: A^* \to A$ be an isomorphism inducing $\lambda$. Let $\gamma \in \Gamma$; then $\gamma^{\theta_A \lambda \eta} = \eta^{\phi} \gamma^{\phi} (\eta^{\phi})^{-1}$, and since $\eta^{\phi} = \eta^{-1} \gamma_{\eta}$ by Proposition 2.3, we get

$$\gamma^{\theta_A \lambda \eta} = (\nu_A (\eta^{\phi})^{-1})^{-1} \gamma (\nu_A (\eta^{\phi})^{-1}).$$
Consequently, $\theta_A \lambda \theta_A$ is an induced isomorphism of $\Gamma$ onto $\text{Aut } A^*$, induced by $\nu_A(\eta^*)^{-1}$.

Let $\mu : \Gamma \rightarrow \text{Aut } A^*$ be an induced isomorphism and let $\sigma : A \rightarrow A^*$ be an isomorphism inducing $\mu$.

Let $\gamma \in \text{Aut } A^*$. Then it follows from Propositions 2.3 and 2.9 that $\gamma \theta_A^{-1} = \nu_A(\gamma \theta_A)^{\nu_A^{-1}}$, and a straightforward computation shows that $\gamma \theta_A^{-1} \mu \theta_A^{-1} = (\nu_A \sigma^*) \gamma (\nu_A \sigma^*)^{-1}$. Hence, $\theta_A^{-1} \mu \theta_A^{-1}$ is an induced isomorphism of $\text{Aut } A^*$ onto $\Gamma$, induced by $(\nu_A \sigma^*)^{-1}$.

Now if $\lambda : \text{Aut } A^* \rightarrow \Gamma$ is an induced isomorphism, then $\theta_A \lambda = (\theta_A \lambda \theta_A) \theta_A^{-1}$, and if $\mu : \Gamma \rightarrow \text{Aut } A^*$ is an induced isomorphism, then $\mu \theta_A^{-1} = \theta_A (\theta_A^{-1} \mu \theta_A^{-1})$; and since the inverses of induced isomorphisms and products of induced isomorphisms are again induced isomorphisms, it follows readily that $K$ is a subgroup of $\Pi$.

Let $\phi \in \Pi$. Then $\phi^\ast \in \Pi$ is defined as follows:

Case 1. $\phi^\ast$ is order-preserving. Then $\phi^\ast$ is the [by Proposition 5.2] unique inner automorphism of $\Gamma$ such that $(\phi^\ast)^\prime = \phi^\ast$.

Case 2. $\phi^\ast$ is order-reversing. Then $A \simeq A^*$ by Corollary 4.10, and we have $\theta_A^\ast = \times$ by Proposition 2.11; thus $\phi \theta_A$ is an isomorphism of $\Gamma$ onto $\text{Aut } A^*$ such that $(\phi \theta_A)^\prime = \phi^\ast \times$ is order-preserving. By Proposition 5.2, there exists a unique induced isomorphism $\phi^\ast$ of $\Gamma$ onto $\text{Aut } A^*$ such that $(\phi^\ast)^\prime = (\phi \theta_A)^\prime$; let $\phi^\ast = \phi^\ast \theta_A^{-1}$.

Now four straightforward computations, based on Proposition 4.1 and on the definition of $\lambda$, will show that $\nu$ is an endomorphism of $\Pi$. Now $\nu^2 = \nu$ and from Proposition 5.1 we infer that $\Delta = \ker \nu$. Hence, $\Pi = \Delta K$ and $\Delta \cap K = 1$, as desired.

Remark. If $A$ is a $(ppp)$-group such that $A$ is finite if $A \simeq A^*$, then the subgroup $K$ of $\Pi$ constructed above is isomorphic to the group of all auto-projectivities and auto-dualities of $LA$.
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