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Abstract. A scattering operator \( S = S(V) \) is set up for the Klein-Gordon equation \( \Box u = m^2u \) \((m > 0)\) perturbed by a linear potential \( V = V(x) \) to \( \Box u = m^2u + Vu \). It is found that for each \( R > 0 \) there exists a constant \( c(R) \) (of order \( R^{n-\epsilon} \) as \( R \to +\infty \), \( n = \) space dimension) such that if the \( L_1 \) and the \( L_\infty \) norm of \( V \) and \( V' \) are bounded by \( c(R) \), \( V' - V \) is either nonnegative or nonpositive, and \( V' - V \) is of compact support having diameter \( \leq R \), then \( S(V') \neq S(V) \) or \( V' = V \). Here \( q > n/2 \), and \( c(R) \) may also depend on \( q \).

1. The purpose of this paper is to find conditions under which the scattering operator for the Klein-Gordon equation

\[ \Box u = m^2u, \quad \Box = \Delta - \frac{\partial^2}{\partial t^2}, \]
\[ \Delta \text{ the } n\text{-dimensional Laplacian, perturbed by a linear potential } V = V(x) \text{ to } \Box u = m^2u + Vu, \]

determines the scatterer \( V \). For reasons of simplicity, we assume \( m > 0 \). Then we can assume \( m = 1 \), which in fact we do.

We look at the equations above in a suitable Hilbert space setup and consider the scattering operator as a mapping \( V \to S(V) \) from a Banach space of functions to a Banach space of operators.

In the next section, we begin by developing a certain amount of theory essential to our results. This theory is basically a restatement of the results of [5, Chapter X, §5], in a slightly more general setup, which is convenient to our needs. In §§3 and 4 we introduce the Hilbert spaces \( H_a \) \((a \in R^1)\) in which we will work, and construct the wave and scattering operators as operators in \( H_0 \). In §§5 and 6 we combine all three previous sections to obtain some estimates on the wave operators, which lead us finally to our main result, stated in Theorem 7.5. The notation which is not explicitly defined when first used is either standard or self-explanatory. If \( u \) is a function on \( R^n \), we always denote by \( \hat{u} \) the Fourier transform of \( u \) which comes from defining

\[ \hat{u}(\xi) = (2\pi)^{-n/2} \int_{R^n} \exp (-i\langle x, \xi \rangle) u(x) \, dx \]

if \( u \) is an \( L_1 \) function.
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2. In this section \( H \) will denote a separable Hilbert space, \( H \) a selfadjoint operator in \( H \). Define the Friedrichs operators \( \Gamma^+ \) and \( \Gamma^- \), with domain and range in the space \( B(H) \) of all bounded linear operators on \( H \), as follows: \( D(\Gamma^+) \) is the set of all bounded operators \( T \) such that

\[
\lim_{a \to \pm \infty} i \int_0^a \exp(itH)T \exp(-itH) \, dt
\]

exists in the strong operator topology. For such a \( T \) define \( \Gamma^+(T) \) as that limit. We write

\[
\Gamma^+(T) = i \int_0^{\pm \infty} \exp(itH)T \exp(-itH) \, dt
\]

(cf. [5, Chapter X, §5.2]). We shall simply write \( \Gamma \) instead of \( \Gamma^+ \) or \( \Gamma^- \) if there is no possibility of confusion.

**Lemma 2.1.** Consider \( B(H) \) as a Banach space in the usual operator norm. Then \( \Gamma \), as an operator in this Banach space, is closed.

**Proof.** From the characterization of the range and domain of \( \Gamma \) given in [5, Chapter X, Lemma 5.3] it follows easily that the graph of \( \Gamma \) is closed.

Write \( \{E(\lambda)\} \) to denote the spectral family determined by \( H \). From now on, we assume that \( H \) is spectrally absolutely continuous, i.e. the nondecreasing function \( (E(\lambda)u, u) \) is absolutely continuous for all \( u \in H \). Here \( ( , ) \) denotes the inner product of \( H \). Then \( (E(\lambda)u, v) \) will also be an absolutely continuous function for all
Let \( u, v, w, y \) be elements of \( H \). Then

(a) \( \rho(u, v) = \rho(v, u) \), \( \rho(u) \geq 0 \),

(b) \( \int_{-\infty}^{+\infty} |(exp(itH)u, v)(exp(itH)w, y)|^2 dt = 2\pi \int_{-\infty}^{+\infty} \rho(u, v)(\lambda) \cdot \rho(w, y)(\lambda) d\lambda \),

if \( \|u\| < \infty \) and \( \|w\| < \infty \).

(d) \( \int_{-\infty}^{+\infty} \rho(u, v)(\lambda)^2 d\lambda \leq 2\pi \|u\| \cdot \|v\| \).

Proof. (a) is immediate. For a proof of (b), see [5, Chapter X, Theorem 1.7]. The rest follow from these two, Parseval's Theorem and standard properties of the spectral decomposition of an operator.

We now want to perturb \( H \) by an operator \( A \), of the following type:

Assume given a finite measure space \((M, \mathcal{M}, \mu)\) and two measurable mappings \( x \to f_x \), \( x \to g_x \) of \( M \) into \( H \) such that

\begin{align}
\int_M \|f_x\|^2 \, d\mu(x) &< \infty, & \int_M \|g_x\|^2 \, d\mu(x) &< \infty, \\
\int_M \|f_x\|^2 \, d\mu(x) &< \infty, & \int_M \|g_x\|^2 \, d\mu(x) &< \infty, \\
x \to \rho(f_x), & x \to \rho(g_x) &
\end{align}

are measurable mappings from \( M \) into \( L_\infty(R^1) \).

We define the operator \( A \) by

\[ A = \int_M (\cdot, g_x) f_x \, d\mu(x). \]
i.e. for \( u \in H \) we set \( Au = \int_M (u, g_x) f_x \, d\mu(x) \). Since the mapping

\[
(2.5) \quad x \to T_x, \quad T_xu = (u, g_x) f_x,
\]

is an integrable \( B(H) \)-valued function by (2.1), we have \( A^* = \int_M (\cdot, f_x) g_x \, d\mu(x) \).

Assume furthermore

\[
(2.6) \quad \alpha^2 = \text{ess sup} \int_M \rho(f_x) \, d\mu(x) < \infty,
\]

\[
\beta^2 = \text{ess sup} \int_M \rho(g_x) \, d\mu(x) < \infty.
\]

For \( u, v \) in \( H \), set \( \sigma^*(u, v)(\lambda) \) equal to the \( L_2 \)-lim for \( a \to \pm \infty \) of

\[
(2\pi)^{1/2} \int_0^a \exp (it\lambda)(\rho(u, v))^{-}(t) \, dt;
\]

where

\[
(\rho(u, v))^{-}(t) = (2\pi)^{-1/2} \int_{-\infty}^{+\infty} \exp (-it\lambda) \rho(u, v)(\lambda) \, d\lambda.
\]

Then, setting

\[
(G^{\pm}_x \rho)(\lambda) = (2\pi i)^{-1} \int_{-\infty}^{+\infty} \rho(\mu)(\mu - \lambda \mp i\delta)^{-1} \, d\mu,
\]

we also have \( \sigma^*(u, v) = G^\pm \rho(u, v) \), with \( G^\pm = \text{s-lim} (\delta \downarrow 0) G^\pm_x \).

We let \( \sigma(u, v) \) stand for either \( \sigma^+(u, v) \) or \( \sigma^-(u, v) \) if there is no need to distinguish between them, or if there is otherwise no risk of confusion.

We define an operator in \( L_2(M) \) as follows:

\[
[T(\lambda)h](x) = \int_M |\sigma(g_x, f_y)(\lambda)| h(y) \, d\mu(y).
\]

Assume also given an orthogonal projection \( P \) in \( H \) such that \( P \) commutes with \( H \), and such that if \( b_n \) is the maximum of

\[
\text{ess sup}_\lambda \|T(\lambda)\|^n \int_M \rho(P g_x) \, d\mu(x)
\]

and

\[
\text{ess sup}_\lambda \|T(\lambda)\|^n \int_M \rho(P f_x) \, d\mu(x),
\]

then

\[
\delta_0 = \left[ \limsup_n (b_n)^{1/n} \right]^{-1} > 0.
\]

The main results of this section may be summarized as follows:
Theorem 2.4. Under all hypotheses above,
1. The operator $A$ defined by (2.4) is in $D(\Gamma)$, and $\Gamma(A)u = \int_M \sigma(u, g_x)(H)f_x \, d\mu(x)$, for $u \in H$.
2. $\|\Gamma(A)\| \leq 2\pi \alpha \beta$.
3. Defining inductively
   \[ \Omega_0 = P, \quad \Omega_{n+1} = \Gamma(A\Omega_n), \]
   \[ Z_0 = P, \quad Z_{n+1} = -\Gamma(Z_n A); \]

the series
   \[ \Omega(x) = \sum_{n=0}^{\infty} x^n \Omega_n, \quad Z(x) = \sum_{n=0}^{\infty} x^n Z_n \]

converge uniformly in operator norm in the disc $|x| \leq \delta_0$. Here the symbol $\Omega$ actually stands for two operators, $\Omega_+$ and $\Omega_-$. Similarly, $Z$ represents the operators $Z_+$ and $Z_-$. 

4. The analytic operator valued functions $\Omega(x)$ and $Z(x)$ are solutions of the equations
   \[ \Omega = P + x\Gamma(A\Omega), \quad Z = P - x\Gamma(ZA), \]

respectively. Furthermore, for each $x$ in the disc, we have $Z(x)\Omega(x) = P$, for any pair of solutions of these equations. If $P = I$, then we also have $\Omega(x)Z(x) = I$, and the solutions to these equations are unique.

5. If the group generated by $i(H + xA)$ is uniformly bounded, then the solution of the first equation in 4 is uniquely determined by
   \[ \Omega(x) = \operatorname{s-lim} (t \to \pm \infty) \exp(it(H + xA)) \cdot \exp(-itH). \]

Proof. 1. It is proved in [5, Chapter X, (5.26)] that $\Gamma(T_x)u = i\sigma(u, g_x)(H)f_x$, where $T_x$ is the operator defined in (2.5). The rest follows from Lemma 2.1.

2. Essentially the same proof as in [5, Chapter X, Lemma 5.11].

3. Assuming $\Omega_k$ defined for $k = 0, 1, \ldots, n$ such that $\Omega_k P = \Omega_k$, $A\Omega_{k-1} \in D(\Gamma)$, $\Gamma(A\Omega_{k-1}) = \Omega_k$, we want to show $A\Omega_n$ is in $D(\Gamma)$. Since
   \[ A\Omega_n = \int_M (, g_{n,x}) f_x \, d\mu(x), \]

with $g_{n,x} = \Omega_n^* g_x$; by part 2 of this lemma it suffices to show that
   \[ \beta_n^2 = \operatorname{ess} \sup_n \int_M \rho(g_{n,x}) \, d\mu(x) < \infty. \]

Now
   \[ g_{n,x} = \Omega_n^* g_x = [\Gamma(A\Omega_{n-1})]^* g_x = -\Gamma[(A\Omega_{n-1})^*] g_x. \]
Using part 1 of this lemma, it is quite easy to show that if \( v = \Gamma(T)u \), with \( T = \int_M (u, g', x) f' \, d\mu(x) \), an operator of the same type as \( A \) above, then

\[
\rho(v) = \int \sigma(u, g', x) \sigma(u, g', y) \rho(f', x, y) \, d\mu(x) \, d\mu(y).
\]

An application of Lemma 2.2(b) gives

\[
\rho(v) \leq \left[ \int_M |\sigma(u, g', x)|(\rho(f', y))^{1/2} \, d\mu(x) \right]^2.
\]

In our case letting \( T \) be the operator \((A\Omega_{n-1})^*\), we get

\[
\rho(g_{n,x})(\lambda) \leq [T(\lambda)(\rho(g_{n-1,y})(\lambda))^{1/2}](y),
\]

with \( T(\lambda) \) the operator in \( L_2(M) \) defined above. Thus

\[
\beta_n^2 \leq \text{ess sup}_\lambda \|T(\lambda)\|^2 \int \rho(g_{n-1,y}) \, d\mu(y),
\]

and since \( g_{0,x} = P_{g_{x}} \), it follows that

\[
\beta_n^2 \leq \text{ess sup}_\lambda \|T(\lambda)\|^{2n} \int \rho(P_{g_{x}})(\lambda) \, d\mu(x).
\]

By parts 1 and 2 of this lemma, \( A\Omega_n \in D(\Gamma) \) and defining \( \Omega_{n+1} = \Gamma(A\Omega_n) \), we have \( \|\Omega_{n+1}\| \leq 2\pi\alpha\beta_n \). The convergence of the series for \( \Omega(x) \) now follows from the definition of \( \delta_\alpha \). Since everything is symmetric in \( f_x \) and \( g_x \), the convergence of the series for \( Z(x) \) is proved similarly.

4. That \( \Omega(x) \) and \( Z(x) \) are solutions of the equations is again an application of Lemma 2.1 and the convergence in operator norm of their series. The uniqueness of these solutions in case \( P = I \) follows as in [5, Chapter X, Lemma 5.14].

5. The proof of this follows the same lines as the proof of [5, Chapter X, Theorem 5.8]. Notice that all arguments go through if the group generated by the perturbed operator is simply bounded. We also get

\[
(H + xA)\Omega(x) = \Omega(x)H.
\]

3. In this section, we describe the Hilbert spaces and operators with which we want to work. The notation introduced in this section will be used throughout.

Denote by \( B \) the selfadjoint, nonnegative operator \( (I - \Delta)^{1/2} \) in \( L_2(R^n) \), with domain

\[
D(B) = \left\{ u : \int (1 + |\xi|^2)|\hat{u}(\xi)|^2 \, d\xi < \infty \right\}.
\]

We assume that the space dimension \( n \) is odd, \( n \geq 3 \).

In \( D(B^a) \) (the domain of \( B^a, a \in R^1 \)), we introduce the inner product

\[
[u, v]_a = \langle B^a u, B^a v \rangle,
\]
where \( \langle \cdot, \cdot \rangle \) denotes the usual \( L_a \) inner product. Denote by \([D(B^a)]\) the Hilbert space completion of \( D(B^a) \) in this inner product and notice that \( D(B^a) \) is already complete if \( a \geq 0 \).

Write

\[
H_a = [D(B^{a+1})] \oplus [D(B^a)]
\]

to denote the Hilbert space of ordered pairs \( \{f, g\} \) \( (f \in D(B^{a+1}), g \in D(B^a)) \), inner product \( \langle \cdot, \cdot \rangle_a \) given by

\[
\langle \{u, u'\}, \{v, v'\} \rangle_a = [u, v]_{a+1} + [u', v']_a.
\]

In all notations, we drop the subindex "a" in case \( a = 0 \). For instance, we write \( H \) for \( H_0 \), etc. We use, without always explicitly stating them, certain properties of these spaces which are immediate consequences of corresponding standard properties of the Sobolev spaces \([D(B^a)]\).

In \( H_a \) we define the selfadjoint operator \( \gamma \) by

\[
D(H) = H_{a+1}, \quad iH = \begin{bmatrix} 0 & I \\ -B^2 & 0 \end{bmatrix}.
\]

This allows us to write the Klein-Gordon equation in \( H_a \) in the form \( du/dt = iHu \).

Let \( V = V(x) \) be a real-valued function on \( \mathbb{R}^n \) such that the operator \( A(V) \) in \( H \), defined by

\[
iA(V) = \begin{bmatrix} 0 & 0 \\ -M_V & 0 \end{bmatrix},
\]

is \( H \)-bounded (cf. [3, Chapter IV, §1]). \( M_V \) denotes the operator of multiplication by \( V \). By the first inequality in the theorem of Sobolev and Kondrashov, as stated in [1, Part II, 5.3], it can easily be seen that \( V \in L_p(\mathbb{R}^n) \) suffices for \( H \)-boundedness, \( p = \max (2, n/2) \).

With this operator, our perturbed equation becomes, in \( H \), \( du/dt = i[H + A(V)]u \).

Another operator we want to consider in \( H \) is the operator \( A^\varepsilon(V), \varepsilon > 0 \), \( V \) as before. Define

\[
iA^\varepsilon = iA^\varepsilon(V) = \begin{bmatrix} 0 & 0 \\ -\gamma^\varepsilon M_V \gamma^\varepsilon & 0 \end{bmatrix},
\]

with \( \gamma^\varepsilon \) defined by

\[
[\gamma^\varepsilon u](\xi) = (1 + \varepsilon|\xi|^2)^{-n/2}u(\xi).
\]

This operator has the following properties:

\textbf{Lemma 3.1.} a. \( \gamma^\varepsilon \) is a bounded, selfadjoint nonnegative operator on \( L_2(\mathbb{R}^n) \), of norm \( \leq 1 \).

b. As an operator on \( L_2(\mathbb{R}^n) \), \( \text{s-lim} (\varepsilon \downarrow 0) \gamma^\varepsilon = I \).

c. \( \gamma^\varepsilon \) commutes with any Baire function of \( B \).

d. If \( g \in L_1(\mathbb{R}^n) \), then so does \( \gamma^\varepsilon g \), and the \( L_1 \)-norm of \( \gamma^\varepsilon g \) is bounded by \( k \) times the \( L_1 \)-norm of \( g \), with \( k \) a constant independent of \( \varepsilon \).
Proof. a. Immediate from Parseval. 

b. Let \( f \in L \). Denoting here by \( \| \cdot \| \) the \( L_2 \)-norm,

\[
\| \gamma_\varepsilon f - f \|^2 = \| \gamma_\varepsilon f \|^2 - f^2 = \int_{\mathbb{R}^n} \left[ (1 + |\xi|^2)^{-n/2} - 1 \right] |f(\xi)|^2 \, d\xi,
\]

and the last expression goes to 0 as \( \varepsilon \downarrow 0 \), by Lebesgue’s dominated convergence theorem.

c. Immediate, since \( \gamma_\varepsilon \) is itself a Baire function of \( B \).

d. There exists \( f \in L_2(\mathbb{R}^n) \) such that \( f(\xi) = (1 + |\xi|^2)^{-n/2} \). In fact, by Parseval, there certainly exists such an \( f \in L_2(\mathbb{R}^n) \). It is not difficult to see that

\[
f(x) = (2\pi)^{-n/2} |x|^{(3-n)/2} \int_0^\infty r^{n/2}(1 + r^2)^{-n/2} J_n(r |x|) \, dr,
\]

with \( J_n \) the \( n \)th Bessel function of the first kind. Using the iteration formulas for these Bessel functions and the easily proven fact that, for \( j = (\text{integer}) + (\frac{1}{2}) \),

\[
r^n(1 + r^2)^{1-n} J_n(r |x|) \to 0 \quad \text{as} \quad r \to 0, +\infty, \quad \text{for any fixed} \quad x,
\]

integration by parts of the last integral gives

\[
f(x) = (2/\pi)^{1/2} c_n |x|^{-1} \int_0^\infty (1 + r^2)^{-3/2} r \sin (r |x|) \, dr,
\]

with \( c_n^{-1} = [(2\pi)^{n/2}(n-2)(n-4) \cdots 3] \). The last integral may be evaluated in terms of modified Bessel functions of the second kind. We obtain

\[
f(x) = (2/\pi)^{1/2} c_n |x|^{-1} K_0(|x|).
\]

It follows now from Schlömilch’s integral formula (cf. [4, (22), p. 82]) that \( f \) is \( O(\exp (-|x|)) \), for \( |x| \to \infty \). Since \( f \), being an \( L_2 \) function, is locally in \( L_1 \), this proves that \( f \) is in \( L_1(\mathbb{R}^n) \).

Set \( f_\varepsilon(x) = e^{-\varepsilon^2/4} f(x) e^{\varepsilon x^2} \). Then \( \dot{f}_\varepsilon(\xi) = (1 + |\xi|^2)^{-n/2} \) and the rest follows with \( k = L_1 \)-norm of \( f \).

For \( h \) a function on \( \mathbb{R}^n \), denote by \( |h|_p \) the \( L_p \)-norm of \( h \); set \( A_\varepsilon(V) = A(V) \).

Lemma 3.2. a. \( \text{s-lim} (\varepsilon \downarrow 0) A_\varepsilon = A \), \( \text{s-lim} (\varepsilon \downarrow 0) A_\varepsilon^* = A^* \).

b. \( H + A_\varepsilon \) and \( H + A_\varepsilon^* \) converge strongly in the generalized sense (cf. [5, Chapter VIII, 1.1]) to \( H + A \) and \( H + A^* \) respectively.

c. Assume \( |V|_{n/2} < \infty \). If either \( V \geq 0 \), or \( |V|_{n/2} < 1 \), then \( i(H + A_\varepsilon(V)) \) generates a group bounded uniformly in \( \varepsilon \), \( t \in R^1 \).

d. \( [\exp (it(H + A_\varepsilon))]^* = \exp (-it(H + A_{\varepsilon}^*)) \) \( (\varepsilon \geq 0) \).

e. \( \text{s-lim} (\varepsilon \downarrow 0) \exp (it(H + A_\varepsilon)) = \exp (it(H + A)) \),

\[
\text{s-lim} (\varepsilon \downarrow 0) \exp (it(H + A_{\varepsilon}^*)) = \exp (it(H + A^*)),
\]

the convergence being uniform in \( t \), for \( t \) ranging over compact intervals.
Proof. a is an easy consequence of Lemma 3.1. Notice that
\[ A_e^{*}(f, g) = \{ -B_e^{-2}M_y \gamma_e g, 0 \} \]
(setting also \( \gamma_0 = I \)).

b is a straightforward application of [5, Chapter VIII, Theorem 1.5].

c. Let \( u \in H \), set
\[ u(t) = \{ u_1(t), u_2(t) \} = \exp \left( it(H + A_e) \right) u, \]
\[ E(t) = \| u(t) \|^2 + \langle \gamma_e M_y \gamma_e u_1(t), u_1(t) \rangle. \]

Assuming \( u \in D(H + A_e) = D(H) \), it makes sense to differentiate the last expression with respect to \( t \); we obtain \( E'(t) = 0 \), hence \( E(t) = E(0) \), for all \( t \).

From Sobolev's inequality (cf. [1, Part II, Chapter 5, §5.3]) it follows, for \( p = 2n/(n-2), h \in L_p \):
\[ |h|^p \leq \text{const} |B^2h|^2. \]

Thus
\[ \langle \gamma_e M_y \gamma_e u_1(t), u_1(t) \rangle = \langle M_y \gamma_e u_1(t), \gamma_e u_1(t) \rangle \leq |V|_{n/2} |\gamma_e u_1(t)|_p^2 \]
\[ \leq |V|_{n/2} |B^2 \gamma_e u_1(t)|_2^2 \leq |V|_{n/2} \| u(t) \|^2. \]

This implies
\[ (1 - |V|_{n/2}) \| u(t) \|^2 \leq E(t) \leq (1 + |V|_{n/2}) \| u(t) \|^2. \]

Thus
\[ \| u(t) \|^2 \leq E(t) = E(0) \leq (1 + |V|_{n/2}) \| u \|^2, \quad \text{if} \quad V \geq 0; \]
\[ \| u(t) \|^2 \leq (1 - |V|_{n/2})^{-1} E(t) = (1 - |V|_{n/2})^{-1} E(0) \]
\[ \leq (1 - |V|_{n/2})^{-1} (1 + |V|_{n/2}) \| u \|^2, \quad \text{if} \quad |V|_{n/2} < 1. \]

Since \( D(H) \) is dense in \( H \), these inequalities must hold for all \( u \in H \).

d. This is immediate.

e follows from b and [5, Chapter IX, Theorem 2.16].

4. In this section, we assume \( V \in L_{n/2} \) and \( V \geq 0 \), or \( |V|_{n/2} < 1 \).

Lemma 4.1. Let \( a > (n+2)/4 \). Set
\[ Q_a = \{ u \in H : u = \{ u_1, u_2 \}, B^{2a} u_1, B^{2a} u_2 \in L_1 \}. \]

(i) \( Q_a \) is dense in \( H \).

(ii) If \( u \in Q_a \), then \( \| A_e \exp (-isH)u \| \leq f_a(s) \), with \( f_a \) some integrable function on the real line, which does not depend on \( e \).

Proof. (i) Immediate.

(ii) Let \( W_{t, a} \) be the function defined in the first paragraph of [7], so that if \( u \in Q_a \) and we set \( u(t) = \exp \left( -itH \right) u = \{ u_1(t), u_2(t) \} \), we have
\[ u_1(t) = (\frac{1}{2})[W_{-t, a}^{*} v_1 + W_{t, a}^{*} v_2], \]
with \( v_1 = B^{2a} u_1 + iB^{2a} u_2, v_2 = B^{2a} u_1 - iB^{2a} u_2 \).
From the definition of $W_{t,a}$ as the function whose Fourier transform at the point $y$ is $(1 + |y|^2)^{-a} \exp(-it(1 + |y|^2)^{1/2})$, it is clear that $W_{t,a} \in L^p(R^n)$. By [7, Corollary 5.2], $|W_{t,a}|_\infty = O(|t|^{-n/2})$, for $|t| \to \infty$. Thus

$$|W_{t,a}|_\infty \leq \text{const} (1 + |t|)^{-n/2}, \quad t \in R^1.$$ 

Applying the H"older-Young inequalities to the expression for $u_t(t)$, we get

$$|u_t(t)|_\infty \leq \text{const} (1 + |t|)^{-n/2}(|B^{2a}u_1|_1 + |B^{2a-1}u_1|_1).$$

We use this in the following estimate, the constant $k$ is the one of Lemma 3.1; the steps are justified by parts c and d of Lemma 3.1:

$$\|A \exp(-isH)u\| = \|\gamma M_y \gamma u(s)\|_2 \leq |V_{\gamma}[\exp(-isH)u]_2|_2 = |V[\exp(-isH)(\gamma u_1, \gamma u_2)]_2|_2 \leq |V|_2[|\exp(-isH)(\gamma u_1, \gamma u_2)|]_\infty \leq \text{const} |V|_2(1 + |s|)^{-n/2}(|B^{2a}\gamma u_1|_1 + |B^{2a-1}\gamma u_2|_1) \leq \text{const} k|V|_2(1 + |s|)^{-n/2}(|B^{2a}u_1|_1 + |B^{2a-1}u_1|_1),$$

and this proves the lemma.

Reasoning as in [5, Chapter X, Theorem 3.7], we get as a first consequence of this lemma,

**Lemema 4.2. The operators**

$$W^\pm(V) = \text{s-lim } (t \to \pm \infty) \exp(it(H + A_\epsilon)) \exp(-itH) \quad (\epsilon \geq 0)$$

**exist on** $H$.

If $\epsilon = 0$, we simply write $W_\pm(V)$. Another consequence of Lemma 4.1 is the following

**Lemma 4.3.** $\text{s-lim } (\epsilon \downarrow 0) W^\pm(V) = W_\pm(V)$.

**Proof.** It is not difficult to see that

$$W^\pm(V)u = u + i \int_0^{+\infty} \exp(it(H + A_\epsilon))A_\epsilon \exp(-itH)u \, dt$$

for $\epsilon \geq 0$. This integral has to be interpreted as the strong limit of the corresponding finite integrals.

Let $u \in Q_a$. Lemma 4.1 then implies that the integrand above is integrable in the Lebesgue sense and provides a uniform $L_2$-estimate of its norm. Thus we may apply Lebesgue's dominated convergence theorem to the convergence given in part e of Lemma 3.2 to obtain

$$\lim (\epsilon \downarrow 0) W^\pm(V)u = u + i \int_0^{\infty} \exp(it(H + A))A \exp(-itH)u \, dt.$$ 

This proves the "+" case of the lemma. The "−" case is entirely similar.
The operators $W^\pm_\varepsilon$ defined in Lemma 4.2 are called the wave operators for the perturbation $A_\varepsilon (\varepsilon \geq 0)$.

In the same way as we proved Lemma 4.2, we can also prove (by an obvious modification of Lemma 4.1), that

$$W^{**} = \text{s-lim} (t \to +\infty) \exp (it(H + A_\varepsilon^*)) \exp (-itH)$$

exists. We use this operator to define

$$S_\varepsilon (V) = [W^{**}(V)]^* W^{**}_-(V).$$

We call $S_\varepsilon (V)$ the scattering operator corresponding to the perturbation $A_\varepsilon (V)$.

5. We now apply the results of §2 to the situation described in §§3 and 4.

**Theorem 5.1.** The operator $T_\varepsilon$ is spectrally absolutely continuous in each $H_\varepsilon$, with spectral family $\{E(\lambda)\}$ given by

$$E(\lambda) = \begin{bmatrix} P(\lambda) & -iB^{-1}Q(\lambda) \\ iBQ(\lambda) & P(\lambda) \end{bmatrix}$$

where $P(\lambda), Q(\lambda)$ are defined by

$$[P(\lambda)f]^{\varepsilon}(\xi) = \begin{cases} \xi f(\xi), & \lambda < -1, \\ \xi f(\xi), & -1 \leq \lambda < 1, \\ f(\xi) - \xi f(\xi), & 1 \leq \lambda; \end{cases}$$

$$[Q(\lambda)f]^{\varepsilon}(\xi) = \begin{cases} -\xi f(\xi), & |\lambda| > 1, \\ -f(\xi), & |\lambda| \leq 1; \end{cases}$$

with $\chi_\varepsilon = \chi(\varepsilon)$, the characteristic function of the set $\{\eta \in \mathbb{R}^n : |\eta| > (\lambda - 2\varepsilon)^{1/2}\}$.

**Proof.** It is straightforward to check that the family $\{E(\lambda)\}$ defined above is the spectral decomposition of some selfadjoint, spectrally absolutely continuous operator $H'$. Then check that $(\exp (itH)u, v)_a = (\exp (itH')u, v)_a$ for all $u, v \in H_\varepsilon$, $t \in \mathbb{R}^1$.

Given $u, v \in H_\varepsilon$ set

$$\rho^a(u, v)(\lambda) = (d/d\lambda)(E(\lambda)u, v)_a, \quad \rho^a(u)(\lambda), \quad \|u\|_a = \|u\|_{a(\infty)},$$

for $a \in \mathbb{R}^1, 0 < M \leq \infty$. We follow our usual convention of dropping the subindex “$a$” in case $a=0$, for instance $\|u\|_a = \|u\|_{a(0)}$.

Since $|(u, v)| \leq \|u\|_a \|v\|_{-a}$, we may define $(u, v)$ and consequently $\rho(u, v)$ for $u \in H_\varepsilon, v \in H_{-a}, a$ arbitrary. The last written inequality may be used instead of the Cauchy inequality to prove

$$|\rho(u, v)(\lambda)|^2 \leq \rho^a(u)(\lambda)\rho^{-a}(v)(\lambda)$$

in the same way as inequality (b) of Lemma 2.2.
From now on we assume throughout that $V$ is an element of $L_1(\mathbb{R}^n) \cap L_{n/2}(\mathbb{R}^n)$; $V \geq 0$ or $|V|_{n/2} < 1$. Define two functions $V_1$, $V_2$ on $\mathbb{R}^n$ by

$$V_1(x)V_2(x) = V(x), \quad V_1(x)^2 = V_2(x)^2 = V(x).$$

For each $x \in \mathbb{R}^n$, let $\xi_x$ be the $L_2$ function whose Fourier transform is

$$(2\pi)^{-n/2}(1 + \varepsilon|\xi|^2)^{-n/2} \exp[-i\langle x, \xi \rangle].$$

Define

$$\Phi^x = (0, \xi_x), \quad \Psi^x = (B^{-2}\xi_x, 0).$$

Set

$$f^x = f^x(V) = V_1(x)\Phi^x, \quad g^x = g^x(V) = V_2(x)\Psi^x.$$

In this section, we assume $\varepsilon > 0$.

Let $\omega_n$ be the area of the unit sphere in $\mathbb{R}^n$, set $k = (n-2)/2$ and, for $|\lambda| > 1$, define

$$h_\varepsilon(\lambda) = \frac{\omega_n}{2(2\pi)^n[1 + \varepsilon(\lambda^2 - 1)]^n}.$$

**Lemma 5.2.** The functions $\rho^x(\Phi^x)$, $\rho^x(\Psi^x)$, $\rho(\Phi^x, \Phi^y)$ are all $0$ if $|\lambda| < 1$, while

$$\rho^x(\Phi^x) = h_\varepsilon(\lambda)|\lambda|^{2a+1}, \quad |\lambda| > 1;$$

$$\rho^x(\Psi^x) = h_\varepsilon(\lambda)|\lambda|^{2a-1}, \quad |\lambda| > 1;$$

$$\rho(\Phi^x, \Phi^y) = \rho(\lambda)J_k(\lambda^2 - 1)^{1/2}|x-y||x-y|^{-k}, \quad |\lambda| > 1;$$

with

$$\rho(\lambda) = (i/2) \text{sgn } \lambda \frac{(\lambda^2 - 1)^{k/2}}{(2\pi)^n[1 + \varepsilon(\lambda^2 - 1)]^n},$$

and $J_k$ the $k$th Bessel function of the first kind.

**Proof.** This follows from Theorem 5.1 by straightforward computations.

**Theorem 5.3.** The mappings $x \rightarrow f^x$, $x \rightarrow g^x$, from $\mathbb{R}^n$ into $H$, are Borel measurable and satisfy properties (2.1)–(2.3) and (2.6). Furthermore

$$\int_{\mathbb{R}^n} \langle , g^x \rangle f^x \, dx = A_\varepsilon(V).$$

**Proof.** Properties (2.1)–(2.3) and (2.6) are easy consequences of $V \in L_1$ and (5.2), (5.3). Notice that $\rho(f^x) = |V(x)|\rho(\Phi^x)$, $\rho(g^x) = |V(x)|\rho(\Psi^x)$.

To prove the integral expression for $A_\varepsilon(V)$, check it on smooth elements of $H$. Since such elements are dense in $H$, the theorem follows.

We set $\sigma(x, y; \lambda) = \sigma(\Phi^x, \Phi^y)(\lambda)$, with $\sigma(u, v)$ defined as in §2 for $u, v \in H$. 
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**Lemma 5.4.** If $0<\varepsilon \leq \frac{1}{2}$, then

$$|\sigma(x, y; \lambda)| \leq \Lambda [1 + |\lambda^2 - 1|^{(n-3)/2}] p(|x-y|),$$

with $\Lambda$ a constant depending only on $n$;

$$p(t) = t^{2-n} \quad \text{if } 0 < t < 1,$$

$$= t^{-(1/2)(n-1)} \quad \text{if } t > 1.$$

**Proof.** Set $k = (n-3)/2$, so that $(n-2)/2$ becomes $k + (1/2)$. We use the fact that

$$J_{k+(1/2)}(z) = P_k(1/z^{1/2}) \sin z + Q_k(1/z^{1/2}) \cos z,$$

with

$$P_k(\lambda) = \sum_{j=0}^{m} a_j \lambda^{4j+1}, \quad Q_k(\lambda) = \sum_{j=0}^{m-1} b_j \lambda^{4j+3}$$

if $k = 2m$; or

$$P_k(\lambda) = \sum_{j=0}^{m} a_j \lambda^{4j+3}, \quad Q_k(\lambda) = \sum_{j=0}^{m} b_j \lambda^{4j+1}$$

if $k = 2m + 1$ [9, 17.24].

From this it is easy to see that $G^+_6$ of the function defined by (5.4) may be written as a sum of terms of the form

$$\text{const} \left( |x-y|^{-n+p+1} \right) \int_{-\infty}^{+\infty} \nu^p \exp \left( i\nu |x-y| \right) \frac{d\nu}{(1+e\nu^2)^{n(\nu^2 + 1 - \gamma^2)}}$$

for $p$ ranging from 1 to $(n-1)/2$, $\gamma = \gamma(\lambda, \delta) = \lambda + i\delta$. The integral is equal to the sum of the residues of the integrand in the upper half plane. These are located at $\nu = i/e^{1/2}$ (pole of order $n$) and at $\nu = r$, where $r^2 = (\lambda + i\delta)^2 - 1$, $\text{Im}(r) > 0$ (pole of order 1).

**Claim.** The residue at $\nu = i/e^{1/2}$ is bounded by $\text{const} |x-y|^{1-p}$, the constant independent of $\varepsilon$, $|x-y|$ or $\lambda$. For this, notice that the residue in question is (up to constant factors) a sum of terms of the form

$$e^{-\nu} D^h(v^p) \times D^h([\nu + i/e^{1/2}]^{-n}) \times D^h[\exp (i\nu |x-y|)] \times D^h(d(v)),$$

evaluated at $\nu = i/e^{1/2}$, with $h + j + k + s = n - 1$, $D^h$ denoting differentiation with respect to $\nu$ $h$-times, and $d(v) = (\nu^2 + 1 - \gamma^2)^{-1}$. One proves easily, by induction,

$$D^{2m} d(v) = \sum_{k=0}^{m} c_k^{2k} d(v)^{m + k + 1},$$

$$D^{2m+1} d(v) = \sum_{k=0}^{m} c_k^{2k+1} d(v)^{m + k + 2}.$$
\[ |D^d(i/\varepsilon^{1/2})| \leq \text{const} (\varepsilon^{1/2})^{d+2}. \]

Using this in (\(*)\) evaluated at \(v = i/\varepsilon^{1/2}\), we see that (\*) is bounded by

\[ \text{const} |x-y|^p (\varepsilon^{1/2})^{-p-k+1} \exp \left( -|x-y|/\varepsilon^{1/2} \right) \]

(\**) \[\text{const} |x-y|^{1-p} \left[ \frac{|x-y|}{\varepsilon^{1/2}} \exp \left( -\frac{|x-y|}{(p+k-1)\varepsilon^{1/2}} \right) \right]^{p+k-1} \]

Using the inequality \(b \exp (-\tau b) \leq \tau^{-1}e^{-1}\), valid for all \(b, \tau > 0\), we can further estimate (\**) by \(\text{const} |x-y|^{1-p}\). This proves the claim.

Now letting \(r\) be such that \(r^2 = y^2 - 1\), \(\text{Im} (r) > 0\), the residue at \(r\) is

\[ (\frac{1}{2}) r^{p-1}(1+\varepsilon^2) |x-y|^p \exp (ir|x-y|). \]

Again using \(\varepsilon \leq \frac{1}{2}\) and that \(\lim (\delta \to 0) r^2 = \lambda^2 - 1\), we may assume \(|1+\varepsilon^2| \geq \frac{1}{2}\). Thus as \(\delta \to 0\) the residue becomes bounded by \(|\lambda^2 - 1|^{-1/2} \exp (\delta |x-y|)\). Putting all this information together, it follows that

\[ |\sigma(x, y; \lambda)| \leq \text{const} \left[ |x-y|^{2-n} + |x-y|^{(1-n)/2} (|\lambda^2 - 1|^{1/2} + |x-y|^{-1})^{(n-3)/2} \right]; \]

and from this the assertion of the lemma follows.

We let the projection \(P\) of \(\mathcal{S}_2\) be the identity operator in \(H\) if \(n = 3\), \(P = P_M\) for \(n > 3\) (\(0 < M < \infty\)), with \(P_M\) defined as multiplication of each component by the characteristic function of the set \(\{||x|| < M\}\), in the Fourier transform space:

\[ P_M\{f, g\} = \{f', g'\}, \]
\[ f'(\xi) = \hat{f}(\xi) \quad \text{if } |\xi| < M, \]
\[ = 0 \quad \text{if } |\xi| \geq M; \]
\[ g'(\xi) = \hat{g}(\xi) \quad \text{if } |\xi| < M, \]
\[ = 0 \quad \text{if } |\xi| \geq M. \]

It is clear that \(P\) commutes with \(H\). Also

\[ \rho(P_M u, v)(\lambda) = \rho(u, v)(\lambda) \quad \text{if } \lambda^2 < M^2 + 1, \]
\[ = 0 \quad \text{if } \lambda^2 > M^2 + 1 \quad (n > 3). \]

Thus, the \(\delta_0\) of \(\S 2\) may be estimated by \(\Lambda'[1+M^{n-3}(|V_1|+|V|)]\) with \(\Lambda'\) a constant depending only on \(n\). Notice that this estimate does not depend on \(M\) if \(n = 3\).

**Proof of estimate.** Define the operator \(T(\lambda)\) as in \(\S 2\) by

\[ [T(\lambda)h](x) = \int_{\mathbb{R}^n} |\sigma(g^*x, f^*y)(\lambda)| h(y) \, dy \]
\[ = \int_{\mathbb{R}^n} |\sigma(x, y; \lambda)||V_2(x)V_1(y)h(y) \, dy. \]

By Lemma 5.4,

\[ |T(\lambda)h|_2 \leq \Lambda[1+|\lambda^2-1|^{(n-3)/2}(|V_2(g_1 * V_1h)|_2 + |V_2(g_2 * V_1h)|_2)]. \]
with \( g_1(x) = |x|^{2-n} \) if \(|x| < 1\), =0 otherwise; \( g_2(x) = |x|^{1-n/2} \) if \(|x| \geq 1\), =0 otherwise.

Applying Hölder, Sobolev [1, Part II, §5.3c] and Hölder,
\[
|V_2(g_1 \ast V_1 h)|_2 \leq \text{const} \ |V_1|_n |V_2|_n |h|_2 = \text{const} \ |V|_{n/2} |h|_2.
\]
Just by Hölder (since \( |g_2(x)| \leq 1\))
\[
|V_2(g_2 \ast V_1 h)|_2 \leq |V_2|_2 |V_1|_2 |h|_2 = |V_1|_2 |h|_2.
\]
Considering that
\[
f \int_{\mathbb{R}^n} \rho(P_{M}e^{tx}) \, dx = \int_{\mathbb{R}^n} \rho(P_{M}e^{ix}) \, dx = 0
\]
for \( \lambda^2 > M^2 + 1 \), the estimate follows.

From now on, we denote by \( \Lambda \) a constant which depends only on \( n \), and into which we absorb all such constants appearing in the estimates of the sequel. Set
\[
c(M) = \Lambda[1 + M^{n-3}],
\]
\[
\Omega^E_\pm (V) = W^E_\pm (V)P \quad (P = I \text{ if } n = 3, P = P_M \text{ if } n > 3).
\]

We obtain directly from Theorem 2.4, the last estimate and Hölder inequalities.

**Theorem 5.5.** Let \( q \geq n/2 \), assume \(|V|_1 + |V|_q < c(M)^{-1}\). The series \( \sum_{n=0}^\infty \Omega^E_\pm (n) \), with terms defined by
\[
\Omega^E_0 (V) = P, \quad \Omega^E_{n+1} (V) = \Gamma[A_\delta (V) \Omega^E_\pm (n)],
\]
converges in operator norm to \( \Omega^E_\pm (V) \). Furthermore, \( \Omega^E_\pm = P + \Gamma^\pm (A_\delta \Omega^E_\pm) \).

**Proof.** Theorem 2.4 proves convergence of the series to a solution of the last equation above. Since the group generated by \( i(H + A_\delta) \) is uniformly bounded (Lemma 3.2c), it also follows from Theorem 2.4 that
\[
\Omega^E_\pm = \text{s-lim} (t \rightarrow \pm \infty) \exp \left( it(H + A_\delta) \right) \exp \left( -itH \right) P = W^E_\pm P.
\]

As a final result of this section we want the following two properties of the operator \( S_\delta (V) \) defined by (4.3):

**Lemma 5.6.** Assume \( \epsilon > 0 \), \(|V|_1 + |V|_q < c(M)^{-1}, q \geq n/2\). Then
\[
S_\delta (V) P = P - i \int_{-\infty}^{+\infty} \exp \left( itH \right) A_\delta \Omega^E_- \exp \left( -itH \right) dt
\]
(the integral a weak operator limit), and
\[
w-\text{lim} (\epsilon \downarrow 0) S_\delta (V) = S(V).
\]

**Proof.** From the equation satisfied by \( \Omega^E_- \), it is easy to see that
\[
\exp \left( itH \right) \Omega^E_- \exp \left( -itH \right) = P - i \int_{-\infty}^{t} \exp \left( isH \right) A_\delta \Omega^E_- \exp \left( -isH \right) ds.
\]
Thus, setting $W(t) = \exp (it(H+A\varepsilon)) \exp (-itH)$, we have for $u, v \in H$,

$$
(S_\varepsilon Pu, v) = (W^{\ast\ast} W_{-} Pu, v) = (\Omega_{-}^{\varepsilon} u, W^{\ast} v)
$$

$$
= \lim (t \to +\infty) (\Omega_{-}^{\varepsilon} u, W^{\ast}(t)v)
$$

$$
= \lim (t \to +\infty) (\exp (itH)\Omega_{-}^{\varepsilon} \exp (-itH)u, v)
$$

$$
= (Pu, v) - i \lim (t \to +\infty) \int_{-\infty}^{t} (\exp (isH)A_{\varepsilon}\Omega_{-}^{\varepsilon} \exp (-isH)u, v) \, ds
$$

and since the $\lim (t \to +\infty)$ exists, this proves the expression for $S_\varepsilon(V)$ given above.

Since $i(H+A\varepsilon)$ and $i(H+A\varepsilon^{\ast})$ generate groups which are uniformly bounded also in $\varepsilon$, it follows that $S_\varepsilon(V)$ is uniformly bounded in $\varepsilon$. Thus, to prove $w\lim (\varepsilon \downarrow 0) S_\varepsilon(V) = S(V)$, it is enough to do so on a dense domain.

Let $u \in H, v \in Q_\alpha, Q_\alpha$ defined by (4.1). Set

$$
g_{\varepsilon}(s) = (\Omega_{-}^{\varepsilon} \exp (-isH)u, A_{\varepsilon}^{\ast} \exp (-isH)v).
$$

Then

$$
|g_{\varepsilon}(s)| \leq F_{\varepsilon}(s) \|\Omega_{-}^{\varepsilon} \exp (-isH)u\|
$$

$$
\leq F_{\varepsilon}(s) \|\Omega_{-}^{\varepsilon}\| \|u\| \leq \text{const} \|u\|F_{\varepsilon}(s),
$$

where $F_{\varepsilon}$ is the analogue for $A_{\varepsilon}^{\ast}$ of the function $f_{\varepsilon}$ for $A_{\varepsilon}$ obtained in Lemma 4.1(ii).

Thus, by Lemma 3.2a, Lemma 4.3, the uniform boundedness in $\varepsilon$ of the wave operators and Lebesgue’s dominated convergence theorem

$$
\lim (\varepsilon \downarrow 0) \int_{-\infty}^{+\infty} g_{\varepsilon}(s) \, ds = \int_{-\infty}^{+\infty} g_{0}(s) \, ds.
$$

This proves $S_{\varepsilon}(V)P \to S(V)P$ in the weak operator topology, completing the proof of the lemma if $n=3$. For $n>3$, notice that $\{PMQ_\alpha : M > 0\}$ is dense in $H$.

6. Fix $q > n/2$. Define

$$
|V| = |V|(q) = |V|_1 + |V|_q.
$$

From now on we assume $|V| < c(M)^{-1}$.

**Lemma 6.1.** Set $N^{2} = M^{2} + 1$.

$$
\|\Omega^{\varepsilon}(V)^{\ast}\Psi_{x}^{\varepsilon}\|_{(N)} \leq c(M)/(1 - c(M)|V|),
$$

$$
\|\Omega^{\varepsilon}(V) - P\|^{\ast}\Psi_{x}^{\varepsilon}\|_{(N)} \leq c(M)|V|/(1 - c(M)|V|).
$$

**Proof.** Since the series for $\Omega^{\varepsilon}(V)$ given by Theorem 5.5 converges in the operator norm topology, we may write $\Omega^{\varepsilon}(V)^{\ast} = \sum_{m=0}^{\infty} \Omega_{m}^{\varepsilon\ast}(V)$, convergence again in norm topology.

Set $r_{m,x} = \Omega_{m}^{\varepsilon\ast}(V)$. ($V$ will remain fixed for the rest of this proof.) We now proceed similarly as in the proof of Theorem 2.4.

By Theorem 5.5

$$
r_{m+1,x} = \Omega_{m+1}^{\varepsilon\ast}(V) = \Gamma(A_{\varepsilon}\Omega_{m}^{\varepsilon\ast}(V)) = -\Gamma[(A_{\varepsilon}\Omega_{m}^{\varepsilon\ast})^{\ast}].
$$
Proceeding as in (2.8),

$$\rho(r_{m+1,x})(\lambda) \leq \left( \int_{\mathbb{R}^n} |V(y)| \left| \sigma(x, y; \lambda) |(\rho(r_{m,y})(\lambda))^{1/2} \right| dy \right)^2.$$  

Setting

$$I_m(x; \lambda) = \int_{\mathbb{R}^n} |V(y)| \rho(|x-y|)(\rho(r_{m,y})(\lambda))^{1/2} dy,$$

$$p(t)$$ defined as in Lemma 5.4, it follows that

(*) $$\rho(r_{m+1,x})(\lambda)^{1/2} \leq c(M)I_m(x; \lambda)$$

for $$\lambda^2 \leq 1 + M$$.

For $$h \in L_\infty(\mathbb{R}^n)$$ consider the operator

$$J_h(x) = \int_{\mathbb{R}^n} |V(y)| \rho(|x-y|) h(y) dy.$$  

With the aid of Sobolev's inequality (cf. [1, Part II, §5.3c]) it can readily be seen that

(**) $$J_h(x) \leq C_q|V|^{|A|},$$

$$C_q$$ depending only on $$q$$ and $$n$$. Thus, we may absorb it into $$\Lambda$$ to obtain from (*)

$$I_m(x; \lambda) \leq c(M)[J_{m-1}(\cdot; \lambda)](x) \leq c(M)|V||I_{m-1}(\cdot; \lambda)|_\infty.$$  

Since $$r_{0,x} = P\Psi^\ast_x$$, we obtain, from (**) and the $$a=0$$ case of formula (5.3), that $$I_0(x; \lambda) \leq C_qM^{n-3}|V|$$. Thus $$I_m(x; \lambda) \leq [c(M)|V|]^{n+1}, \lambda^2 < M^2 + 1$$, giving, by (*),

$$(\rho(r_{m,x})(\lambda))^{1/2} \leq c(M)^{m+1}|V|^m, \quad \lambda^2 < M^2 + 1.$$  

The theorem now follows by summing over all $$m$$ for the first formula in the statement, over all $$m \geq 1$$ for the second formula. Recall the definition of $$\| \cdot \|_{(M)}$$ and Lemma 2.3(iii).

Lemmma 6.2. Let $$V'$$ also satisfy $$|V'| < c(M)^{-1}.$$ Then, for $$\lambda^2 < M^2 + 1,$$

$$\int_{\mathbb{R}^n} |V(x)|(\rho(Y^*\Psi^\ast_x,\lambda))(\lambda)^{1/2} dx \leq \frac{c(M)^2|V||V' - V|}{[1 - c(M)|V||V'|]}$$

where $$Y = \Omega^2(V') - \Omega^2(V).$$

Proof. For a real-valued function $$h$$ in $$L_1 \cap L_q$$, let $$h_1, h_2$$ be such that

$$h_1(x)h_2(x) = h(x), \quad h_1(x)^2 = h_2(x)^2 = h(x).$$  

Recall that setting $$f^\ast_x(h) = h_1(x)\Phi^\ast_x, g^\ast_x(h) = h_2(x)\Psi^\ast_x$$, we obtain

$$A_4(h) = \int_{\mathbb{R}^n} (\ , g^\ast_x(h)f^\ast_x(h) \) dx.$$
Set
\[ f^* x(V) = f^* x(V'), \quad f^* x(V'' - V) = n_x; \]
\[ g^* x(V) = g^* x(V'), \quad g^* x(V'') = g^* x(V''), \quad g^* x(V'' - V) = m_x. \]

Notice that, by the equation of Theorem 5.5,
\[ Y^* = [\Omega^*(V') - \Omega^*(V)]^* \]
\[ = \{ \Gamma[A_\delta(V')\Omega^*(V') - A_\delta(V)\Omega^*(V)] \}^* \]
\[ = -\Gamma[A_\delta(V' - V)\Omega^*(V')^*] - \Gamma[A_\delta(V) Y]^*. \]

Using \((p(u+v))^{1/2} \leq (p(u))^{1/2} + (p(v))^{1/2}\), we obtain, proceeding as in the case of formula (2.8),
\[ \begin{align*}
\rho(Y^* \Psi^* y)(\lambda) \leq I_1(x; \lambda) + I_2(x'; \lambda),
\end{align*} \]

with
\[ I_1(x; \cdot) = \int_{\mathbb{R}^n} |\sigma(\Psi^* x, n_x)| (\rho(\Omega^*(V')^* m_y))^{1/2} dy \]
\[ = \int_{\mathbb{R}^n} |V'(y) - V(y)| |\sigma(x, y; \cdot)| (\rho(\Omega^*(V')^* \Psi^* y))^{1/2} dy, \]
\[ I_2(x; \cdot) = \int_{\mathbb{R}^n} |\sigma(\Psi^* x, f^* y)| (\rho(Y^* \Psi^* y))^{1/2} dy \]
\[ = \int_{\mathbb{R}^n} |V(y)| |\sigma(x, y; \cdot)| (\rho(Y^* \Psi^* y))^{1/2} dy. \]

It follows now from Lemmas 5.4 and 6.1 that
\[ \begin{align*}
&I_1(x; \lambda) \leq \frac{c(M)^2}{1 - c(M)|V'|} |(V'' - V)(y)| \cdot p(|x - y|) dy. \\
&\text{Clearly, } p(|x|) = g_1(x) + g_2(x), \text{ with } g_1 \in L_{q/(q-1)}, \ g_2 \in L_{\infty}. \text{ Hence} \\
&\int_{\mathbb{R}^n} \int_{\mathbb{R}^n} |V'(y) - V(y)| |V(x)| p(|x - y|) dx dy \leq |V' - V|_1 (|V| \ast g_1)_\infty + |V| \ast g_2|_\infty \leq C_q |V' - V|_1 |V|. \]

Multiplying both sides of the inequality in (*) by \(|V(x)|\) and integrating with respect to \(x\), we get by (\*\*), for \(\lambda^2 < M^2 + 1\),
\[ \begin{align*}
&\int_{\mathbb{R}^n} I_1(x; \lambda) |V(x)| dx \leq \frac{c(M)^2}{1 - c(M)|V'|} |V| |V' - V|_1. \\
&\text{By Lemma 5.4, for } \lambda^2 < M^2 + 1, \\
&I_2(x; \cdot) \leq c(M) \int_{\mathbb{R}^n} |V(y)| p(|x - y|)(\rho(Y^* \Psi^* y))^{1/2} dy. \]
Since \( \int_{\mathbb{R}^n} |V(x)|\rho(|x-y|)|dx| \leq |V| |g_1|_{\infty} + |V| |g_2|_{\infty} \leq C_0|V| \), we obtain from (**)

\[
(*)' \quad \int_{\mathbb{R}^n} |V(x)|I_2(x; \lambda)\ dx \leq c(M)|V| \int_{\mathbb{R}^n} |V(y)|(\rho(Y^{*}\Psi_x)(\lambda))^{1/2}\ dy.
\]

By (*), (**') and (**)

\[
\int_{\mathbb{R}^n} |V(x)|(\rho(Y^{*}\Psi_x)(\lambda))^{1/2}\ dx \leq \frac{c(M)|V|}{1-c(M)|V|} |V' - V|_1 + |V|c(M)\int_{\mathbb{R}^n} |V(y)|(\rho(Y^{*}\Psi_x)(\lambda))^{1/2}\ dy;
\]

and the lemma follows.

7. Fix \( a \geq (n - 1)/2 \) and denote by \( B = B(H, H_{-\alpha}) \) the Banach space of all bounded linear operators having domain \( H \), range included in \( H_{-\alpha} \), with the usual operator norm. Since \( H \) is a dense subspace of the Hilbert space \( H_{-\alpha} \), and since the norm in \( H \) dominates the norm in \( H_{-\alpha} \), every bounded operator on \( H \) may be interpreted as an element of \( B \).

Let \( T \) be any operator, domain of \( T = H \). We reserve the symbol \( |T| \) to denote its norm as an element of \( B \), i.e.

\[
|T| = \sup \{\|Tu\|_{-\alpha} : u \in H, \|u\| = 1\}
= \sup \{\|\langle Tu, v \rangle\| : u \in H, v \in H_{\alpha}, \|u\| = \|v\|_{\alpha} = 1\}.
\]

The second equality is a consequence of the duality between \( H_{\alpha} \) and \( H_{-\alpha} \) determined by the inner product of \( H \). A typical example (for our purposes) of element of \( B \) is given by the following

**Lemma 7.1.** Let \( V \in L_1(\mathbb{R}^n) \), let \( T \) be a bounded operator on \( H \) such that \( \|T^{*}\Psi_x\| \) is bounded by a constant \( K \). Define an operator \( Q_\varepsilon \) by setting

\[
(Q_\varepsilon u, v) = \int_{-\infty}^{+\infty} (\exp (itH)A_\varepsilon(T\exp (-itH))u, v) \ dt
\]

for \( u \in H, v \in H_{\alpha}; A_\varepsilon = A_\varepsilon(V) \). Then \( |Q_\varepsilon| \leq K\Lambda|V|_1 \).

**Proof.** Notice that \( \|\Phi_x\|_{-\alpha} \leq \Lambda \) by (5.2). Expressing \( A_\varepsilon(V) \) by an integral, as usual, and using part c of Lemma 2.2, it is easily seen that

\[
|(Q_\varepsilon u, v)| \leq \int_{\mathbb{R}^n} \int_{-\infty}^{+\infty} |V(x)| |\rho(u, T^{*}\Psi_x)(\lambda)| |\rho(\Phi_x, v)(\lambda)| \ dx \ d\lambda.
\]

The lemma follows now from (5.1), Hölder's inequality and the hypothesis.

For \( V \in L_1 \), define an operator \( T_0^{*}(V) \) by

\[
T_0^{*}(V) = -i \int_{-\infty}^{+\infty} \exp (itH)A_\varepsilon(V) \exp (-itH) \ dt.
\]

By Lemma 7.1, \( T_0^{*}(V)P \in B, |T_0^{*}(V)P| \leq \Lambda|V|_1 \). The operator \( S_\varepsilon(V)P \) is also in \( B \).
(set $T = \Omega^e_-$ in Lemma 7.1, recall Lemma 5.6) and so are the operators $S(V)P$, $T_0(V)P$ defined by

\begin{align}
S(V)P &= \text{w-lim} (\epsilon \downarrow 0) S_\epsilon(V)P, \\
T_0(V)P &= \text{w-lim} (\epsilon \downarrow 0) T_\epsilon^e(V)P.
\end{align}

That the limit in (7.1) exists is a consequence of Lemma 5.6. The existence of the limit in (7.2) is proved similarly. It is clear that this new definition of $S(V)P$ coincides with the one given in (4.3). This is also a consequence of Lemma 5.6.

**Theorem 7.2.** Let $V, V' \in L_1 \cap L_\infty$, $q > n/2$, $|V| < c(M)^{-1}$, $|V'| < c(M)^{-1}$. Then

$$|PS(V')P - PS(V)P - PT_0(V' - V)P| \leq \frac{c(M)^2}{1 - c(M)|V'|} \left[ |V'| + \frac{|V|}{1 - c(M)|V|} \right]|V' - V|_1.$$ 

**Proof.** Set $X = \Omega^e_-(V') - P$ and define $Y$ as in Lemma 6.2; we use the same notation as in the proof of Lemma 6.2. Set

$$D_\epsilon = P[S_\epsilon(V') - S_\epsilon(V) - T_\epsilon^e(V' - V)]P.$$

Then

$$D_\epsilon = -i\left(\int_{-\infty}^{+\infty} \text{exp} (itH)A_\epsilon(V' - V)X \text{exp} (-itH) dt + \int_{-\infty}^{+\infty} \text{exp} (itH)A_\epsilon(V)Y \text{exp} (-itH) dt \right).$$

To estimate $(D_\epsilon u, v)$ we may assume $Pu = u$, $Pv = v$.

$$i(D_\epsilon u, v) = \int_{-\infty}^{+\infty} (A_\epsilon(V' - V)X \text{exp} (-itH)u, \text{exp} (-itH)v) dt + \int_{-\infty}^{+\infty} (A_\epsilon(V)Y \text{exp} (-itH)u, \text{exp} (-itH)v) dt$$

$$= \int_{\mathbb{R}^n} \int_{-\infty}^{+\infty} \left[ V'(x) - V(x) \right] \left[ e^{-itH}u, X^* \Psi_{x'} \right] \left[ e^{-itH}v \right] dx dt$$

$$+ \int_{\mathbb{R}^n} \int_{-\infty}^{+\infty} \left[ V(x) \right] \left[ e^{-itH}u, Y^* \Psi_{x'} \right] \left[ e^{-itH}v \right] dx dt.$$

Thus, by Lemma 2.2c and inequality (5.1), for $N^2 = M^2 + 1$,

$$\begin{align}
(D_\epsilon u, v) \leq \int_{\mathbb{R}^n} \left| V'(x) - V(x) \right| \cdot \left| \left| X^* \Psi_{x'} \right| \cdot \left| \left| \Phi_{x'} \right| - \alpha \cdot \left| u \right| \right| \cdot \left| v \right| \cdot \left( \rho^e(\lambda) \right)^{1/2} d\lambda dt \cdot \left( \rho^e(\lambda) \right)^{1/2} d\lambda
\end{align}.$$
We estimate the first term of the last member of this inequality by Lemma 6.1, the other term by Lemma 6.2. Since \( \| \Phi^* \|_{-\alpha} \) is bounded by \( \Lambda \), the theorem follows.

**Lemma 7.3.** Let \( 0 < \eta \). Set \( f_\eta(x) = 0 \) for \( r > \eta \), \( = r^{(2-n)/2}(1+r^2)^{-1/4} \) for \( 0 < r < \eta \). Let \( u(t) = u(\cdot, t) = \exp (itB) \Phi_{\eta} \) with \( \dot{\Phi}_{\eta}(\xi) = f_\eta(\xi) \).

Then

\[
\int_{-\infty}^{+\infty} |u(x, t)|^2 \, dt \geq \Lambda g^2 \left( \frac{J_k(\eta|x|)}{|x|^k} \right)^2
\]

with \( J_k \) the \( k \)th Bessel function of the first kind, \( k = (n-2)/2 \).

**Proof.**

\[
u(x, t) = \int_{\mathbb{R}^n} e^{i(x \cdot \xi)} \exp [it(1+|\xi|^2)^{1/2} |\xi| \, d\xi
\]

\[
= |x|^{-k} \int_0^{+\infty} r^{n/2} \exp (ir(1+r^2)^{1/2}) f(r) J_k(r |x|) \, dr.
\]

(We drop \( \eta \) as a subindex during this proof.)

Multiplying the last expression by its complex conjugate, integrating with respect to \( t \) from \(-R\) to \(+R\), we get, after a change of variables,

\[
|x|^{n-2} \int_{-\infty}^{+\infty} |u(x, t)|^2 \, dt = \int_0^{+\infty} dv \int_{-\pi/2}^{\pi/2} \frac{1}{2} \sin \theta \, R \, g(\alpha, \beta)(v^2 - \theta^2),
\]

with

\[
g(\alpha, \beta) = (\alpha \beta)^{n-1} f(\alpha) f(\beta) J_k(\alpha |x|) J_k(\beta |x|),
\]

\[
\alpha = (\frac{1}{2})(\theta + v)^2 - 4)^{1/2}, \quad \beta = (\frac{1}{2})(\theta - v)^2 - 4)^{1/2}.
\]

Since the inner integral is a Dirichlet integral, letting \( R \to +\infty \), by the Lebesgue dominated convergence theorem (which is used to interchange the limiting process with the outer integral), we obtain, after a change of variables,

\[
|x|^{n-2} \int_{-\infty}^{+\infty} |u(x, t)|^2 \, dt = 4 \int_0^{+\infty} r^{n-1}[1+r^2]^{1/2}[f(r)]^2 [J_k(r |x|)]^2 \, dr
\]

\[
= 8 \int_0^{+\infty} r [J_k(r |x|)]^2 \, dr.
\]

The last integral may be evaluated explicitly (cf. [4, (10), p. 90]). We obtain

\[
|x|^{n-2} \int_{-\infty}^{+\infty} |u(x, t)|^2 \, dt = 4 \eta^2 [J_k(\eta |x|) - J_{k+1}(\eta |x|) J_{k-1}(\eta |x|)],
\]

and the result becomes now exactly the statement of Szasz' inequality, as stated on p. 12 of [4].

Consider the function \( F(r) = (J_k(r) r^k)^2, k = (n-2)/2 \). This function takes on the value \( \omega_n^2 \) (\( \omega_n \) = area of the unit sphere in \( \mathbb{R}^n \)) at \( r = 0 \), and is strictly decreasing in
the interval \([0, y_k]\), with \(\gamma_k > (k(k + 2))^{1/2} = (\frac{3}{2})(n^2 - 4)^{1/2}\). This is an easy consequence of the recurrence relations for Bessel functions of the first kind \([4, (51), p. 11]\) and the properties of \(\gamma_v\), the first positive zero of \(J_v\) \([4, pp. 59-60]\).

Now choose \(0 < M, R, z_0\) such that \(z_0 < \min (MR, \gamma_k)\). Set \(c(R, z_0) = (\Lambda R^{a+1}/(R^2 + z_0^2)^{(a+1)/2})R^2 - n(J_a(z_0))^2\) and \(\eta = z_0/|R < M|\).

Then, if \(\psi = \psi_n\) is as in Lemma 7.3, it is clear that \(u = \{\psi, iB\psi\}, v = \{iB^{-1}\psi, \psi\}\) are in all spaces \(H_b\) \((b \in \mathbb{R}^1)\), with \(\|u\| \leq \Lambda \eta(1 + \eta^2)^{1/4}, \|v\|_{a} \leq \Lambda \eta(1 + \eta^2)^{(2a+1)/4}\). Since \(\eta < M, Pu = u\) and \(Pv = v\). Also

\[\int_{\mathbb{R}} V(x) \left| t/(x, t) \right|^2 dx = \int_{\mathbb{R}} V(x) F(\gamma|x|) dx \cdot \eta^{2k}\]

Carrying out the cancellations, we get

\[|PT_0(V)P| \geq c(R, z_0) \int_{|x| < R} V(x) dx.\]

Since all operators involved are translation invariant, we have actually proved

**Theorem 7.4.** Let \(V \geq 0; M, R, z_0, c(R, z_0)\) as above; \(\Omega_R\) a compact set of diameter \(\leq R\). Then

\[|PT_0(V)P| \geq c(R, z_0) \int_{\Omega_R} V(x) dx.\]

Let \(V, V' \in L_1 \cap L_q\) \((q > n/2)\). Assume \(|V| < c(M)^{-1}, |V'| < c(M)^{-1}\). If \(V' - V \geq 0\), or \(V' - V \leq 0\), and \(S(V') = S(V)\), then combining Theorems 7.2 and 7.4 we get

\[\frac{c(M)}{1 - c(M)|V'|} \left[ |V'| + \frac{|V|}{1 - c(M)|V'|} \right]|V' - V|_1 \geq c(R, z_0) \int_{\Omega_R} |V'(x) - V(x)| dx.\]

From this, our main result is immediate.

**Theorem 7.5.** Let \(V, V' \in L_1 \cap L_q\) \((q > n/2)\). For each \(R > 0\) there exists a constant \(d = d(R, n, q)\) such that if \(|V| < d, |V'| < d,\) and \(V' - V\) is either \(\geq 0\) or \(\leq 0\) and of compact support \(\Omega_R\), with \(\text{diam} (\Omega_R) \leq R\), then \(S(V) = S(V')\) implies \(V = V'\). In particular, if \(V \geq 0\) or \(V \leq 0\), diam (supp \(V\)) \(\leq R\), then \(S(V) = I\) implies either \(V = 0\), or \(|V| \geq d\).
To conclude, let us notice that \( c(M) > 1 \), but can be brought as near to 1 as desired. But since we want \( c(z_0, R) \) as large as possible and since \( c(0, R) = 0 \), it is convenient to have a not too small \( z_0 \). Since \( 0 < z_0 < MR \), \( M \) small forces \( R \) to be large, and vice versa. It is also clear that the operator \( S(V) \) is the usual scattering operator, in the sense that it relates incoming to outgoing solutions. This, at least for solutions with initial data having Fourier transform of compact support, follows easily from Lemma 5.6.
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