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ABSTRACT. Let $k$ be a field with a nontrivial absolute value. Define property (*) for $k$: Given any polynomial $f(x)$ in $k[x]$ with a simple root $a$ in $k$; then if $g(x)$ is a polynomial near enough to $f(x)$, $g(x)$ has a simple root $\beta$ near $a$. A characterization of fields with property (*) is given. If $Y$ is an affine $k$-variety, $Y \subseteq \overline{k}(n)$, define $Y_k = Y \cap \overline{k}(n)$. Define $Y$ to be solid if $I(Y) = I(Y_k)$ in $k[x_1, \ldots, x_n]$. If $\pi: Y \to \overline{k}^d$ is a projection induced by Noether normalization, and if $k$ has property (*), then $Y$ is a solid $k$-variety if and only if $\pi(Y_k)$ contains a sphere in $\overline{k}^d$. Using this characterization of solid $k$-varieties and Bertini's theorem, a dimension theorem is proven.

0. Introduction. In [3], D. Dubois and the author proved a dimension theorem for real primes. The method used in that paper is here extended to take care of $p$-adic type fields. The idea is rather simple. Let $k$ be a field with a nontrivial absolute value $|\ |: k \to R$ satisfying property (*) (see §1). Property (*) essentially says that if a polynomial $f(x)$ in $k[x]$ has a simple root $a$ in $k$, and if $g(x)$ is a polynomial of the same degree as $f(x)$ which is "near" $f(x)$, then $g(x)$ has a simple root $\beta$ near $a$. It is this property of real closed fields which enabled us to prove the main theorem of [3].

In §2 we define a solid $k$-variety to be an (affine) $k$-variety that is determined by its $k$-points. If $k$ is a field with property (*), we show that a $k$-variety $Y$ is solid if and only if any projection $\pi: Y \to \overline{k}^d$ induced by Noether normalization has the property that $\pi(Y_k)$ contains a "sphere" in $\overline{k}^d$. We define $Y_k$ to be the $k$-points of $Y$. As in [3], one can prove a dimension theory and this is done in §3.

In §1 a characterization is given of fields with absolute value satisfying (*). If the absolute value is archimedean, the field is real closed or algebraically closed. If the absolute value is not archimedean, the field is Henselian.

In the final section some examples are given to show that if $k$ is the quotient field of the Henselization of a localized ring of algebraic numbers, then there exist $k$-varieties with no $k$-points.

1. Henselian fields and real closed fields. Let $k$ be a field with an absolute
Denote by (*) the following property of $k$, $|\cdot|$

(*) Given

(i) $f(x) = \sum_{i=0}^{n} a_i x^i$ in $k[x]$, $a_n \neq 0$,

(ii) $\alpha$ in $k$, a simple root of $f(x)$,

(iii) $\epsilon > 0$;

then there exists $\delta > 0$, depending on $f$, $\alpha$ and $\epsilon$, such that if $g(x) = \sum_{j=0}^{n} b_j x^j$ with $|b_j - a_j| < \delta$ for all $j$, then $g(x)$ has a simple root $\beta$ in $k$ and $|\beta - \alpha| < \epsilon$.

If the absolute value on $k$ is nonarchimedean, we let $A = \{a \in k \mid |a| < 1\}$ and $m = \{a \in k \mid |a| < 1\}$. Then $A, m$ is the valuation ring of the absolute value. We define $\nu: k \to R$, the associated valuation, by $\nu(a) = -\log |a|$.

**Theorem 1.** Let $k, |\cdot|, A, m,$ etc. be as above.

(a) If the absolute value is not archimedean, the following are equivalent:

1. $A, m$ is Henselian.
2. Given any $f(x)$ in $A[x]$, $f(x) = x^n + \sum_{j=0}^{n-1} b_j x^j$ with simple root $\alpha$ in $A$, and given $\epsilon > 0$; there exists $\delta > 0$ such that if $g(x) = x^n + \sum_{j=0}^{n-1} b_j x^j$ and $|b_j - a_j| < \delta$, $i = 0, \ldots, n - 1$, then $g(x)$ has a simple root $\beta$ in $A$ and $|\beta - \alpha| < \epsilon$.
3. $k, |\cdot|$ has property (*).

(b) If the absolute value is archimedean, then $k$ has property (*) if and only if $k$ is real closed or algebraically closed.

**Proof.** (a) We show first that (1) implies (2). Following Lang [7, Proposition 2, p. 29], we find a root for $g(x)$ in the completion of $A$ and then apply a result of Nagata to conclude the root is in $A$.

Let $f(x) = (x - \alpha) h(x)$. Then $f'(\alpha) = h(\alpha)$. Let $|f'(\alpha)| = |h(\alpha)| = d$. We can assume $\epsilon < 1$ and now choose $\delta = d^2 \epsilon$. Then if $g(x)$ is of the required form, $g(x) = (x - \alpha) h(x) + c(x)$ where $l(x) \in A[x]$ and $|c| < d^2 \epsilon$. Then $g'(\alpha) = h(\alpha) + c'(\alpha)$ and so $|g'(\alpha)| = d$. Also $g(\alpha) = c(\alpha)$ so $|g(\alpha)| \leq d^2 \epsilon$ and $|g(\alpha)/g'(\alpha)| \leq d^2 \epsilon/d = d \epsilon$.

Now let $\beta_0 = \alpha, \beta_i = \beta_{i-1} - g(\beta_{i-1})/g'(\beta_{i-1})$. By induction we can show $|\beta_{i+1} - \beta_i| \leq d \epsilon^{2i}$, $|g(\beta_i)| \leq d^2 \epsilon^{2i}$. When $i = 0, |\beta_1 - \beta_0| \leq d \epsilon$, $|g(\beta_0)| \leq d^2 \epsilon$.

Now suppose $|\beta_i - \beta_{i-1}| \leq d \epsilon^{2i-1}$, $|g(\beta_{i-1})| \leq d^2 \epsilon^{2i-1}$. Then $|\beta_{i+1} - \beta_i| = |g(\beta_{i})/g'(\beta_{i})|$. But $g(\beta_{i}) = g(\beta_{i-1}) + (\beta_{i} - \beta_{i-1}) g'(\beta_{i-1}) + (\beta_{i} - \beta_{i-1})^2 [\cdots]$ since $(1/1)f'(x)$ is in $A[x]$ for all $l$. So $g(\beta_{i}) = (\beta_{i} - \beta_{i-1})^2 [\cdots]$ and so $|g(\beta_{i})| \leq d^2 \epsilon^{2i}$. Similarly $|g'(\beta_{i})| = |g'(\beta_{i-1})| = |g'(\beta_{0})| = d$. So $|\beta_{i+1} - \beta_i| \leq d^2 \epsilon^{2i}/d = d \epsilon^{2i}$. Let $\hat{A}$ be a completion of $A$ with respect to $|\cdot|$. Then we have $\lim_{i \to \infty} \hat{\beta}_i = \beta$ is a root of $g(x)$. But by Nagata [9, Theorem 12, p. 31], any element in $\hat{A}$ which is separably algebraic over $A$ is in the Henselization of $A$. So $\beta \in A$ since, by assumption, $A$ is Hensel. Also $|\beta - \alpha| \leq d \epsilon \leq \epsilon$. 
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(3) $\Rightarrow$ (2) is trivial.

(2) $\Rightarrow$ (3). Let $f(x) = \sum_{i=0}^{n} a_i x^i$, $a_i \in k$. By multiplying by a nonzero constant, we can put all $a_i$ in $A$. Since this operation is bicontinuous, we can assume $f(x) = \sum_{i=0}^{n} a_i x^i$, all $a_i \in A$, $a_n \neq 0$.

Now $(a_n)^{n-1} f(x) = (a_n x)^n + (a_n - 1)(a_n x)^{n-1} + \cdots + a_0 (a_n x) + b(x)$ where $b(x) = x^n + \sum_{j=1}^{n-1} a_{n-j} x^{n-j}$. If $b_n x^n + b_{n-1} x^{n-1} + \cdots + b_0 = g(x)$, let $l(x) = x^n + \sum_{j=1}^{n-1} b_{n-j} x^{n-j}$. Suppose $f(x)$ has a root $\alpha \in k$. Then $b(x)$ has a root $a_n \alpha$ which must be in $A$. Then if $e' < \delta|b_n|$, there exists $\delta'$ so that if $|b_{n-j} - a_{n-j}| < \delta'$, then $l(x)$ has a root $\beta'$ with $|\beta' - a_n \alpha| < e'$. We can also assume $|b_n - a_n| |\alpha| < e'$. Then let $\beta' = b_n \beta$ and then $|b_n \beta - a_n \alpha| < e'$, and so $|b_n \beta - b_n \alpha| < e'$ and $|\beta - \alpha| < e$.

Choose $\delta$ so that $|b_i - a_i| < \delta$ for all $i$ implies $|b_n - a_n| |\alpha| < e'$ and $|b_{n-j} - a_{n-j}| < \delta$, which is certainly possible.

(2) $\Rightarrow$ (1). By Nagata [8, (43.2)], it is enough to show that if $f(x) = x^n + \sum_{i=0}^{n-1} a_i x^i$ is in $A[x]$, $a_0$ in $m$, $a_1$ not in $m$, then $f$ has a root $\alpha$ in $m$.

Suppose $f$ does not have such a root, then one can assume $f$ is irreducible by taking an irreducible factor of $f$ of degree $> 1$ which has $a_0$ in $m$, $a_1$ not in $m$. This $f$ will have a root $\alpha$ in $A$, the Henselization of $A$. Moreover $\alpha$ is a simple root since $a_1 \notin m$.

We let $L$ be a splitting field for $f(x)$ over $k$ and assume $k[\alpha] \subset L$. Let $\nu_1$, \ldots, $\nu_m$ be the extensions of the valuation $\nu$ to $L$. Let $H = G(L/k[\alpha])$ be the Galois group. Let $\sigma_1, \ldots, \sigma_n$ be elements of $G(L/k)$ such that $\sigma_1 H, \ldots, \sigma_n H$ is a complete set of coset representatives of $G/H$. Let $\sigma_1$ be the identity. Then

$$f(x) = \prod_{i=1}^{n} (x - \sigma_i \alpha).$$

Now $\nu_1 \circ \sigma_i = \nu_i$ for some $i$. Let $\nu_j$ be chosen so $\nu_j(\alpha) > 0$. This is possible since $a_0 \notin m$. Now if $\sigma \in G(L/k)$ and $\nu_1 \circ \sigma = \nu_1$, we have $\sigma \in H$. For if $\sigma \notin H$, then $\sigma \neq \alpha$ and $\nu_1(\sigma \alpha) = 0$ (since $a_1 \notin m$). So let $\nu_1, \ldots, \nu_s$ be the different valuations in the set $\{\nu_1 \circ \sigma_i\}$ of valuations restricted to $k[\alpha]$ and suppose $\nu_i$ appears $t_i$ times.

Now choose $y_1 = 0$; $y_2, \ldots, y_s$ all units in $A$. Let $\epsilon = 1$ and $g(x) = \prod_{i=1}^{s} (x - y_i)^{t_i}$. Note that $t_1 = 1$ by the argument given above. Let $\delta$ be the delta assigned to $g(x)$, $\nu_1$, $\epsilon$ by (2). Let $||_i$ be the absolute value associated to $\nu_i$. By the approximation theorem [2, p. 136], we can find $\beta$ in $k[\alpha]$ such that $|\beta - y_i| < \delta$, $i = 1, \ldots, s$. Let $\prod_{i=1}^{s} (x - \sigma_i \beta) = b(x)$. Then $b(x) \in A[x]$ since $\beta \in A[\alpha]$, and $|\sigma_i(\beta) - y_i| < |\beta - y_i| < \delta$, $i = 1, \ldots, n$. Thus $b(x)$ is near enough to $g(x)$ to have a root $y$ in $A$ and $|y| < \epsilon$ which means $y$ is in $m$ and so $y = \beta$ since, by construction, all other roots of $b$ are units. But $\sigma_i \beta \neq \beta$ for $i > 1$ and so $\beta$ cannot be in $A$, a contradiction.
(b) In [3] it is shown that a real closed field has property (*). A sketch of the proof follows. Let \( f(x) \) have a simple root \( \alpha \) in \( k \). Then \( f'(\alpha) \neq 0 \) and we can find \( \gamma \in k \) so that \( |\gamma| < \epsilon \) and \( f(\alpha - \gamma) < 0 < f(\alpha + \gamma) \). By choosing \( \delta \) small enough, we can be sure that if \( g(x) \) is chosen as in (*), we have \( g(\alpha - \gamma) < 0 < g(\alpha + \gamma) \) and so \( g(x) \) has a root \( \beta \) with \( |\beta - \alpha| < \epsilon \).

It is obvious that an algebraically closed field has property (*).

Now assume \( k \) has property (*). By Ostrowski's theorem [2, p. 131], it is known that the given absolute value is equivalent to one induced by an embedding \( \sigma \) of \( k \) in \( R \) or \( C \) following by the usual absolute value on \( R \) or \( C \).

Case 1. We suppose \( \sigma \) maps \( k \) into \( R \) and so we can consider \( k \) as a subfield of \( R \). If \( \alpha \) is a real number algebraic over \( k \), we need only show \( \alpha \in k \). Let \( f(x) = \text{Irr}(\alpha, k, x) = \prod_{i=1}^{n}(x - \alpha_i) \) in \( C[x] \). We can regard \( \sigma_1 \) as the embedding \( \sigma_1: k[\alpha] \hookrightarrow C \), \( \sigma_1(\alpha) = \alpha_1 \). The other embeddings of \( k[\alpha] \hookrightarrow C \) are given by \( \sigma_i(\alpha) = \alpha_i \). Now let \( \| \|_1 \), equal \( \| \sigma_j: k \rightarrow R \| (|a + b| = (a^2 + b^2)^{1/2}) \). We easily see \( \| \|_1 \) is not equivalent to any of the other \( \| \|_i \). Let \( \| \|_1, \| \|_2, \ldots, \| \|_s \) be the inequivalent absolute values and let \( t_i = 1 \) if \( \sigma_i(k) \subseteq R \), and \( t_i = 2 \) if not.

Choose \( \gamma_1, \ldots, \gamma_s \) in \( k \) so \( \gamma_i \neq \gamma_j \) if \( i > 1 \). Choose \( \epsilon < \min(|\gamma_1 - \gamma_i|/2) \) and let \( g(x) = \prod_{i=1}^{s}(x - \gamma_i)^{t_i} \). Let \( \delta \) be the delta assigned by (*) to \( g(x), \gamma_1, \epsilon \), and assume \( \delta < \epsilon \). By the approximation theorem [2, p. 136], given \( \delta' > 0 \) we can find \( \beta \in k[\alpha] \) so that \( |\beta - \gamma_i| < \delta' = \delta/n \) for \( i = 1, \ldots, s \). Then \( |\sigma_i(\beta) - \gamma_i| < \delta' \).

Let \( h(x) = \prod_{i=1}^{s}(x - \sigma_i(\beta)) \). Then we can choose \( \delta' \) so that \( h(x) \) is within \( \delta \) of \( g(x) \). Then \( h(x) \) has a root \( \gamma \) in \( k \) within \( \epsilon \) of \( \gamma_1 \), but this implies \( \gamma = \beta \). We now get the contradiction; \( \beta \) is in \( k \) and \( \sigma_i \beta \neq \beta \).

Before we consider the next case we prove

**Lemma.** Let \( \sigma: k \hookrightarrow C \) be an embedding inducing the absolute value \( \| \| \) on \( k \). Let \( \tau: C \rightarrow C \) be any automorphism and let \( |a|_{\tau} = |\tau(a)| \). Then \( k, \| \| \) has property (*) if and only if \( k, |\|_{\tau} \) does.

**Proof.** Assume \( k, \| \| \) has property (*). Identify \( k \) with \( \sigma(k) \). Let \( f(x) = \sum_{i=0}^{n}a_i x^i \) be in \( k[x] \) with simple root \( \alpha \) in \( k \). Then \( f'(x) = \sum_{i=0}^{n}r(a_i)x^i \) has simple root \( \tau(\alpha) \). By assumption, there exists \( \delta \) such that if \( g(x) = \sum_{i=0}^{n}b_i x^i \) where \( |b_i - a_i| < \delta \), then \( g'(x) \) has a simple root \( \beta' \), where \( |\beta' - \tau(\alpha)| < \epsilon \) (since \( |b_i - a_i| < \delta \) if and only if \( |\tau(b_i) - \tau(a_i)| < \delta \)). Let \( \beta = \tau^{-1}(\beta') \). Then \( |\tau(\beta) - \tau(\alpha)| < \epsilon \) so \( |\beta - \alpha|_{\tau} < \epsilon \) and \( \beta \) is a simple root of \( g(x) \).

Now back to \( k \hookrightarrow C \). We wish to show we can assume Case 2: There is a subfield \( b \) of \( k \) so that \( k \) is algebraic over \( b \) and \( \sigma(b) \subseteq R \). To do this, let \( \{t_i\}_{i \in I} \) be a transcendence basis for \( k \) over \( Q \). Choose \( \{u_i\}_{i \in I} \) as an algebraically independent set in \( R \) and define \( \tau: Q(\{t_i\}) \hookrightarrow R \) so \( \tau(t_i) = u_i \). Extend \( \tau \) to \( \tau: k \hookrightarrow C \) and let \( b = Q(\{t_i\}) \). If the \( u_i \) are chosen correctly, there exists an automorphism \( \mu \) of \( C \) so that \( \mu = \mu \circ \sigma: k \hookrightarrow C \). Replace \( \| \| \) by \( \| \|_{\mu} \) and we have
Case 2. There is a subfield $b$ of $k$ such that $\sigma(b) \subseteq R$ and $k$ is algebraic over $b$. We can consider then $b \subseteq k \subseteq C$, $b \subseteq R$. Take $\alpha \in R$, $\alpha$ algebraic over $k$. Then $\text{Irr}(\alpha, k, x)$ has a real root $\alpha$. We can now apply the same argument as in Case 1 to conclude $\alpha \in k$. Thus $k$ contains a real closure of $b$ in $C$ and so either $k$ is real closed or algebraically closed. Q.E.D.

2. Solid $k$-varieties. Let $k$ be a field, $\overline{k}$ its algebraic closure. A $k$-algebraic set is a subset of $\overline{k}^n$ which is the set of zeros of some ideal $I \subseteq [X_1, \ldots, X_n]$. A variety $Y$ is an absolutely irreducible algebraic set (i.e., the algebraic set determined by $I(Y) \otimes \overline{k}$ in $\overline{k}[X_1, \ldots, X_n]$ is still $Y$ and cannot be written as the union of two smaller algebraic sets in $\overline{k}^n$). In characteristic $p$, $Y$ must also be separable, i.e. $k(Y)$ separable over $k$.

Now let $Y_k = Y \cap k^n$, and $I(Y_k) = \{ f \in k[X_1, \ldots, X_n] | f(P) = 0 \text{ for all } P \text{ in } Y_k \}$.

Definition. Let $Y$ be a $k$-variety. Then $Y$ is a solid $k$-variety if $I(V_k) = I(V)$.

Now let $V$ be $d$-dimensional. Let $\Gamma[Y]$ be the coordinate ring $k[X_1, \ldots, X_n]/I(Y)$. Then by Noether normalization [10, p. 266], there exist $x_1, \ldots, x_d$ independent transcendentals in $\Gamma[Y]$ so that $\Gamma[Y] = k[x_1, \ldots, x_n]$ is integral and separable over $k[x_1, \ldots, x_d]$. Let $\pi: Y \to \Lambda^d(\overline{k}) = \overline{k}^d$ be the associated projection. Then $\pi$ induces $\pi_k: Y_k \to k^d$.

Now let $k$ be a field with absolute value $||$. We can use this absolute value to define a metric on $k^d$ by defining $|P - Q| = (\sum_{i=1}^d |x_i(P) - x_i(Q)|^2)^{1/2}$ for $P, Q$ in $k^d$. We define a sphere $S_{P, \epsilon}$, $P \in k^d$, $\epsilon > 0$, to be $\{ Q \in k^d | |P - Q| < \epsilon \}$.

Theorem 2. Let $k, | |$ satisfy (*). Let $Y$ be a $k$-variety of dimension $d$, $\pi: Y \to \overline{k}^d$ as above. Then $Y$ is a solid $k$-variety if and only if $\pi_k(Y_k)$ contains some sphere $S_{P, \epsilon}$.

Proof. First assume $Y$ is a solid $k$-variety. Let $B = k[x_1, \ldots, x_d]$. Choose $z \in B$ so that $k[x_1, \ldots, x_d, z]$ has the same quotient field as $B$. Let $f(z) = \sum_{i=0}^m a_i(x_1, \ldots, x_d)z^i$ be the primitive irreducible polynomial for $z$ over $k(x_1, \ldots, x_d)$. Then $f$ is irreducible in $k[x_1, \ldots, x_d]$. Now $x_{d+i} = \sum_{i=0}^m [b_i(x_1 \ldots, x_d)/c_{ii}(x_1, \ldots, x_d)]z^i$ where $b_{ii}, c_{ii} \in k[x_1, \ldots, x_d]$. Let $U = \{ P' \in Y | a_m(P') \neq 0, \text{ all } c_{ii}(P') \neq 0, \text{ and } (\partial f/\partial z)(P') \neq 0 \}$. Then $U$ is Zariski open and nonempty in $Y$. Since $Y$ is solid, $U \cap Y_k$ is nonempty. Choose $P' \in U \cap Y_k$ and let $P = \pi(P')$. Then $z(P')$ is a simple root of $f_P(Z) = \sum_{i=0}^m a_i(P)Z^i$. Now choose $\epsilon$ small enough so that, if $Q \in k^d$ and $|Q - P| < \epsilon$, we have

1. all $c_{ii}(Q) \neq 0$,
2. $a_m(Q) \neq 0$,
3. $f_Q(Z) = \sum_{i=0}^m a_i(Q)Z^i$ has a simple root $\alpha \in k$.

To get (3) we use the (*) condition.
We will now show if we define

\[ Q' = (x_1(Q), \ldots, x_d(Q), x_{d+1}(Q, a), \ldots, x_n(Q, a)) \]

that \( Q' \) is a point of \( Y_k \) with \( \pi(Q') = Q \).

To see this, note / irreducible in \( k[x_1, \ldots, x_d, Z] \) implies \( f \) is prime in this ring. But \( Z \to z \) induces a homomorphism \( k[x_1, \ldots, x_d, Z] \to k[x_1, \ldots, x_d, z] \) which is onto. Since the image is an integral domain, the kernel must be a prime ideal containing \( f \), but by looking at dimensions, we see the kernel must be \( f \).

So \( x_i \to x_i(Q), Z \to a, \) induces a homomorphism \( k[x_1, \ldots, x_d, z] \to k. \) This homomorphism extends to a homomorphism \( B \to k \) since all \( c_i(Q) \neq 0 \) and this corresponds to a point of \( Y_k \) which is just \( Q' \). This shows \( \pi(Y_k) \supseteq S_{P, e} \).

Now assume \( \pi_k(Y_k) \supset S_{P, e} \).

We prove the following lemmas.

**Lemma 1.** If \( f(x_1, \ldots, x_d) \in k[x_1, \ldots, x_d] \) and \( f(S_{P, e}) = 0 \) for some sphere, then \( f = 0 \).

**Proof.** By induction on \( d \). If \( d = 1, f(x) \) has an infinite number of roots and so \( f = 0 \).

For \( d > 1 \), we can assume \( P = (0, \ldots, 0) \) without loss of generality. Fix \( a \) with \( |a| < \epsilon \). For \( g(x_1, \ldots, x_{d-1}) = f(x_1, \ldots, x_{d-1}, a), \) we have \( g(Q) = 0 \) if \( |Q| < \epsilon - |a| \), and so by-induction \( g = 0 \). But then for each fixed \( a_1, \ldots, a_{d-1}, \)

\( f(a_1, \ldots, a_{d-1}, x) \) has an infinite number of roots and is identically zero.

**Lemma 2.** Let \( Y \) be a variety of dimension \( d \) and let \( \sigma: V \to A^d(k) \) be a morphism such that \( \sigma_k(Y_k) \supset S_{P, e} \). Then \( Y \) is solid.

**Proof.** If \( Y \) is not solid, then there exists an algebraic set \( W \) of codimension one in \( Y \) such that \( W \supset V_k \). But then \( \sigma(W) \supset \sigma(V_k) \supset \sigma_k(V_k) \supset S_{P, e}. \) But \( \sigma(W) \) is of codimension at least 1 in \( A^d(k) \) and so there exists \( f \in k[x_1, \ldots, x_d] \) such that \( f(\sigma(W)) = 0 \) which contradicts Lemma 1.

Now apply Lemma 2 to \( \pi \) and we see \( Y \) is solid.

3. The dimension theorem for solid \( k \)-varieties.

**Theorem 3.** Let \( k \) be a field with an absolute value satisfying (\(*\)). Let \( Y \) be a solid \( k \)-variety; \( W_1, \ldots, W_r \) subvarieties of \( Y \) of codimension at least 2. Then there exists a solid \( k \)-variety \( W \) of codimension 1 in \( Y \) such that \( W \supseteq W_1 \cup \ldots \cup W_r \).

**Proof.** Let \( \pi: Y \to A^d(k), d = \dim Y \) be as in \( \S 2 \). Then \( \pi \) is surjective.

We let \( \pi(W_i) = Z_i \). By [3, Proposition 2], there exist \( g_1, \ldots, g_s \) in \( k[x_1, \ldots, x_d] \) such that
(1) \( g_i(Z_j) = 0 \) for all \( i, j \);
(2) \( \text{trdeg}_k(k(g_1, \ldots, g_s) \geq 2) \);
(3) \( g_1, \ldots, g_s \) have no common component.

Actually Proposition 2 in [3] was proved with the assumption of characteristic zero, but this restriction is easily removed.

By Theorem 2, there exists a sphere \( S_{P, \epsilon} \subset \pi_k(Y_k) \). We can arrange it so that \( S_{P, \epsilon} \cap (\bigcup_{j=1}^{d} Z_j) = \emptyset \). Now choose \( f \in k[x_1, \ldots, x_d] \) so that \( f(P) \neq 0 \) and \( f(Z_j) = 0 \), all \( j \). We also choose \( f \) of degree in \( x_d \) greater than that of all the \( g_i \)'s.

Let \( f(x_1, \ldots, x_d) = \sum_{i=0}^{m} a_i(x_1, \ldots, x_{d-1})x_d^i \). Then on a Zariski open set of \( A^{d-1}(k) \), we have \( a_m(x_1, \ldots, x_{d-1}) \neq 0 \). We can change \( S_{P, \epsilon} \) again so that \( a_m(x_1(P), \ldots, x_{d-1}(P)) \neq 0 \).

Consider the map \( \sigma: A^d(k) \to A^{d-1}(k) \) given by \( \sigma: (x_1, \ldots, x_d) \to (x_1, \ldots, x_{d-1}) \).

Then we have \( a_m(\sigma(P)) \neq 0 \).

Now multiply \( f \) by \( x_d - x_d(P) \) and we get a new \( f \) with \( f(Z_j) = 0 \), all \( i \), and moreover \( x_d(P) \) is a simple root of \( f(x_1(P), \ldots, x_{d-1}(P), x_d) \).

Consider the linear system \( f + \sum_{i=1}^{s} \lambda_i g_i \) which can be considered as a linear system on \( Y \) or on \( A^{d-1}(k) = \pi(Y) \). Then

\[
\sum_{i=1}^{s} \lambda_i g_i = a_m(x_1, \ldots, x_{d-1}) \sum_{i=0}^{m} c_i(x_1, \ldots, x_{d-1}, \lambda_1, \ldots, \lambda_s) x_d^i
\]

and

\[
a_m(\sigma(P)) \neq 0.
\]

Since the \( a_m \) and the \( c_i \) are continuous in \( x_1, \ldots, x_d, \lambda_1, \ldots, \lambda_s \); we can find spheres \( S_{\sigma(P), \epsilon} \) in \( k^d \) and \( S_{0, \epsilon''} \) in \( k^s \) so that

If \( (b_1, \ldots, b_{d-1}) \) is in \( S_{\sigma(P), \epsilon} \) and \( (\lambda_1, \ldots, \lambda_s) \) is in \( S_{0, \epsilon''} \), then

\[
b(\lambda_1, \ldots, \lambda_s, b_1, \ldots, b_{d-1}, x_d)
\]

as a polynomial in \( x_d \) has a root \( b_d \) and \( (b_1, \ldots, b_d) \) is in \( S_{P, \epsilon} \).

Now consider \( f + \sum_{i=1}^{s} \lambda_i g_i \) as a linear system on \( Y \). Then by Bertini's theorem, [4] or [5] as used in [3], we see there is a Zariski neighborhood of \( (0, \ldots, 0) \) in \( \pi_k(Y_k) = \pi(Y) \) so that for \( (\lambda_1, \ldots, \lambda_s) \) in this neighborhood, we have \( V(f + \sum_{i=1}^{s} \lambda_i g_i) \) is a variety. Here \( V(f + \sum_{i=1}^{s} \lambda_i g_i) \) equals the zeros of \( f + \sum_{i=1}^{s} \lambda_i g_i \) on \( Y \). Now choose \( (\lambda_1, \ldots, \lambda_s) \) in the intersection of this Zariski neighborhood with \( S_{0, \epsilon''} \). Then let \( W = V(f + \sum_{i=1}^{s} \lambda_i g_i) \) and it is easy to check that \( \sigma \circ \pi(W) \subset S_{\sigma(P), \epsilon'} \). Then by Lemma 2, \( W \) is a solid \( k \)-variety and it is easy to see that it has all the properties we desire.

4. Applications when \( k \subset \overline{Q} \). One can get lots of applications of Theorem 3.
by using Theorem 1 to construct fields with property (*). For instance, let K be a number field, that is, a finite algebraic extension of \( \mathbb{Q} \), the rationals. Then let \( \mathcal{O} \) be the algebraic integers in K and choose any prime \( p \subset \mathcal{O} \). Then \( \mathcal{O}_p \) is a rank 1 valuation ring. Let \( \mathcal{O}_p \) be the Henselization of \( \mathcal{O}_p \) and by Theorem 1, if \( k \) is the quotient field of \( \mathcal{O}_p \), then \( k \) has property (*). Note these fields can be embedded in \( \overline{\mathbb{Q}} \), the algebraic closure of \( \mathbb{Q} \).

Now in [1] and [6], Ax and Jarden consider subfields \( k \) of \( \overline{\mathbb{Q}} \) which have the property that all \( \mathbb{Q} \)-varieties have points in \( k \). It is obvious that this is not the case for fields constructed from number fields as the following standard examples show.

**Proposition 1.** Let \( \mathcal{O} \) be the ring of integers in some number field, \( p \) a prime in \( \mathcal{O} \) and \( \mathcal{O}_p \) the localization. Let \( A \) be the Henselization of \( \mathcal{O}_p \) and \( m \) the maximal ideal of \( A \). Let \( k \) be the quotient field of \( A \). Then there exists a projective (and hence also an affine) \( k \)-curve which has no points in \( k \).

**Proof.** Note \( A/mA \cong \mathcal{O}_p/\mathfrak{p}\mathcal{O}_p \) and so is finite. We first assume that the characteristic of \( A/mA \) is not 2 and that \( A/mA \) is not a field with three elements. Then we can choose \( \alpha \in A \) so that \( \alpha \not\equiv 0, 1 \mod m \). Let \( q = \text{order of } A/mA \). Then \( X^{q-1} \mod m \) takes on only the values 0 and 1. So the equation \( X^{q-1} + Y^{q-1} = \alpha Z^{q-1} \) defines a projective \( k \)-curve \( C \) with no \( k \)-points. For we can multiply through so if \( (X, Y, Z) \in C \), then all of \( X, Y, Z \) are in \( A \) and at least one is a unit. Then \( X^{q-1} + Y^{q-1} \equiv 0, 1 \mod m \) and is \( \equiv 0 \) if and only if \( X \) and \( Y \) are both not units. But \( \alpha Z^{q-1} \equiv \alpha \mod m \) if \( Z \) is a unit and 0 if \( Z \) is not a unit. Thus we get the contradiction that none of \( X, Y, Z \) can be units.

If \( A/mA \) is of characteristic 2, choose \( r \geq 2 \) large enough so that \( m^r \subset (2) \). Now choose \( n \) so that if \( X \in A \), \( X^n \equiv 0 \) or 1 \mod \( m^r \). Then choose a unit \( \alpha \in A \) with \( \alpha \equiv 1 \mod m^r \). Then \( X^n + Y^n = \alpha Z^n \) defines a projective \( k \)-curve with no \( k \)-points. Characteristic 3 is taken care of similarly.
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