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ABSTRACT. A decade ago in this journal B. W. Brewer defined a sequence of polynomials $V_n(x, 1)$ and for $n = 4$ and $5$ evaluated

$$\sum_{x=1}^{p} x(V_n(x, 1)),$$

$x$ the nonprincipal quadratic character of the prime $p$, in closed form. A. L. Whiteman derived these results by means of cyclotomy.

Brewer subsequently defined $V_n(x, Q)$. This paper applies cyclotomy to the more general polynomials and provides evaluations for several more values of $n$. Relevant quadratic decompositions of primes are studied.

1. Introduction. Let $f_m(x) = \sum_{j=0}^{m} a_j x^j$ denote a polynomial of degree $m$ with integral coefficients. Let $p$ be a fixed odd prime, and assume $p \nmid a_m$. Let $\chi$ denote the nonprincipal quadratic character (mod $p$) and define the character sum

$$S(f_m) = \sum_{x=0}^{p-1} \chi(f_m(x)).$$

(1.1)

$$S(f_0) = p\chi(a_0).$$

(1.2)

$$S(f_2) = \begin{cases} -\chi(a_2) & \text{if } p \nmid (a_1^2 - 4a_2a_0), \\ (p-1)\chi(a_2) & \text{otherwise}. \end{cases}$$

If $m \geq 3$, however, formulas for evaluating $S(f_m)$ in closed form have been found only in special cases. Bounds on $|S(f_m)|$ can be derived, however, for larger classes of polynomials. André Weil proved that if $m$ is odd, unless $f(x) \equiv g^2(x)h(x)$ (mod $p$), where $g(x)$ is a nonconstant polynomial with integral coefficients,
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The form of the bound suggests that given appropriate quadratic decompositions of $p$ in the form

$$p = c_1y_1^2 + c_2y_2^2 + \cdots + c_ky_k^2, \quad c_j > 0, \ 1 \leq j \leq k,$$

it is plausible that a closed form expression for $S(f_m)$ might consist of a linear combination of some of the $y$'s and a constant. One such expression was given by Ernst Jacobsthal, who proved that for $f_3(x) = x(x^2 + a)$, if $p = x^2 + 4y^2 \equiv X \equiv 1 \pmod{4}$,

$$S(f_3) = \begin{cases} 
-2(a|p)_4X & \text{if } \chi(a) = +1, \\
\pm 4Y & \text{if } \chi(a) = -1. 
\end{cases} \quad (1.3)$$

(The biquadratic residue symbol $(a|p)_4$ will be used throughout only for primes $p \equiv 1 \pmod{4}$ and values of $a$ such that $x^2 + 1 > 1$, so that the symbol will assume only the values $\pm 1$.) If $p \equiv 3 \pmod{4}$, $S(f_3) = 0$. \[11\]

The evaluations of Jacobsthal and similar results of Lothar von Schrutka \[17\] and Sarvadaman Chowla \[4\], \[5\] were generalized by Albert L. Whiteman, who considered the Jacobsthal sum

$$\Phi_n(a) = \sum_{x=1}^{p-1} \chi(x(x^n + a)), \quad (1.4)$$

and the related sum

$$\Psi_n(a) = \sum_{x=1}^{p-1} \chi(x^n + a). \quad (1.5)$$

He expressed both sums in terms of Dickson-Hurwitz sums. These sums appear as coefficients of Jacobi sums, which are character sums defined in the theory of cyclotomy. (See §3.) Certain of the Jacobi sums, in turn, can be transformed into diagonal quadratic decompositions of $p$. For example, if both $n$ and $(p - 1)/n$ are even numbers and $g$ is a primitive root of $p$,

$$\sum_{j=0}^{n-1} \Phi_n(g^j)^2 = n^2p. \quad [21, (4.3)]$$

Recently Burns W. Brewer considered an interesting sequence of polynomials $V_n(x, Q)$. Let

$$V_n(x, Q) = xV_{n-1}(x, Q) - QV_{n-2}(x, Q), \quad n > 2,$$

$$V_1(x, Q) = x, \quad V_2(x, Q) = x^2 - 2Q. \quad (1.6)$$

He defined

$$\Lambda_n(Q) = S(V_n(x, Q)) = \sum_{x=0}^{p-1} \chi(V_n(x, Q)). \quad (1.7)$$
He evaluated $\Lambda_n(1)$, $n = 1, 2, 3, 4, 5$ [1], and $\Lambda_5(Q)$ [2] by means of certain binomial coefficient congruences.

Whiteman obtained some of Brewer's evaluations by means of Jacobi sums and the related Eisenstein sums ([25], [26], [27]). Whiteman's methods were extended to evaluate $\Lambda_6(Q)$ and $\Lambda_{10}(Q)$ and to relate $\Lambda_{2n}(Q)$ to $\Lambda_n(Q)$ if $n$ is odd. [16]

This paper presents several contributions to the evaluation of $\Lambda_n(Q)$. Some new classes of quadratic decompositions of $p$ are developed. As applications, $\Lambda_n(Q)$, $n = 7, 8, 9, 12, 14, 18$, are derived, and a new expression for $\Lambda_{10}(Q)$ is obtained.

2. Reduction formulas. Let $\Lambda_n(Q)$ be defined by (1.7). Let $\lambda$ be a generator of $\text{GF}(p^2)$. Then $g = \lambda^{p+1}$ is a primitive root of $p$.

Brewer proved that if $Q' \equiv g^{2k}Q \pmod{p}$, then

$$
\Lambda_n(Q') = \chi(g)^{kn}\Lambda_n(Q).
$$

[2, Theorem 1]

Two immediate consequences are that it suffices to determine $\Lambda_n(1)$ and $\Lambda_n(g)$ and that

$$
\Lambda_n(Q) = -\Lambda_n(Q) = 0, \quad p \equiv 3 \pmod{4}, \ n \ odd.
$$

He also showed that if

$$
\Omega_n(Q) = \sum_{s=0}^{p-2} \chi(g^{ns} + Q^n g^{-ns}),
$$

$$
\Theta_n(Q) = \sum_{t=0}^{p} \chi(\lambda^{n[(p-1)+t]} + Q^n\lambda^{n[(t(p-1)+t]}),
$$

where $Q \equiv g^r \pmod{p}$, then

$$
2\Lambda_n(Q) = \Omega_n(Q) + \Theta_n(Q). \quad [2, \text{Lemma 2}]
$$

In order to evaluate a Brewer sum $\Lambda_n(Q) = \Lambda_n(g^r)$ of order $n$ in closed form, one first decomposes the sum by means of (2.3). Then one seeks to reduce $\Omega_n(g^r)$ and $\Theta_n(g^r)$, where possible, to sums of lower orders, or in some cases to constants. This section is devoted to reduction procedures.

$\Omega_n(g^r)$ can be replaced by the sums $\Phi$ and $\Psi$ defined by equations (1.4) and (1.5):

$$
\Omega_n(g^r) = \begin{cases} 
\Phi_{2n}(g^{nr}), & n \text{ odd}, \\
\Psi_{2n}(g^{nr}), & n \text{ even}.
\end{cases} \quad [16, (3.4)]
$$

Whiteman proved that
(2.5) \( \Phi_n(g^{tn+k}) = (-1)^{t(n+1)} \Phi_n(g^k) \), \[21, (2.1)\]

(2.6) \( \Psi_n(g^{tn+k}) = (-1)^{tn} \Psi_n(g^k) \), \[21, (3.5)\]

(2.7) \( \Phi_n(g^k) = \begin{cases} (-1)^{k+1} \Phi_n(g^{n-k}), & n \text{ even}, \\ (-1)^{k+1} \Psi_n(g^{n-k}), & n \text{ odd}, \end{cases} \) \[21, (3.7)\]

(2.8) \( \Psi_{2n}(g^k) = \Psi_n(g^k) + \Phi_n(g^k) \). \[21, (3.9)\]

Combining (2.6) with (2.7) gives

(2.9) \( \Phi_n(1) = \Psi_n(1) \) if \( n \) is odd.

Lemma 1. If \((n, b) = d\), then there exist integers \( y \) and \( z \), \((z, b) = 1\), such that

(2.10) \( nz + by = d \).

Proof. (2.10) has an integer solution \((z_0, y_0)\), and the general solution is

\[
 z = z_0 + tb/d, \quad y = y_0 - tn/d, \quad t \text{ any integer}. \quad [13, \text{Theorem 2–6}]
\]

Since this is also the general solution of \( zn/d + yb/d = 1 \), \((z_0, b/d) = 1\). Then Dirichlet's theorem guarantees that there are infinitely many primes in the arithmetic progression \( z_0 + tb/d \).

Theorem 1. If \((n, p - 1) = d\), then \( \Phi_n(a) = \Phi_d(a) \) and \( \Psi_n(a) = \Psi_d(a) \).

Proof. In Lemma 1 let \( b = p - 1 \). Since \((z, p - 1) = 1\), \( b \) and \( bz \) run together over reduced residue systems \((\mod p)\). Since \( z \) is odd,

\[
 \Phi_n(a) = \sum_{b=1}^{p-1} \chi(b^z) \chi(b^{nz} + a) = \sum_{b=1}^{p-1} \chi(b) \chi(b^d + a) = \Phi_d(a).
\]

Similarly,

\[
 \Psi_n(a) = \sum_{b=1}^{p-1} \chi(b^{nz} + a) = \sum_{b=1}^{p-1} \chi(b^d + a) = \Psi_d(a).
\]

The reduction of \( \Omega_n(Q) \) is summarized by the following: (Brackets denote the greatest integer function.)

Corollary 1. Let \( u = (2n, p - 1) \). If \( n \) is odd, let \( t = \lceil nr/u \rceil \).

\[
 \Omega_n(g^r) = \begin{cases} (-1)^r \Phi_{u/2}(1), & r \text{ even}, \\ (-1)^r \Phi_{u/2}(g^{u/2}), & r \text{ odd}. \end{cases}
\]

If \( n \) is even,

\[
 \Omega_n(g^r) = \Psi_{u/2}(1) + (-1)^{2nr/u} \Phi_{u/2}(1).
\]
Proof. Let $n$ be odd. By (2.4) and Theorem 1,

$$\Omega_n(g^r) = \Phi_{2n}(g^n) = \Phi_u(g^n).$$

If $r$ is even, $t = nr/2$. Apply (2.5):

$$\Phi_u(g^n) = \Phi_u(g^{nt/n}) = (-1)^{t(u+1)}\Phi_u(1) = (-1)^t\Phi_u(1).$$

If $r$ is odd, $t = nr/u - 1/2$.

$$\Phi_u(g^n) = \Phi_u(g^{nt/u+u/2}) = (-1)^t\Phi_u(g^{u/2}).$$

If $n$ is even, by (2.4) and Theorem 1,

$$\Omega_n(g^r) = \Psi_{2n}(g^n) = \Phi_u(g^n) = \Psi_{u/2}(g^n) + \Phi_{u/2}(g^{nr}),$$

by (2.8). Apply (2.6) and (2.5) with $s = 2nr/u$:

$$\Omega_{u}(g^r) = \Psi_{u/2}(g^{us/2}) + \Phi_{u/2}(g^{us/2}) = \Psi_{u/2}(1) + (-1)^s\Phi_{u/2}(1).$$

The reduction of $\Theta_n(Q)$ was studied in [16], where the following were proved:

(2.11) If $d = (n, p+1)$, $\Theta_n(Q) = \Theta_n(Q^{p/d})$ [16, Theorem 5.1].

(2.12) If $n$ is odd, $\Theta_{2n}(Q) = \Theta_n(Q^{2})$ [16, Theorem 5.4].

If $\xi \in GF(p^2)$, define the trace $T(\xi) = \xi + \xi^p$. Then (2.2) becomes

$$\Theta_n(g^r) = \Theta_n(g) + \xi^r + \xi^{p+1}r + \xi^{pc+k(p+1)} + \xi^{p+1}r + \xi^{pc+k(p+1)}$$

Lemma 2. $\chi(T(\lambda c+k(p+1))) = (-1)^k\chi(T(\lambda c))$.

Proof.

$$T(\lambda c+k(p+1)) = \lambda c+k(p+1) + \lambda^{p}c+k(p+1) = \lambda^{c+k(p+1)} + \lambda^{p+c+k(p+1)}$$

Lemma 2 shows that although $\lambda$ is of order $p^2 - 1$, certain exponents of $\lambda$ in $\Theta_n(Q)$ need be examined only modulo $2(p + 1)$.

The next two theorems, which generalize Theorems 5.2 and 5.3 of [16], show that in order to obtain $\Theta_n(Q)$ it suffices to compute $\Theta_n(1)$ and, if $n$ is odd and $p \equiv 1 \pmod{4}$, also $\Theta_n(g)$. The latter also indicates conditions when $\Theta_n(Q) = 0$.

Theorem 2. $\Theta_n(g^{r+2k}) = (-1)^{nk}\Theta_n(g^r)$. 
Proof.

\[
\Theta_n(g^{r+2k}) = \sum_{t=0}^{p} \chi(T(\lambda^n[l(p-1)+r+2k])) = \sum_{u=-k}^{p-k} \chi(T(\lambda^n[u(p-1)+r+k(p+1)])) = (-1)^n k \sum_{u=-k}^{p-k} \chi(T(\lambda^n[u(p-1)+r])),
\]

by Lemma 2,

\[
= (-1)^n k \sum_{t=0}^{p} \chi(T(\lambda^n[l(p-1)+r])) = (-1)^n k \Theta_n(g^r),
\]

since \( t \) and \( u \) both run over complete residue systems (mod \( p+1 \)).

Corollary 2. If \( n \) is odd and \( p \equiv 3 \pmod{4} \), then \( \Theta_n(g^r) = 0 \).

Proof. \( \Theta_n(g^{r+p-1}) = (-1)^n \Theta_n(g^r) = - \Theta_n(g^r) \).

The notation \( q^v \parallel N \), where \( q \) is a prime, means that \( q^v \mid N \) but \( q^{v+1} \not\mid N \).

Theorem 3. If \( n \) is even, \( 2^\eta \parallel n \), and \( 2^\rho \parallel (p+1) \), then

\[
\Theta_n(g) = \begin{cases} 
\Theta_n(1), & \rho < \eta, \\
-\Theta_n(1), & \rho = \eta, \\
\Theta_n(1), & \rho > \eta.
\end{cases}
\]

Proof. First assume \( \rho \leq \eta \). Let \( k = (p+1)/2^{\rho+1} - 1/2 \); \( k \) is an integer.

\[
\Theta_n(g) = \sum_{t=0}^{p} \chi(T(\lambda^n[l(p-1)+1])) = \sum_{u=k}^{p+k} \chi(T(\lambda^n[u(p-1)-k(p-1)+1])) = \sum_{t=0}^{p} \chi(T(\lambda^n[l(p-1)-k(p-1)+1])),
\]

where

\[
n[- k(p-1) + 1] = -(1/2)(p-1) \cdot n(p+1)/2^\rho + (1/2)n(p-1) + n = (p+1)b,
\]

where \( b = -(1/2)(p-1) \cdot n/2^\rho + n/2 \). By Lemma 2, \( \Theta_n(g) = (-1)^b \Theta_n(1) \).

If \( \rho = \eta = 1 \), \((1/2)(p-1) \) is even and \( n/2 \) is odd. If \( \rho = \eta > 1 \), \((1/2)(p-1) \) is odd and \( n/2 \) is even. In either case, \( b \) is odd, so if \( \rho = \eta \), \( \Theta_n(g) = - \Theta_n(1) \).

If \( \rho < \eta \), \( n/2^\rho \) and \( n/2 \) are both even, so \( \Theta_n(g) = \Theta_n(1) \).

Now assume \( \rho > \eta \). Let \( k = (p+1)/2^{\eta+1} \).
\[ \Theta_n(Q) = \sum_{t=0}^{p} \chi(T(\lambda^n[t(p-1)+t])) \]

\[ = \sum_{u=-k}^{p-k} \chi(T(\lambda^n[(u+k)(p-1)+t])) = \sum_{u=-k}^{p-k} \chi(T(\lambda^n[u(p-1)+k(p-1)+t])) \]

\[ = \sum_{t=0}^{p} \chi(T(\lambda^n[t(p-1)+b(p+1)])) = (-1)^k \Theta_n(Q), \]

where \( b = (1/2)(p-1) \cdot n/2^\gamma \). Since \( p \geq 2 \), \( b \) is odd, so \( \Theta_n(Q) = -\Theta_n(Q) = 0 \).

According to (2.11), \( \Theta_n(Q) \) can be reduced to a \( \Theta \) sum of lower order unless \( p \equiv -1 \pmod{n} \). If \( n \) is even and \( p \equiv -1 \pmod{2n} \), \( \Theta_n(Q) = 0 \), by Theorem 3. If \( n \) is odd and \( p \equiv -1 \pmod{4n} \), \( \Theta_n(Q) = 0 \), by Corollary 2. The cyclotomy over GF(\( p^2 \)) required to evaluate \( \Theta_n(1) \), where \( n \) is even and \( p \equiv n-1 \pmod{2n} \), and \( \Theta_n(1) \) and \( \Theta_n(g) \), where \( n \) is odd and \( p \equiv 2n-1 \pmod{4n} \), is developed in §4.

Similarly, reduction may be applied in the evaluation of \( \Omega_n(Q) \) unless \( p \equiv 1 \pmod{2n} \), according to Corollary 1. §3 presents the cyclotomy over GF(\( p \)) required for evaluation where \( p \equiv 1 \pmod{2n} \).

3. Cyclotomy over GF(\( p \)). Let \( p \equiv 1 \pmod{e} \). Set \( f = (p-1)/e \). Let \( \beta = \exp(2\pi i/e) \). If \( e \) is even, let \( e = 2E \).

Let \( g \) be a fixed primitive root modulo \( p \). If \( p \nmid a \), define the index of \( a \), \( \pmod{p-1} \), by the congruence \( g^{\text{Ind} a} \equiv a \pmod{p} \).

The Jacobi sum \( R(u, v) = R_e(u, v) \) of order \( e \) is defined by

\[ R_e(u, v) = \sum_{a=2}^{p-1} \beta^{u \text{Ind} a + u \text{Ind}(1-a)} \]

\[ = (-1)^uf \sum_{a=1}^{p-2} \beta^{u \text{Ind} a + u \text{Ind}(a+1)}. \]

\[ R_e(u, 0) = \begin{cases} p-2, & \text{if } u, \\ -1, & \text{otherwise}. \end{cases} \quad [24, (2.5)] \]

\[ R_e(u, v) = R_e(v, u) = (-1)^v R_e(-u - v, v). \quad [7, (83)] \]

If \( e \) does not divide \( u, v, \) or \( u + v, \)

\[ R_e(u, v) R_e(-u, -v) = p. \quad [7, (28)] \]
If the exponents of \( \beta \) in (3.1) which are congruent (\( \text{mod} \ e \)) are grouped, one may write

\[
R_e(u, v) = (-1)^u \sum_{j=0}^{e-1} C_j \beta^j.
\]

The coefficients \( C_j \) will be called \emph{Jacobi coefficients}. Clearly,

\[
R_e(ku, kv) = (-1)^{ku} \sum_{j=0}^{e-1} C_j \beta^{kj}.
\]

The inverted form of the finite Fourier series (3.5) is

\[
C_m = \frac{1}{e} \sum_{k=0}^{e-1} (-1)^{ku} R_e(ku, kv) \beta^{-km}.
\]

The cyclotomic number \( (b, k) = (b, k)_e \) of order \( e \) is defined to be the number of solutions of

\[
\begin{align*}
s + 1 & = g^t \quad (\text{mod} \ p), \quad 0 \leq s, \ t \leq p - 2, \\
0 & = h \quad (\text{mod} \ e), \quad t = k \quad (\text{mod} \ e).
\end{align*}
\]

The following identities are well known [7, (14), (15)]:

\[
(b, k) = \begin{cases} 
(b, k) & \text{if even}, \\
(k + E, b + E) & \text{if odd}.
\end{cases}
\]

A Jacobi sum can be expressed in terms of the cyclotomic numbers as a double finite Fourier series:

\[
R_e(u, v) = (-1)^u \sum_{b=0}^{e-1} \sum_{k=0}^{e-1} (b, k)_e \beta^{bu+kv}. \quad \text{[23, (2.6)]}
\]

The inverted form is

\[
e^{2(b, k)}_e = \sum_{u=0}^{e-1} \sum_{v=0}^{e-1} (-1)^u R_e(u, v) \beta^{-bu-kv}. \quad \text{[23, (2.7)]}
\]

For Jacobi sums which can be expressed in the form \( R_e(vn, n) \), one may write

\[
R_e(vn, n) = (-1)^{vn} \sum_{j=0}^{e-1} B(j, v) \beta^{n}.
\]

where the coefficients \( B(j, v) = B_e(j, v) \) are Dickson-Hurwitz sums [22, (2.7)] defined by

\[
B_e(j, v) = \sum_{h=0}^{e-1} (b, j - vh)_e.
\]

If \( e = xy \),
(b, k) = \sum_{m=0}^{y-1} \sum_{q=0}^{y-1} (b + mx, k + qx)_e. \quad [9, (2)]

Hence

\[ B_x(j, v) = \sum_{m=0}^{y-1} B_e(j + mx, v). \quad (3.14) \]

\[ B_e(j, 0) = \begin{cases} f - 1, & e | j, \\ f, & e \nmid j. \end{cases} \quad [7, (17)] \]

If \( e \) is even, by (3.14) and (3.15),

\[ B_e(j, E) + B_e(j + E, E) = B_E(j, 0) = \begin{cases} 2f - 1, & E | j, \\ 2f, & E \nmid j. \end{cases} \quad [26, Lemma 3] \]

If \( e \) is even, define

\[ D(j, v) = D_e(j, v) = B_e(j, v) - B_e(j + E, v). \quad (3.17) \]

Whiteman proved that if \( v \) and \( e \) are relatively prime,

\[ B(j, v) = B(jv', v'), \quad \text{where} \quad vv' \equiv 1 \pmod{e}. \quad [23, Lemma 1] \]

An immediate consequence is

\[ D_e(j, v) = D_e(jv', v'), \quad \text{where} \quad vv' \equiv 1 \pmod{e}. \quad (3.18) \]

From (3.9) and (3.13), \( B(j, v) = B(j, e - v - 1) \). Hence

\[ D_e(j, v) = D_e(j, e - v - 1). \quad (3.19) \]

If \( E \) is even, \( E - 1 \) and \( e \) are relatively prime, so that, by (3.18) and (3.19),

\[ D_e(j, E) = D_e(j, E - 1) = D_e(j(E - 1), E - 1) = D_e(j(E - 1), E). \quad (3.20) \]

Whiteman related Dickson-Hurwitz sums to the Jacobsthal sum \( \Phi_n(a) \) and the related sum \( \Psi_n(a) \):

\[ eB_e(j, 1) = p - 1 + \begin{cases} \Phi_e(4g^j), & e \text{ odd}, \\ \Psi_e(4g^j), & e \text{ even}. \end{cases} \quad [21, (5.8)] \]

\[ \Phi_E(1) = (-1)^{r(E - 1)} / E D_e(0, E). \quad [26, Lemma 4] \]

The latter can be generalized as follows:

Theorem 4. \[ \Phi_E(g^r) = (-1)^{r(E - 1)} / E D_e(-r, E). \]
Proof.

\[
\Phi_E(g^r) = \sum_{b=1}^{p-1} \chi(b) \chi(b^E + g^r) = \chi(g^r) \sum_{i=0}^{p-2} \chi(g^i) \chi(g^{iE-r} + 1)
\]

\[
= (-1)^{r} \sum_{s=0}^{(p-3)/2} [\chi(g^{2sE-r} + 1) - \chi(g^{2s+1E-r} + 1)].
\]

From the definition of cyclotomic number in (3.8), the number of values of \(s\) for which \(g^{2sE-r} + 1\) is a quadratic residue of \(p\) is \(\sum_{t=0}^{E-1} (-r, 2t)_e\), while \(\sum_{t=0}^{E-1} (-r, 2t+1)_e\) is the number of values of \(s\) for which \(g^{2sE-r} + 1\) is a quadratic nonresidue. Thus

\[
\sum_{s=0}^{(p-3)/2} \chi(g^{2sE-r} + 1) = \sum_{t=0}^{E-1} \left[(-r, 2t)_e - (-r, 2t + 1)_e\right].
\]

Similarly,

\[
\sum_{s=0}^{(p-3)/2} \chi(g^{2s+1E-r} + 1) = \sum_{t=0}^{E-1} \left[(E - r, 2t)_e - (E - r, 2t + 1)_e\right].
\]

Thus

\[
\Phi_E(g^r) = (-1)^r E \sum_{t=0}^{E-1} \left[(-r, 2t)_e + (E - r, 2t + 1)_e - (E - r, 2t)_e - (-r, 2t + 1)_e\right]
\]

\[
= (-1)^r E \sum_{s=0}^{e-1} \left[(sE - r, s)_e - (sE + E - r, s)_e\right] = (-1)^r (-1)^{E-1} E (E - r, E),
\]

by (3.10), (3.13), and (3.17).

In connection with applying Theorem 4, note that

\[
D_e(0, E) \equiv -\chi(2) \pmod{4}.
\]

This follows from [14, Theorem 2 and the preceding Lemma].

For the evaluation of \(\Omega_n(Q)\), Theorem 4 is sufficient, for any \(\Psi\) sum may be transformed into a sum of Jacobsthal sums by repeated use of (2.8) and finally (2.7). One can, however, evaluate a \(\Psi\) sum directly; this approach, which generalizes [16, (4.1)], will be used in evaluating \(\Lambda_8(Q)\).

Theorem 5. If \(p = 2E/ + 1\) and \(E\) is even,

\[
\Omega_E(g^r) = \sum_{m=0}^{e-1} (-1)^{m(r+r)} R_e(m, E).
\]
Proof. By (2.4),
\[ \Omega_p(g^r) = \psi_e(g^e R^r) = \sum_{b=1}^{p-1} \chi_b^{e^r + g^e R^r} = \sum_{s=0}^{p-2} \chi(g^{es} + g^e R^r) = \sum_{s=0}^{p-2} \chi(g^{es - R^r} + 1). \]

By the definition of cyclotomic number,
\[ \Omega_p(g^r) = e \sum_{t=0}^{E-1} [(-E^r, 2t)e - (-E^r, 2t + 1)e] \]
\[ = e \sum_{t=0}^{E-1} e^{-1} \sum_{u=0}^{e-1} \sum_{v=0}^{e-1} (-1)^u R^r(u, v) [\beta^{E^r u - 2tv} - \beta^{E^r u - (2t + 1)v}], \]
by (3.11),
\[ = e^{-1} \sum_{u=0}^{e-1} \sum_{v=0}^{e-1} (-1)^u R^r(u, v) \beta^{E^r u} (1 - \beta^{-v}) \sum_{t=0}^{E-1} \beta^{-2tv}. \]
The inner sum vanishes unless \( v = 0 \) or \( E \); if \( v = 0 \), \( 1 - \beta^{-v} = 0 \). Hence
\[ \Omega_p(g^r) = \sum_{u=0}^{e-1} (-1)^u R^r(u, E) \beta^{E^r u} = \sum_{u=0}^{e-1} (-1)^u (f + r) R^r(u, E). \]

This section concludes with the derivation of several quadratic decompositions of \( p \) used in expressing values of certain Brewer sums. The method was suggested by work of Herbert Walum [19].

Theorem 6. Let \( e = xy \). If for every integer \( t \) none of \( u(xt + 1), v(xt + 1), \) and \( (u + v)(xt + 1) \) is divisible by \( e \), then
\[ \sum_{j=0}^{y-1} \sum_{m=0}^{x-1} \beta^{ym} C_{j+ym}^2 = p, \]
where the \( C's \) are defined in (3.5).

Proof. By (3.7),
\[ \sum_{m=0}^{y-1} \beta^{ym} C_{j+ym}^2 = \sum_{m=0}^{x-1} \beta^{ym} e^{-1} \sum_{s=0}^{e-1} (-1)^s v R^r(su, sv) \beta^{-s(j+ym)} \]
\[ = e^{-1} \sum_{s=0}^{e-1} (-1)^s v R^r(su, sv) \beta^{-sj} \sum_{m=0}^{x-1} \beta^{ym(1-s)} \]
\[ = \frac{x}{e} \sum_{t=0}^{y-1} (-1)^{(tx+1)v} R^r((tx+1)u, (tx+1)v) \beta^{-(tx+1)t}, \]
since the inner sum vanishes unless \( s \equiv 1 \) (mod \( x \)). Thus
\[
\sum_{j=0}^{y-1} \left| \sum_{m=0}^{x-1} \beta^{ym} C_{j+ym} \right|^2
\]
\[
= \frac{x^2}{e^2} \sum_{j=0}^{y-1} \sum_{t=0}^{y-1} (-1)^{(tx+1)v} R_e((tx+1)u, (tx+1)v) \beta^{-(tx+1)t}
\]
\[
\cdot \sum_{z=0}^{y-1} (-1)^{(zx+1)v} R_e(-(zx+1)u, -(zx+1)v) \beta^{(zx+1)t}
\]
\[
= \frac{1}{y^2} \sum_{t=0}^{y-1} \sum_{z=0}^{y-1} (-1)^{(t-z)xv} R_e((tx+1)u, (tx+1)v)
\]
\[
\cdot R_e(-(zx+1)u, -(zx+1)v) \sum_{j=0}^{y-1} \beta^{(x-t)xj}
\]
\[
(3.24) \quad = \frac{1}{y} \sum_{t=0}^{y-1} R_e((tx+1)u, (tx+1)v) R_e(-(tx+1)u, -(tx+1)v),
\]

since the innermost sum vanishes unless \( z = t \). The hypotheses of the theorem insure that (3.4) can be applied to every term in (3.24), so that (3.24) becomes
\[
(1/y) \sum_{t=0}^{y-1} \rho = \rho.
\]

Let \( 2^u \| u, 2^v \| v, 2^w \| u + v, \) and \( 2^5 \| e \). If \( x = 4, tx + 1 \) is odd, so the hypotheses of Theorem 6 are satisfied if
\[
(3.25) \quad \delta \text{ is greater than } v, u, \text{ and } \omega.
\]
\[
|C_j + \beta^y C_{j+y} + \beta^{2y} C_{j+2y} + \beta^{3y} C_{j+3y}|^2 = (C_j - C_{j+2y})^2 + (C_{j+y} - C_{j+3y})^2.
\]
Since \( E = 2y \),
\[
(3.26) \quad \rho = \sum_{j=0}^{y-1} [(C_j - C_{j+2y})^2 + (C_{j+y} - C_{j+3y})^2] = \sum_{j=0}^{E-1} (C_j - C_{j+y})^2.
\]

((3.25) is satisfied if \( u \equiv 1 \pmod{4} \) and \( v \equiv 1, 2 \pmod{4} \) or \( u \equiv 2 \pmod{4} \) and \( v \equiv 1 \pmod{4} \)). Of particular interest in the case \( u = E, v = 1 \). \( R_e(E, 1) \) can be expressed in the form (3.12). Then (3.26) becomes
\[
(3.27) \quad \rho = \sum_{j=0}^{E-1} D_e(j, E)^2.
\]

For further simplification, apply (3.20) to obtain \( D_e(j, E) = \pm D_e(E - j, E) \). If, furthermore, \( 4 \mid E \), then
\[
(3.28) \quad D(E/2, E) = D(3E/2, E) = -D(E/2, E) = 0.
\]
Hence (3.27) becomes

\[ p = D_e(0, E)^2 + 2 \sum_{j=1}^{E/2-1} D_e(j, E)^2, \quad e \equiv 0 \pmod{8}, \]  

(3.29)  

(3.30) \[ p = D_e(0, E)^2 + D_e(E/2, E)^2 + 2 \sum_{j=1}^{E/2-1} D_e(j, E)^2, \quad e \equiv 4 \pmod{8}. \]

Consider now \( x = 3 \). If the hypotheses of Theorem 6 are satisfied, then

\[ |C_j + \beta^y C_{j+y} + \beta^{2y} C_{j+2y}|^2 = C_j^2 + C_{j+y}^2 + C_{j+2y}^2 - C_j C_{j+y} - C_j C_{j+2y} - C_{j+y} C_{j+2y} \]

\[ = (1/4)(2C_j - C_{j+y} - C_{j+2y})^2 + (3/4)(C_{j+y} - C_{j+2y})^2. \]

Thus

\[ 4p = \sum_{j=0}^{y-1} [ (2C_j - C_{j+y} - C_{j+2y})^2 + 3(C_{j+y} - C_{j+2y})^2 ]. \]

(3.31)

Now let \( x = 6 \). If the hypotheses of Theorem 6 are satisfied, and \( D_j = C_j - C_{j+E} \),

\[ |C_j + \beta^y C_{j+y} + \beta^{2y} C_{j+2y} + \beta^{3y} C_{j+3y} + \beta^{4y} C_{j+4y} + \beta^{5y} C_{j+5y}|^2 \]

\[ = |D_j + \beta^y D_{j+y} + \beta^{2y} D_{j+2y}|^2 \]

(3.32)  

\[ = D_j^2 + D_{j+y}^2 + D_{j+2y}^2 + D_j D_{j+y} - D_j D_{j+2y} + D_{j+y} D_{j+2y} \]

\[ = (1/4)(2D_j + D_{j+y} - D_{j+2y})^2 + (3/4)(D_{j+y} + D_{j+2y})^2. \]

Hence

\[ 4p = \sum_{j=0}^{y-1} [ (2D_j + D_{j+y} - D_{j+2y})^2 + 3(D_{j+y} + D_{j+2y})^2 ]. \]

(3.33)

Further simplification can be achieved for the coefficients of \( R_e(E, 1) \), \( E \) even. Here \( E = 3y \). By (3.20)

\[ D_e(k, E) = (-1)^k D_e(E - k, E), \]

(3.34)  

so that the expression (3.32) takes on the same value for \( j = k \) and \( j = E - \frac{y}{2} - k \). This permits pairing of terms in (3.33). Only the terms corresponding to \( j = 0 \) and \( j = \frac{y}{2} \) are unpaired. They can be simplified. Set \( k = y \) in (3.34); the \( j = 0 \) term in (3.33) becomes 4\( [D_e(0, E) + D_e(y, E)]^2 \). For \( j = \frac{y}{2} \) there are two cases. When \( \frac{y}{2} \) is odd, \( D_e(y/2, E) = D_e(5y/2, E) \), so the \( j = \frac{y}{2} \) term in (3.33) becomes 4\( D_e(y/2, E)^2 + D_e(E/2, E)^2 \). If, however, \( \frac{y}{2} \) is even, \( D_e(5y/2, E) = D_e(y/2, E) \) and \( D_e(3y/2, E) = D_e(E/2, E) = 0 \), by (3.28). The \( j = \frac{y}{2} \) term in (3.33) becomes 12\( D_e(y/2, E)^2 \). Hence if
\[ Z = \sum_{j=1}^{y/2-1} [(2D_e(j, E) + D_e(j + y, E) - D_e(j + 2y, E))^2 \]
\[ + 3(D_e(j + y, E) + D_e(j + 2y, E))^2], \]
\[ p = [D_e(0, E) + D_e(y, E)]^2 + 3D_e(y/2, E)^2 + Z/2, \quad e \equiv 0 \pmod{24}, \]
\[ (3.35) \quad p = [D_e(0, E) + D_e(y, E)]^2 + [D_e(y/2, E) + D_e(E/2, E)]^2 + Z/2, \]
\[ e \equiv 12 \pmod{24}. \]

To show that all the squares in the sum \( Z \) are even, one notes that all the relevant \( D_e(i, E) \) are even:
\[ D_e(i, E) = B_e(7, E) - \beta_e(z + E, E) = 0 = 2B_e(i + E, E), \]
by (3.16).

4. Cyclotomy over \( GF(p^2) \). Let \( p = E(2f + 1) - 1 \). \( \lambda \) has been defined as a generator of \( GF(p^2) \). If \( \xi \in GF(p^2) \), let \( \text{ind } \xi \) be defined, modulo \( p^2 - 1 \), by the equation \( \lambda^{\text{ind } \xi} = \xi \). Set \( e = 2E; \ e | (p^2 - 1) \). Let \( \beta = \exp(2\pi i/e) \).

Let \( \psi \) denote the primitive \( e \)th power character of \( GF(p^2) \) defined by
\[ \psi(\xi) = \begin{cases} \beta^{\text{ind } \xi}, & \xi \neq 0, \\ 0, & \xi = 0. \end{cases} \]
Note that if \( a \in GF(p) \) and \( a \equiv g' \pmod{p} \),
\[ \psi(a) = \beta^{\text{ind } a} = \beta(p+1)r = \beta^{E(2f+1)r} = (-1)^r = \chi(a), \]
so that \( \psi \) is an extension of the character \( \chi \) to \( GF(p^2) \).

The generalized Gaussian sum \( r(\beta^s) \) over \( GF(p^2) \) is defined by
\[ r(\beta^s) = \sum_{\xi \in GF(p^2)} \beta^{s \text{ind } \xi} \zeta T(\xi), \quad \zeta = \exp(2\pi i/p). \]

(4.1) \[ r(\beta^s) r(\beta^{-s}) = \beta^{s \text{ind } (-1)p^2}. \quad [18, \ p. \ 335] \]

Let \( N \) be a fixed quadratic nonresidue of \( p \). \( P(x) = x^2 - N \) is an irreducible quadratic polynomial in \( GF(p)[x] \). Hence the residues \( a + bx \), modulo \( P(x) \), \( a, b \in GF(p) \), \( x^2 = N \), form a representation of \( GF(p^2) \).

The Eisenstein sum \( \epsilon(\beta^s) \) is defined by
\[ \epsilon(\beta^s) = \sum_{b=0}^{p-1} \beta^{s \text{ind } (1+bx)} = \sum_{b=0}^{p-1} \psi^s(1 + bx). \quad [10] \]
If \( s \) is odd,
\[ r(\beta^s) = \chi(2)G(\beta^s), \quad [27, \ (3.8)] \]
where \( G = \sum_{a=0}^{p-1} \chi(a)\zeta^a \) is the ordinary Gaussian sum. Whiteman combined (4.1) with (4.3) to show that
Further relationships between Eisenstein sums will be derived by combining (4.3) with the Davenport-Hasse identity [6, (0.9)]

(4.5) \[ \prod_{k=0}^{\gamma-1} r(\beta^{kx}) = \psi^{-\gamma}(y) r(\beta^\gamma) \prod_{k=1}^{\gamma-1} r(\beta^{kx}), \quad e = xy. \]

Let \( a_i \) be the number of values of \( b, 0 \leq b \leq p - 1 \), for which \( \text{ind}(1 + bx) \equiv i \pmod{e} \). Then the Eisenstein sum (4.2) can be expressed as \( \epsilon(\beta^s) = \sum_{i=0}^{e-1} a_i \beta^{si} \). The Fourier transform is

(4.6) \[ e \alpha_i = \sum_{s=0}^{e-1} \epsilon(\beta^s) \beta^{-si}. \]

(4.7) \[ a_i + a_{i+E} = \begin{cases} 2f, & i = E/2, \\ 2f+1, & 0 \leq i \leq E-1, \quad i \neq E/2. \end{cases} \] [27, Lemma 3]

If \( \psi(1 + bx) = \beta^i, \psi(1 - bx) = \psi(1 + bx)^p = \beta^{p^i} = \beta^{(E-1)i} \). This shows a 1-1 correspondence between numbers of the form \( 1 + bx \) whose index is \( \equiv i \pmod{e} \) and numbers of this form whose index is \( \equiv (E-1)i \pmod{e} \). Hence

(4.8) \[ a_i = a_i(E-1)i; \]
(4.9) \[ \epsilon(\beta^s) = \epsilon(\beta^{(E-1)s}) \] [27, (3.9)]

is an immediate consequence. Furthermore, \( \text{ind}(1 + bx) \equiv 0 \pmod{e} \) if and only if \( \text{ind}(1 - bx) \equiv 0 \pmod{e} \), so that the numbers of the form \( 1 + bx, 1 \leq b \leq p - 1 \), whose indices are \( \equiv 0 \pmod{e} \) may be paired. In addition, however, \( \text{ind} 1 \equiv 0 \pmod{e} \), so that by (4.7)

(4.10) \[ a_0 \text{ is odd, } \quad a_E \text{ is even.} \]

Whiteman established (4.8) and (4.10) for \( e = 20 \) [27, (4.6) and p. 78].

Define the difference \( d_i = a_i - a_{i+E} \). \( d_0 = a_0 - a_E = 2f + 1 - 2a_E \), by (4.7).

Apply (4.10):

(4.11) \[ d_0 \equiv 2f + 1 \pmod{4}. \]

Whiteman showed that ([(27, (3.25), (3.26)] and (2.12))

(4.12) \[ \Theta_E(1) = \begin{cases} Ed_0, & E \equiv 0 \pmod{8}, \\ (-1)^E Ed_0, & E \equiv 2 \pmod{8}, \\ -Ed_0, & E \equiv 4 \pmod{8}, \\ -(-1)^E Ed_0, & E \equiv 6 \pmod{8}. \end{cases} \]

If \( n \) is even, set \( n = E \) and use (4.12). If \( n \) is odd, \( \Theta_n(1) = \Theta_{2n}(1) \), by
Set $2n = E$ and apply (4.12). The only remaining case in the discussion at the end of §2 is the evaluation of $\Theta_{E/2}(g)$, $E/2$ odd, $p = E - 1$ (mod $2E$).

In proving (4.12), Whiteman defined

$$\tau_n(j) = \sum_{k=0}^{p} \psi(\lambda(p-1)(j+k\pi) + 1)$$

and showed that

$$\tau_E(j) = \chi(2)Ed_j \beta^{-j}. \quad [27, (3.22)]$$

$$\Theta_n(g) = \sum_{t=0}^{p} \chi(\lambda^{tn}(p-1)^{t+1}) + \lambda^{tn}(p-1)^{t+1})$$

$$= \sum_{t=0}^{p} \psi(\lambda^{tn}(p-1)^{t+1}) \psi(\lambda(-\lambda)^{tn}(p-1)^{t+1}) + 1)$$

$$= \beta^{pn} \sum_{t=0}^{p} \beta^{(1-p)nt} \psi(\lambda(p-1)n(2t-1) + 1).$$

Now set $n = E/2$. Since $p = 1$ (mod 4),

$$\Theta_{E/2}(g) = \beta^{E/2} \sum_{t=0}^{p} \psi(\lambda(p-1)n(2t-1)) = \beta^{E/2} \tau_{E/2}(-E/2)$$

$$= \beta^{E/2} \chi(2) Ed_{-E/2} \beta^{E/2}.$$\n
(4.13) $\Theta_{E/2}(g) = \chi(2) Ed_{E/2}$.

The following is analogous to Theorem 6.

**Theorem 7.** If $p = E(2f + 1) - 1$, let $e = xy$, $x$ even. Then

$$\sum_{j=0}^{y-1} \left| \sum_{m=0}^{x-1} \beta^{ym} a_{j+ym} \right|^2 = p.$$\n
**Proof.** By (4.6),

$$\sum_{m=0}^{x-1} \beta^{ym} a_{j+ym} = \frac{1}{e} \sum_{m=0}^{x-1} \beta^{ym} \sum_{s=0}^{e-1} \epsilon(\beta^s) \beta^{-s(j+ym)}$$

$$= \frac{1}{e} \sum_{s=0}^{e-1} \epsilon(\beta^s) \beta^{-sj} \sum_{m=0}^{x-1} \beta^{ym(1-s)} = \frac{x}{e} \sum_{t=0}^{y-1} \epsilon(\beta^{tx+1}) \beta^{-(tx+1)t}.$$\n
Thus
\[
\sum_{j=0}^{y-1} \left| \sum_{m=0}^{x-1} \beta^{ym} a_{j+ym} \right|^2
\]

\[
= \frac{x^2}{e^2} \sum_{j=0}^{y-1} \sum_{t=0}^{x-1} \epsilon(\beta^{tx+1}) \beta^{-(tx+1)j} \sum_{z=0}^{y-1} \epsilon(\beta^{-zx-1}) \beta^{(zx+1)j}
\]

\[
= \frac{1}{y^2} \sum_{t=0}^{x-1} \epsilon(\beta^{tx+1}) \sum_{z=0}^{y-1} \epsilon(\beta^{-zx-1}) \sum_{j=0}^{y-1} \beta^{ij(z-t)}
\]

\[
= \frac{1}{y} \sum_{t=0}^{y-1} \epsilon(\beta^{tx+1}) \epsilon(\beta^{-tx-1}) = \frac{1}{y} \sum_{t=0}^{y-1} p = p,
\]

by (4.4).

Set \( x = 4 \) in Theorem 7. Then \( E = 2y \).

\[
|a_j + \beta^ya_j+y + \beta^{2y}a_{j+2y} + \beta^{3y}a_{j+3y}|^2 = |d_j + \beta^yd_{j+y}|^2 = d_j^2 + d_{j+y}^2.
\]

(4.14)

\[
p = \sum_{j=0}^{y-1} (d_j^2 + d_{j+y}^2) = \sum_{j=0}^{E/2-1} d_j^2.
\]

(4.15)

It follows from (4.8) that \( d_j = \pm d_{E-j} \). Then (4.14) becomes

\[
p = d_0^2 + d_{E/2}^2 + 2 \sum_{j=1}^{E/2-1} d_j^2, \quad e \equiv 0 \pmod{4}.
\]

If \( E/2 \) is even, \( a_{E/2} = a_{3E/2} \), so \( d_{E/2} = 0 \). Hence

\[
p = d_0^2 + 2 \sum_{j=1}^{E/2-1} d_j^2, \quad e \equiv 0 \pmod{8}.
\]

(4.16)

If \( x = 6 \) in Theorem 7,

\[
|a_j + \beta^ya_j+y + \beta^{2y}a_{j+2y} + \beta^{3y}a_{j+3y} + \beta^{4y}a_{j+4y} + \beta^{5y}a_{j+5y}|^2
\]

\[
= |d_j + d_{j+y}/2 - d_{j+2y}/2 + (d_{j+y} + d_{j+2y}) \sqrt{-3}/2|^2.
\]

\[
= (1/4)[(2d_j + d_{j+y} - d_{j+2y})^2 + 3(d_{j+y} + d_{j+2y})^2].
\]

Hence

\[
4p = \sum_{j=0}^{y-1} [(2d_j + d_{j+y} - d_{j+2y})^2 + 3(d_{j+y} + d_{j+2y})^2].
\]

(4.17)

The reader has doubtless noted by now the striking parallel between the Eisenstein sum coefficients \( a_i \) and the Jacobi coefficients \( B_j(i, E) \). This is now exploited to obtain from (4.17)
\begin{align*}
&\quad p = (d_0 + d_y)^2 + 3d_{y/2}^2 \\
&\quad + \frac{1}{2} \sum_{j=1}^{y/2-1} [(2d_j + d_{j+y} - d_{j+2y})^2 + 3(d_{j+y} + d_{j+2y})^2], \quad e \equiv 0 \pmod{24}, \\
&\quad p = (d_0 + d_y)^2 + (d_{y/2} + d_{y/2})^2 \\
&\quad + \frac{1}{2} \sum_{j=1}^{y/2-1} [(2d_j + d_{j+y} - d_{j+2y})^2 + 3(d_{j+y} + d_{j+2y})^2], \quad e \equiv 12 \pmod{24}.
\end{align*}

The argument is the same as that at the end of \S 3, but with (4.8) playing the role of (3.20). Showing that $d_{j+y} \pm d_{j+2y}$ is even is slightly different: (4.7) implies that each $d$ term in the summation is odd; the sum of two odd terms is even.

\section*{5. Brewer sums of orders 1, 2, 3, 4, and 6.} This section contains the evaluations of several character sums. These evaluations, drawn mostly from earlier papers, are needed in the next sections.

$\Phi_2(a)$, evaluated by Jacobsthal, was given in \S 1. (See (1.3).) By (1.5) and (1.2),

\begin{align*}
\Psi_2(a) &= \sum_{x=0}^{p-1} \chi(x^2 + a) - \chi(a) = \begin{cases} -2, & \chi(a) = 1, \\
0, & \chi(a) = -1. \end{cases} \\
\psi_1(1) &= \Phi_1(1) = -1. \quad (2.8), (2.9), (5.1)
\end{align*}

Thus by (2.3) and (2.4), $\Phi_2(Q) + \Theta_1(Q) = 0$;

\begin{align*}
\Theta_1(Q) &= -\Phi_2(Q). \\
\psi_4(Q^2) &= \Psi_2(Q^2) + \Phi_2(Q^2) = -2 + \chi(Q)\Phi_2(1). \quad (2.8), (5.1), (2.5)
\end{align*}

$\Lambda_2(Q) = -1$, by (1.2). Hence by (2.3), (2.4), and (5.4), $-2 = \psi_4(Q^2) + \Theta_2(Q) = -2 + \chi(Q)\Phi_2(1) + \Theta_2(Q)$.

\begin{align*}
\Theta_2(Q) &= -\chi(Q)\Phi_2(1) \\
\Lambda_3(Q) &= \Phi_2(-3Q). \quad (1.7), (1.4) \\
\Lambda_3(Q) &= 0, \quad p \equiv 3 \pmod{4}. \quad (2.1)
\end{align*}

Now assume $p \equiv 1 \pmod{4}$. Set

\begin{align*}
R_4(1, 1) &= (-1)^{[D_4(0, 1) + D_4(1, 1)\sqrt{-1}] = -X + 2Y\sqrt{-1}}.
\end{align*}
From (3.19) and (3.23), \( X \equiv 1 \pmod{4} \).

By (2.5), (3.22), and (3.19), if \( p \equiv 1 \pmod{4} \),
\[
(5.7) \quad \Phi_2(Q^2) = \chi(Q) \Phi_2(1) = 2 \chi(Q)(-1)^{D_4(0, 2)} = -2 \chi(Q) X.
\]

Similarly, by Theorem 4, if \( p \equiv 1 \pmod{4} \),
\[
(5.8) \quad \Phi_2(g) = -2(-1)^{D_4(3, 2)} = 2(-1)^{D_4(1, 1)} = 4Y,
\]
\[
\Phi_2(g^3) = -4Y.
\]

Note the agreement with (1.3).
\[
(5.9) \quad \Theta_2(Q) = 2\chi(Q)X, \quad p \equiv 1 \pmod{4}. \quad (5.5), (5.7)
\]
\[
(5.10) \quad \Psi_4(Q^2) = -2 - 2\chi(Q)X, \quad p \equiv 1 \pmod{4}. \quad (5.4), (5.7)
\]
\[
(5.11) \quad \Lambda_3(1) = \Phi_2(-3) = \begin{cases} 4Y, & \text{if } X \equiv -Y \pmod{3}, \quad [1, \text{Theorem 1}] \\ -2(-3|p)_4X, & p \equiv 1 \pmod{12}. \quad [26, p. 46] \end{cases}
\]

In the former case in (5.11), obviously \( p \equiv 5 \pmod{12} \). The latter result can be obtained from (5.7).

For \( p \equiv 5 \pmod{12} \), if \( \text{Ind}(-3) \equiv 1 \pmod{4} \), \( \text{Ind}(-3g) \equiv 2 \pmod{4} \), while if \( \text{Ind}(-3) \equiv 3 \pmod{4} \), \( \text{Ind}(-3g) \equiv 0 \pmod{4} \). Then by (5.7)
\[
L_3(g) = \begin{cases} 2X, & \text{Ind}(-3) \equiv 1 \pmod{4}, \\ -2X, & \text{Ind}(-3) \equiv 3 \pmod{4}. \end{cases}
\]

Consider now \( p \equiv 1 \pmod{12} \). If \(-3\) is a biquadratic residue of \( p \), by (5.8), \( \Phi_2(-3g) = \Phi_2(g) = 4Y \), while if \( \text{Ind}(-3) \equiv 2 \pmod{4} \), \( \Phi_2(-3g) = -4Y \). Thus-
\[
(5.13) \quad \Lambda_3(g) = 4(-3|p)_4Y.
\]

The choice of \( g \) affects the sign of \( Y \). If \( p \equiv 5 \pmod{8} \), the sign of \( Y \) can be related to the index of 2:

\[
Y \equiv -\text{Ind} 2 \pmod{4}. \quad [12, \text{Theorem 2}]
\]

If \( p \equiv 1 \pmod{4} \), \( \Theta_4(Q) = \Theta_2(Q^2) = \Theta_2(1) \), by (2.11) and Theorem 2. If \( p \equiv 5 \pmod{8} \), by Corollary 1, \( \Omega_4(Q) = \Psi_4(1) + \Phi_2(1) \). Hence by (2.3), (5.1), and (5.5),
\[
2\Lambda_4(Q) = -2 + \Phi_2(1) - \Phi_2(1) = -2.
\]

If \( p \equiv 1 \pmod{8} \), by Corollary 1 and (3.22),
\[
\Omega_4(Q) = \Psi_4(1) + \chi(Q)\Phi_4(1) = \Psi_4(1) + 4\chi(Q)(-1)^{D_4(0, 4)}.
\]

Hence by (2.3), (5.9), and (5.10),
\[
2\Lambda_4(Q) = -2 + 4(-1)^{\chi(Q)D_4(0, 4)}.
\]
Applying (3.20) to (3.12), one may set

\[(5.14) \quad R_8(1, 3) = (-1)^f[D_8(0, 3) + D_8(1, 3)\sqrt{-2}] = C + D\sqrt{-2}.
\]

Thus by (3.19),

\[\Lambda_4(Q) = -1 + 2\chi(Q)C, \quad (5.15) \quad \Psi_8(Q^4) = -2 - 2X + 4\chi(Q)C.\]

Note that by (3.23), \(C \equiv -(-1)^f \pmod{4}\).

If \(p \equiv 3 \pmod{4}\), by Corollary 1 and (5.2),

\[\Omega_4(Q) = \Psi_1(1) + \Phi_1(1) \equiv -2.\]

\[(5.16) \quad \Theta_4(Q) = \begin{cases} 
\chi(Q)\Theta_4(1), & p \equiv 3 \pmod{8}, \\
0, & p \equiv 7 \pmod{8}.
\end{cases} \quad \text{(Theorem 3)}
\]

If \(p \equiv 3 \pmod{8}\), by (4.12), \(\Theta_4(1) = -4d_0\). Now by (4.16), \(d_0^2 + 2d_1^2 = p\). Set \(C = -d_0\). Thus

\[(5.17) \quad \Theta_4(1) = 4C, \quad C \equiv 2f - 1 \pmod{4}. \quad (4.11)
\]

In summary,

\[\Lambda_4(Q) = \begin{cases} 
-1 + 2\chi(Q)C, & p \equiv 1, 3 \pmod{8}, \\
-1, & \text{otherwise},
\end{cases}
\]

where \(C \equiv 2f - 1 \pmod{4}\), \(f = [p/8]\), \(C^2 + 2D^2 = p\).

\(\Lambda_4(1)\) was evaluated in [1] and [25].

If \(p \equiv 5 \pmod{6}\),

\[\Lambda_6(Q) = \begin{cases} 
4\chi(Q)Y - 1, & p \equiv 5 \pmod{12}, \\
-1, & p \equiv 11 \pmod{12}.
\end{cases} \quad [16, (6.2)]
\]

If \(p \equiv 1 \pmod{6}\), one may set

\[(5.18) \quad R_6(1, 2) = -A + B\sqrt{-3}, \quad A \equiv 1 \pmod{3}. \quad [7, pp. 408–410]
\]

Then

\[\Lambda_6(Q) = \begin{cases} 
-1 - 2A, & p \equiv 7 \pmod{12}, \\
-1 - 2A - 2(-3\mid p)^{-}\chi(Q)X, & p \equiv 1 \pmod{12}.
\end{cases} \quad [16, (6.11)]
\]

\(A, C, \text{ and } X\) will retain their meanings through the next three sections.

6. Evaluation of \(\Lambda_8(Q)\) and \(\Lambda_{12}(Q)\). By (2.3) and (2.4),

\[2\Lambda_8(Q) = \Omega_8(Q) + \Theta_8(Q) = \Psi_{16}(Q^8) + \Theta_8(Q).\]

From Theorem 1 and (2.6),
\[
\Psi_{16}(Q^8) = \begin{cases} 
\psi_2(1) = -2, & p \equiv 3 \pmod{4}, \\
\psi_4(1) = -2 - 2X, & p \equiv 5 \pmod{8}, \\
\psi_8(1) = -2 - 2X + 4C, & p \equiv 9 \pmod{16}.
\end{cases} \tag{5.1}
\]

By means of (2.11) and Theorems 2 and 3,

\[
\Theta_8(Q) = \begin{cases} 
\Theta_2(1) = 2X, & p \equiv 1 \pmod{4}, \\
\Theta_4(1) = 4C, & p \equiv 3 \pmod{8}, \\
0, & p \equiv 15 \pmod{16}.
\end{cases} \tag{5.9}
\]

It remains to evaluate the two cases where the reduction procedures of §2 do not help, namely \(\Omega_8(Q)\), \(p \equiv 1 \pmod{16}\), and \(\Theta_8(Q)\), \(p \equiv 7 \pmod{16}\).

According to Theorem 5, if \(p \equiv 1 \pmod{16}\) and \(Q \equiv g^r \pmod{p}\),

\[
\Omega_8(Q) = \sum_{m=0}^{15} (-1)^{m/4} R_{16}(m, 8) = (-1)^{f+r} \sum_{k=0}^{7} R_{16}(2k+1, 8) + \sum_{k=0}^{7} R_{16}(2k, 8).
\]

The first sum, by (3.12) and (3.6), can be written as

\[
\sum_{k=0}^{7} \sum_{j=0}^{15} B_{16}(j, 8) \beta^{(2k+1)} j = \sum_{j=0}^{15} B_{16}(j, 8) \beta^j \sum_{k=0}^{7} \beta^{2kj} = 8[B_{16}(0, 8) - B_{16}(8, 8)] = 8D_{16}(0, 8).
\]

The terms of the second sum are evaluated individually. By (5.14) and (3.3),

\[
R_{16}(2, 8) = R_{16}(6, 8) = C + D\sqrt{-2}.
\]

Their complex conjugates are \(R_{16}(14, 8)\) and \(R_{16}(10, 8)\); they are equal to \(C - D\sqrt{-2}\). By (5.6), \(R_{16}(4, 8) = -X + 2Y\sqrt{-1}\); \(R_{16}(12, 8) = -X - 2Y\sqrt{-1}\).

\(R_{16}(0, 8) = R_{16}(8, 8) = -1\), by (3.2) and (3.3). Hence

\[
\Omega_8(Q) = -2 - 2X + 4C + 8(-1)^f \chi(Q) D_{16}(0, 8).
\]

If \(p \equiv 7 \pmod{16}\), by Theorems 2 and 3 and (4.12), \(\Theta_8(Q) = \chi(Q) \Theta_8(1) = 8\chi(Q) d_0\).

The evaluation of \(A_8(Q)\) can now be summarized as follows:

<table>
<thead>
<tr>
<th>(p \pmod{16})</th>
<th>(A_8(Q))</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-1 + 2C + 4(-1)^f \chi(Q) D_{16}(0, 8)</td>
</tr>
<tr>
<td>3, 9, 11</td>
<td>-1 + 2C</td>
</tr>
<tr>
<td>5, 13, 15</td>
<td>-1</td>
</tr>
<tr>
<td>7</td>
<td>-1 + 4\chi(Q) d_0</td>
</tr>
</tbody>
</table>
By (3.29) and (4.16) both $D_{16}(0, 8)$ and $d_0$ correspond to $x_0$ in the quaternary quadratic form

\[ p = x_0^2 + 2x_1^2 + 2x_2^2 + 2x_3^2; \]

by (3.4) and (4.4), furthermore,

\[ 2x_0x_2 = x_1^2 - x_3^2 - 2x_1x_3. \]

Given the decomposition (6.1), one can determine the sign of $x_0$ as follows:

\[ x_0 = D_{16}(0, 8) \equiv 3 \pmod{4}, \quad (3.23) \]

\[ x_0 = d_0 \equiv 2f + 1 \equiv (-1)^f \pmod{4}, \quad (4.11) \]

Rewrite (6.2) as $2x_0x_2 = (x_1 - x_3)^2 - 2x_1^2$. If $q$ is an odd prime divisor of $x_0$ or $x_2$,

\[ 2x_3^2 \equiv (x_1 - x_3)^2 \pmod{q}. \]

Consequently, if $q \equiv \pm 3 \pmod{8}$, $2$ is a quadratic nonresidue of $q$, so $q$ divides $x_3$, and also $x_1$. Then $q^2$ divides either $x_0$ or $x_2$. Factor $q^2$ out of both sides of (6.4) and repeat the procedure if possible. The conclusion is that if $q \equiv \pm 3 \pmod{8}$, $q$ exactly divides either $x_0$ or $x_2$, for some integer $j$, and then $q^j | x_1$, $q^j | x_3$. It follows that $x_0$ and $x_2$ are both $\equiv \pm 1 \pmod{8}$. Combine with (6.3): $D_{16}(0, 8) \equiv 7 \pmod{8}$, $d_0 \equiv (-1)^f \pmod{8}$.

In evaluating $A_{12}(Q)$, eight residue classes, modulo 24, must be examined. Curiously, no two residue classes have the same formulas.

\[ 2A_{12}(Q) = \Omega_{12}(Q) + \Theta_{12}(Q) = \Psi_{24}(Q^{12}) + \Theta_{12}(Q). \]

Theorems 2 and 3, Corollary 1, (2.6), (2.11), and (2.12) are used for reduction. Then (2.8) and (2.9) are applied to eliminate all $\Psi$ sums. The results are shown in the following table. Other relations used in a specific case are cited in the right margin.

<table>
<thead>
<tr>
<th>$p \pmod{24}$</th>
<th>$\Psi_{24}(Q^{12})$</th>
<th>$\Theta_{12}(Q)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$\Psi_{24}(Q^{12}) = x(Q) \Phi_{12}(1) + \Phi_{6}(1) + 2 \Phi_{3}(1)$</td>
<td>$\Theta_{2}(1) = 2X$</td>
</tr>
<tr>
<td>5</td>
<td>$\Psi_{4}(1) = -2 - 2X$</td>
<td>$\Theta_{6}(1) = \Theta_{3}(1)$</td>
</tr>
<tr>
<td>7</td>
<td>$\Psi_{6}(1) = 2 \Phi_{3}(1)$</td>
<td>$\Theta_{4}(Q^3) = 0$</td>
</tr>
<tr>
<td>11</td>
<td>$\Psi_{2}(1) = -2$</td>
<td>$\Theta_{12}(Q) = x(Q) \Theta_{12}(1)$</td>
</tr>
<tr>
<td>13</td>
<td>$\Psi_{12}(1) = \Phi_{6}(1) + 2 \Phi_{3}(1)$</td>
<td>$\Theta_{2}(1) = 2X$</td>
</tr>
<tr>
<td>17</td>
<td>$\Psi_{8}(Q^{12}) = 4x(Q)C - 2X - 2$</td>
<td>$\Theta_{6}(1) = \Theta_{3}(1)$</td>
</tr>
<tr>
<td>19</td>
<td>$\Psi_{6}(1) = 2 \Phi_{3}(1)$</td>
<td>$\Theta_{4}(Q^3) = 4x(Q)C$</td>
</tr>
<tr>
<td>23</td>
<td>$\Psi_{2}(1) = -2$</td>
<td>$\Theta_{12}(1) = 0$</td>
</tr>
</tbody>
</table>
(6.5) \[ \Phi_3(1) = -2A - 1, \quad p \equiv 1 \pmod{6}. \] \[ \text{[5, Theorem 2]} \]

When \( p \equiv 5 \pmod{12}, \) \( \Theta_3(1) = 2\Lambda_3(1) - \Omega_3(1); \quad \Omega_3(1) = \Phi_6(1) = \Phi_2(1) = -2X, \)
by (2.3), (2.4), Theorem 1, and (5.7). Apply (5.11):

(6.6) \[ \Theta_3(1) = 8Y + 2X, \quad X \equiv - Y \pmod{3}, \quad p \equiv 5 \pmod{12}. \]

When \( p \equiv 1 \pmod{12}, \) \( \Phi_6(1) = 2\Lambda_3(1) - \Theta_3(1). \) Apply (5.11), (2.11), (5.3),
and (5.7):

(6.7) \[ \Phi_6(1) = -X[2 + 4(-3 \mid p)_4], \quad p \equiv 1 \pmod{12}. \]
\[ \Phi_{12}(1) = 12(-1)^D_{24}(0, 12), \quad p \equiv 1 \pmod{24}, \] \[ \text{(3.22)} \]
\[ = (-1)^{8D_{24}(0, 12) + 8D_{24}(4, 12)} + 4[D_{24}(0, 12) + D_{24}(8, 12) + D_{24}(16, 12)], \]
\[ \text{(3.20)} \]
\[ = 8(-1)^U + 4(-1)^D_{24}(0, 4) = 8(-1)^U + 4C, \]
by [14, (81), (92)], (3.14), and (5.14), where \( p = U^2 + 24V^2, \) \( U \equiv \text{Ind } 3 - 1 \pmod{4}. \)

Next it will be shown that

(6.8) \[ \Theta_{12}(1) = \Theta_4(1) = 4C, \quad p \equiv 11 \pmod{24}, \]

so that the evaluation of \( \Lambda_{12}(Q) \) may be summarized as follows. Note that if \( p \equiv 5 \) or \( 7 \pmod{8}, \) \( \Lambda_{12}(g) = \Lambda_{12}(1). \)

\begin{center}
\begin{tabular}{c|c}
\( p \pmod{24} \) & \( \Lambda_{12}(Q) \) \\
\hline
1 & \( \chi(Q)[4(-1)^U + 2C] - 2A - 1 - 2(-3 \mid p)_4X \) \\
5 & 4Y - 1 \\
7 & -2A - 1 \\
11 & 2\chi(Q)C - 1 \\
13 & -2A - 1 - 2(-3 \mid p)_4X \\
17 & 2\chi(Q)C + 4Y - 1 \\
19 & 2\chi(Q)C - 2A - 1 \\
23 & -1 \\
\end{tabular}
\end{center}

To establish (6.8), consider for \( e = 24 \) the Eisenstein sum \( \epsilon(\beta) = \sum_{i=0}^{23} a_i \beta^i = \sum_{i=0}^{11} d_i \beta^i. \)

\[ \epsilon(\beta^3) = \sum_{i=0}^{7} (a_i + a_{i+8} + a_{i+16})\beta^{3i} = \sum_{i=0}^{3} (d_i + d_{i+8} + d_{i+16})\beta^{3i} \]
is an Eisenstein sum of order 8.
According to (4.12),
\begin{align}
(6.9) \quad \Theta_{12}(1) &= -12d_0, \\
(6.10) \quad \Theta_4(1) &= -4(d_0 + d_8 + d_{16}) = -4(d_0 - d_4 + d_8).
\end{align}

Let \( y = 3, \quad t = 1 \) in (4.5):
\[ r(\beta)r(\beta^9)r(\beta^{17}) = \psi^{-3}(3)r(\beta^9)r(\beta^8)r(\beta^{16}).\]
\[ r(\beta^8)r(\beta^{16}) = -r(\beta^7)r(\beta^{17}). \quad (4.1)\]

Since \( p \equiv 11 \pmod{24}, \quad \psi^{-3}(3) = \chi(3) = 1. \) Thus
\[ r(\beta)r(\beta^9)r(\beta^{17}) = -r(\beta^3)r(\beta^7)r(\beta^{17}).\]
\[ \epsilon(\beta)^{\epsilon(\beta^9)} = -\epsilon(\beta^3)^{\epsilon(\beta^7)}. \quad (4.3)\]

Apply (4.9) with \( s = 3: \quad \epsilon(\beta) = -\epsilon(\beta^7).\)

If the Eisenstein sums of order 24 are expressed in terms of the basis \( \{1, \beta, \beta^2, \beta^3, \beta^4, \beta^5, \beta^6, \beta^7\} \) and the relationships
\begin{align}
(6.11) \quad d_1 &= d_{11}, \quad d_2 = -d_{10}, \quad d_3 = d_9, \quad d_4 = -d_8, \quad d_5 = d_7, \quad d_6 = 0 \quad (4.8)
\end{align}
are used, then
\[
\epsilon(\beta) = (d_0 + d_4) + (d_1 - d_3)\beta + 2d_2\beta^2 + (d_3 - d_1)\beta^3 + (d_5 + d_1)\beta^5 - d_2\beta^6 + (d_7 + d_1)\beta^7,
\]
\[-\epsilon(\beta^7) = (-d_0 - d_4) + (-d_3 + d_2)\beta + 2d_2\beta^2 + (d_3 + d_5)\beta^3 + (-d_1 + d_3)\beta^5 - d_2\beta^6 + (-d_1 - d_5)\beta^7.
\]

Equate coefficients of 1: \( d_0 + d_4 = -d_0 - d_4. \) Hence \( d_0 = -d_4. \) Also, \( d_8 = -d_4, \) by (6.11). Substitute into (6.10): \( \Theta_4(1) = -12d_0 = \Theta_{12}(1), \) by (6.9). This establishes (6.8).

Equating coefficients of \( \beta \) shows that \( d_1 = -d_5, \) so that
\[
\epsilon(\beta) = (d_1 - d_3)(\beta - \beta^3 - \beta^5) + d_2(2\beta^2 - \beta^6) = -(d_1 - d_3)\sqrt{-2} + d_2\sqrt{3}.
\]

Let \( W = d_1 - d_3, \quad V = d_2. \) (4.4) implies that \( \epsilon(\beta)^{\epsilon(\beta^{-1})} = p = 2W^2 + 3V^2. \) Since an odd square is \( \equiv 1 \pmod{8} \) and \( p \equiv 11 \pmod{24}, 8
\mid 2W^2, \) so \( W \) is even. Thus if \( 2U = W, \quad p = 8U^2 + 3V^2. \)

7. Evaluations of \( \Lambda_9(Q) \) and \( \Lambda_{18}(Q). \) For \( p \equiv 3 \pmod{4}, \) \( \Lambda_9(Q) = 0, \) by (2.1).
\[
2\Lambda_9(Q) = \Omega_9(Q) + \Theta_9(Q) = \Phi_{18}(Q^9) + \Theta_9(Q).
\]

Applying the reduction formulas of \( \S 2 \) produces the following:
First consider $Q = 1$. The evaluations of $\Phi_2(1)$, $\Phi_6(1)$, $\Theta_1(1)$, and $\Theta_3(1)$ are given in (5.7), (6.7), (5.3), and (6.6), respectively. According to (3.22), $\Phi_{18}(1) = 18(-1)^{D_{18}(0, 18)}$; this can be expressed in terms of a coordinate in a quadratic form of ten variables given by (3.30). There is also a more complicated expression for $\Phi_{18}(1)$ in terms of a coordinate of a form in six variables given by (3.35). The latter is developed here.

Let $H_0 = D_{36}(0, 18) + D_{36}(6, 18)$ denote the first coordinate of (3.35) with $e = 36$. Then

$$\Phi_{18}(1) = (-1)^{D_{18}(0, 18) + D_{36}(6, 18)} + 6D_{36}(0, 18) + 6D_{36}(12, 18) + 6D_{36}(24, 18)$$

$$= 12(-1)^{H_0} + \Phi_6(1),$$

by (3.20), (3.14), and (3.22). Apply (6.7):

$$\Phi_{18}(1) = 12(-1)^{H_0} - 2X[1 + 2(-3|p)_4].$$

$$\Theta_9(1) = \Theta_{18}(1) = 18(-1)^{d_6},$$

by (2.12) and (4.12).

Although $d_6$ can be expressed in terms of a quadratic form in ten variables given by (4.15), a form in six variables given by (4.18) will be used.

Set $b_0 = d_0 + d_6$. $b_0$ is the first variable in (4.18) with $e = 36$.

$$\Theta_9(1) = (-1)^{12(d_0 + d_6)} + 6(d_0 + d_1d_2 + d_3)$$

$$= 12(-1)^{b_0} - (-1)^{f(p+1-6)/12} \Theta_6(1)$$

by (4.12). Since $f = (p + 1 - 18)/36$,

$$\Theta_9(1) = 12(-1)^{b_0} + \Theta_6(1) = 12(-1)^{b_0} + 8Y + 2X,$$

$$p = 17 \pmod{36}. \quad (2.12), (6.6)$$

Now let $Q = g$. By (2.5)

$$\Phi_6(g^9) = -\Phi_6(g^3), \quad \Phi_2(g^9) = \Phi_2(g) = 4Y. \quad (5.8)$$

Theorem 2 implies

$$\Theta_3(g^3) = -\Theta_3(g), \quad \Theta_1(g^9) = \Theta_1(g) = -4Y. \quad (5.3), (5.8)$$

$$2\Lambda_3(g) = \Phi_6(g^3) + \Theta_3(g),$$
by (2.3) and (2.4). If \( p \equiv 1 \pmod{12} \),
\[
-\Phi_6(g^3) = -2\Lambda_3(g) - \Theta_1(g). \quad (2.11), \text{Theorem 2}
\]
\[
(7.1) \quad \Phi_6(g^3) = -\Phi_6(g^3) = 4Y[1 - 2(-3|p)_4],
\]
by (5.13), (5.3), and (5.8). If \( p \equiv 5 \pmod{12} \),
\[
-\Theta_3(g) = -2\Lambda_3(g) + \Phi_2(g^3). \quad \text{Theorem 1}
\]
(7.2) \[
\Theta_3(g^3) = -\Theta_3(g) = 4(-3g|p)_4 X - 4Y. \quad (5.12), (5.8)
\]

Theorem 4 yields, for \( p \equiv 1 \pmod{36} \),
\[
\Phi_{18}(g^9) = 18(-1)/D_{36}(9, 18) = (-1)[12H_9 + 6D_{12}(9, 6)] = 12(-1)/H_9 - \Phi_6(g^3),
\]
where \( H_9 = D_{36}(9, 18) + D_{36}(3, 18) \), by (3.14). By (7.1) \( \Phi_{18}(g^9) = 12(-1)/H_9 + 4Y[1 - 2(-3|p)_4] \).

If \( p \equiv 17 \pmod{36} \), set \( b_9 = d_9 + d_3 \). By (4.13),
\[
\Theta_9(g) = 18(-1)/d_9 = (-1)[12b_9 + 6(d_9 + d_{21} + d_3)]
\quad = 12(-1)/b_9 - \Theta_3(g) = 12(-1)/b_9 - 4Y + 4(-3g|p)_4 X. \quad (7.2)
\]

Both \( H_9 \) and \( b_9 \) appear in quadratic decompositions of \( p \) in six variables, as the second term in (3.35) and (4.18), respectively.

The evaluation of \( \Lambda_9(Q) \) can be summarized as follows:

<table>
<thead>
<tr>
<th>( p \pmod{36} )</th>
<th>( \Lambda_9(1) )</th>
<th>( \Lambda_9(g) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>6(-1)/H_9 - 2X(-3</td>
<td>p)_4</td>
</tr>
<tr>
<td>5, 29</td>
<td>4Y</td>
<td>2X(-3g</td>
</tr>
<tr>
<td>13, 25</td>
<td>-2X(-3</td>
<td>p)_4</td>
</tr>
<tr>
<td>17</td>
<td>6(-1)/b_9 + 4Y</td>
<td>6(-1)/b_9 + 2X(-3g</td>
</tr>
</tbody>
</table>

Comparing the above with (5.11), (5.12), and (5.13) reveals that \( \Lambda_9(1) = \Lambda_3(1) \), \( \Lambda_9(g) = -\Lambda_3(g) \), \( p \not\equiv 1, 17 \pmod{36} \).

If \( n \) is odd, \( \Lambda_{2n}(Q) \) can be expressed as follows. (See [16, Theorem 5.6].)
\[
2\Lambda_{2n}(Q) = \Omega_{2n}(Q) + \Theta_{2n}(Q) = \Psi_{4n}(Q^{2n}) + \Theta_n(Q^2), \quad (2.3), (2.4), (2.12)
\]
\[
= \Psi_{2n}(Q^{2n}) + \Phi_{2n}(Q^{2n}) + \chi(Q)\Theta_n(1), \quad (2.8), \text{Theorem 2}
\]
\[
= \Psi_{2n}(1) + \chi(Q)[\Phi_{2n}(1) + \Theta_n(1)], \quad (2.5), (2.6)
\]
\[
= 2\Phi_n(1) + 2\chi(Q)\Lambda_n(1), \quad (2.8), (2.9), (2.4), (2.3)
\]
(7.3) \[
\Lambda_{2n}(Q) = \Phi_{d}(1) + \chi(Q)\Lambda_n(1), \quad d = (p - 1, n). \quad \text{Theorem 1}
\]

Let \( n = 9 \).
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\[ \Phi_9(1) = \begin{cases} 
-1 & p \equiv 5 \pmod{6}, \\
-1 - 2A & p \equiv 7, 13 \pmod{18}, \\
B_9(-2 \text{Ind } 2, 1) - (p-1) & p \equiv 1 \pmod{18}.
\end{cases} \] (5.2)

\[ B_9(-2 \text{Ind } 2, 1) \text{ appears in a six-variable quadratic decomposition of } 4p \]
given by (3.31) with \( e = 9 \).

<table>
<thead>
<tr>
<th>( p \pmod{36} )</th>
<th>( \Lambda_{18}(Q) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>( 9B_9(-2 \text{Ind } 2, 1) - (p-1) + \chi(Q)[6(-1)/H_0 - 2(-3</td>
</tr>
<tr>
<td>5, 29</td>
<td>(-1 + 4\chi(Q)Y )</td>
</tr>
<tr>
<td>7, 31</td>
<td>(-1 - 2A )</td>
</tr>
<tr>
<td>11, 23, 35</td>
<td>(-1 )</td>
</tr>
<tr>
<td>13, 25</td>
<td>(-1 - 2A - 2\chi(Q)(-3</td>
</tr>
<tr>
<td>17</td>
<td>(-1 + \chi(Q)[6(-1)/b_6 + 4Y] )</td>
</tr>
<tr>
<td>19</td>
<td>( 9B_9(-2 \text{Ind } 2, 1) - (p-1) )</td>
</tr>
</tbody>
</table>

8. Evaluation of \( \Lambda_7(Q) \) and \( \Lambda_{14}(Q) \). For \( p \equiv 3 \pmod{4} \), \( \Lambda_7(Q) = 0 \), by (2.1).

\[ 2\Lambda_7(Q) = \Omega_7(Q) + \Theta_7(Q) = \Phi_{14}(Q^7) + \Theta_7(Q). \]

Assuming \( p \equiv 1 \pmod{4} \), apply the reduction procedures of §2:

\[ \Phi_{14}(Q^7) = \Phi_2(Q^7), \quad p \not\equiv 1 \pmod{28}, \]

\[ \Theta_7(Q) = \Theta_1(Q^7) = -\Phi_2(Q^7), \quad p \not\equiv 13 \pmod{28}. \] (5.3)

If \( p \equiv 1 \pmod{28} \), by (3.22),

\[ \Phi_{14}(r) = 14(-1)D_{28}(0, 14), \]

\[ \Phi_{14}(g^7) = -14(-1)D_{28}(21, 14) = 14(-1)D_{28}(7, 14), \]

by Theorem 4. According to (3.30) with \( e = 28 \), both \( D_{28}(0, 14) \) and \( D_{28}(7, 14) \)
are coordinates in a quadratic decomposition of \( p \) in eight variables.

If \( p \equiv 13 \pmod{28} \), (2.12) and (4.12) imply that

\[ \Phi_7(1) = \Theta_{14}(1) = -14(-1)d_0 \cdot \Theta_7(g) = 14\chi(2)d_7 = -14(-1)d_7, \]

by (4.13). \( d_0 \) and \( d_7 \) are the first two coordinates in the eight-variable decom-
position of \( p \) given by (4.15) with \( e = 28 \). Hence by (5.7) and (5.8),

\[ \Lambda_7(1) = \begin{cases} 
X + 7(-1)D_{28}(0, 14), & p \equiv 1 \pmod{28}, \\
-X - 7(-1)d_0, & p \equiv 13 \pmod{28}, \\
0, & \text{otherwise},
\end{cases} \]
\[ \Lambda_7(g) = \begin{cases} 2Y + 7(-1)^{d_{28}}(7, 14), & p \equiv 1 \pmod{28}, \\ -2Y - 7(-1)^{d_g}, & p \equiv 13 \pmod{28}, \\ 0, & \text{otherwise}. \end{cases} \]

\[ \Lambda_{14}(Q) = \chi(Q) \Lambda_7(1) + \Phi_d(1), \quad d = (p - 1, 7). \quad (7.3) \]

If \( p \equiv 1 \pmod{14} \), \( \Phi_7(1) = 7B_7(-2 \text{ Ind } 2, 1) - (p - 1) \), by (3.21); otherwise \( \Phi_7(1) = -1 \), by (5.2). By (7.3):

<table>
<thead>
<tr>
<th>( p \pmod{28} )</th>
<th>( \Lambda_{14}(Q) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>( 7B_7(-2 \text{ Ind } 2, 1) - (p - 1) - \chi(Q)[X + 7(-1)^{d_{28}}(0, 14)] )</td>
</tr>
<tr>
<td>13</td>
<td>( -1 + \chi(Q)[-X - 7(-1)^{d_g}] )</td>
</tr>
<tr>
<td>15</td>
<td>( 7B_7(-2 \text{ Ind } 2, 1) - (p - 1) )</td>
</tr>
<tr>
<td>otherwise</td>
<td>( -1 )</td>
</tr>
</tbody>
</table>

\( B_7(-2 \text{ Ind } 2, 1) \) is embedded in a six-variable quadratic decomposition of \( 72p[8, (33)] \).

9. Another expression for \( \Lambda_{10}(Q) \). The Jacobi sum \( R_5(1, 1) = B_3(0, 1) + B_3(1, 1)\beta + B_3(2, 1)\beta^2 \) is associated with the binary quadratic form

\[ 4p = L^2 + 27M^2, \quad L \equiv 1 \pmod{3}; \quad (9.1) \]

\[ L = 2B_3(0, 1) - B_3(1, 1) - B_3(2, 1), \quad 3M = B_3(1, 1) - B_3(2, 1). \quad [7, \text{p. 397}] \]

\( R_5(1, 1) = \sum_{j=0}^{4} B_5(j, 1)\beta^j \) is associated with the quaternary quadratic form

\[ 16p = u^2 + 50u^2 + 50v^2 + 125w^2, \quad xw = v^2 - u^2 - 4uv, \quad x \equiv 1 \pmod{5}. \quad (9.3) \]

In studying Jacobi sums of order six one encounters a second binary quadratic form for primes \( p \equiv 1 \pmod{3} \):

\[ p = A^2 + 3B^2, \quad A \equiv 1 \pmod{3}. \quad [7, \text{pp. 408–410}] \]

Relating this form, already alluded to in (5.18), to (9.1) involves the index of 2, modulo 3. However, in (9.4), \( p \) has a coefficient of 1. This form, furthermore, is used in evaluating \( \Lambda_6(Q), p \equiv 1 \pmod{3} \). Notice that in (5.19) there is no reference to \( \text{Ind } 2 \).

By contrast, the evaluation of \( \Lambda_{10}(Q) \) [16, (7.6)] which is expressed in terms of the coordinates of (9.3), has five cases, depending upon \( \text{Ind } 2 \pmod{5} \). One may ask for another quaternary quadratic form for \( p \equiv 1 \pmod{5} \) which would provide a simpler expression for \( \Lambda_{10}(Q) \). Such a form is developed here.

(Attempts to generalize to \( p \equiv 1 \pmod{7} \) failed; an appropriate quadratic form in six variables was not discovered.)
Let $e = 5$. Define

$$t_j = B_5(j - 2 \text{Ind } 2, 1) - \frac{(p - 1)}{5}; \quad t_j = \Phi_5(g_i)/5,$$

by (3.21). By setting $n = 0$, $\nu = 1$ in (3.12) and comparing with (3.1) one may deduce that $\sum_{j=0}^{4} B_5(j, 1) = p - 2$.

$$t_0 + t_1 + t_2 + t_3 + t_4 = -1$$

is an immediate consequence.

$$R_2(1, 1) = \sum_{i=0}^{4} B_5(i, 1)\beta^i$$

$$= \beta^{-2\text{Ind } 2} \sum_{j=0}^{4} [B_5(j - 2 \text{Ind } 2, 1) - \frac{(p - 1)}{5}]\beta^j = \beta^{-2\text{Ind } 2} \sum_{j=0}^{4} t_j\beta^j.$$

Since, according to (3.4), $|R_2(1, 1)|^2 = p$, $|\sum_{j=0}^{4} t_j\beta^j|^2 = p$, so that

$$p = \sum_{j=0}^{4} t_j^2 - A,$$

$$A = t_0t_1 + t_1t_2 + t_2t_3 + t_3t_4 + t_4t_0 = t_0t_2 + t_1t_3 + t_2t_4 + t_3t_0 + t_4t_1.$$

Define

$$4X = 5t_0 + 1, \quad 4U = t_1 + t_2 - t_3 - t_4,$$

$$4V = t_1 - t_2 + t_3 - t_4, \quad 4W = t_1 - t_2 - t_3 + t_4.$$

**Theorem 8.** $X$, $U$, $V$, and $W$ are integers satisfying $X^2 + 5U^2 + 5V^2 + 5W^2 = p$, $XW = V^2 - U^2 - UV$.

**Proof.** $t_0$ is odd, while $t_1$, $t_2$, $t_3$, and $t_4$ are even [15, p. 123]. From the last equation in (9.7) drop all products of two even numbers:

$t_0(t_1 - t_2 - t_3 + t_4) \equiv 0 \pmod{4}$. Since $t_0$ is odd, $W$ is an integer. Then $U = W + (t_2 - t_4)/2$ and $V = W + (t_3 - t_4)/2$ are integers. Finally by (9.6), $X = t_0 - (t_1 + t_2 + t_3 + t_4)/4 = t_0 - W - (t_2 + t_3)/2$ is an integer. Now

$$X^2 + 5U^2 + 5V^2 + 5W^2 = [(4t_0 - t_1 - t_2 - t_3 - t_4)^2 + 5(t_1 + t_2 - t_3 - t_4)^2 + 5(t_1 - t_2 + t_3 - t_4)^2 + 5(t_1 - t_2 - t_3 + t_4)^2]/16$$

$$= \sum_{j=0}^{4} t_j^2 - \frac{1}{2} \sum_{j=0}^{3} \sum_{k=j+1}^{4} t_j t_k = p,$$

by (9.7).
To show that $X$, $U$, $V$, and $W$ also satisfy $XW = V^2 - U^2 - UV$, solve for $t_0, t_1, t_2, t_3,$ and $t_4$ in terms of $X, U, V, W,$ and a constant and substitute into the last equation in (9.7).

$$\Lambda_{10}(Q) = x(Q)\Lambda_5(1) + \Phi_d(1), \quad d = (p - 1, 5). \tag{7.3}$$

If $p \equiv 1 \pmod{10}$, $\Phi_1(1) = -1$, by (5.2). If $p \equiv 1 \pmod{10}$, $\Phi_5(1) = 5t_0$, by (9.5). Thus

$$\Lambda_{10}(Q) = x(Q)\Lambda_5(1) + \begin{cases} 4X - 1, & p \equiv 1 \pmod{10}, \\ -1, & \text{otherwise}. \end{cases}$$

$\Lambda_5(1)$ was given by Brewer [1]. $X$ satisfies the equations in Theorem 8. Its sign is chosen so that $X \equiv 4 \pmod{5}$. That $X$ is thus defined uniquely can be deduced from [7, Theorem 8].

10. Conclusion. The evaluations of Brewer sums presented here may serve as a guide to the evaluation of Brewer sums of other orders by means of cyclotomy. There may be extensions in other directions, as suggested by [3].

This paper is comprised of the principal contributions of the dissertation of the first author, completed under the direction of the second, several results of the latter, and results from the dissertation, completed under Professor Albert L. Whiteman, of the third author with subsequent extensions.

The formulation of many of the theorems in this paper was aided considerably by studying tables of various character sums. We wish to express our gratitude to the University of Pittsburgh Computer Center for granting access to its IBM 7090/1401 system, partially supported by National Science Foundation grant G-11309.
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