ABSTRACT. Strictly regular elements play a role in the structure theory of Freudenthal triple systems analogous to that played by idempotents in nonassociative algebras with identity. In this paper we study the coordinatization of reduced triple systems relative to a connected pair of strictly regular elements and use the explicit form of strictly regular elements in terms of the coordinatization to prove uniqueness of the coordinatizing Jordan algebra, as well as several generalizations of known results regarding groups of transformations related to triple systems. Finally, we classify forms of a particularly important triple system (the representation module for the Lie algebra $E_7$) over finite, $p$-adic or real fields.

Following Freudenthal [7], Meyberg [9] and Brown [1] have introduced an axiomatic approach to the study of the ternary algebraic structure of the minimal dimensional module for the Lie algebra $E_7$. In particular, this module is one of a class of ternary algebras we refer to as Freudenthal Triple Systems (FTS). In this paper we analyze further the internal structure of such algebras using as a basic tool the Peirce decomposition relative to a pair of supplementary strictly regular elements. Using this decomposition we obtain, in a manner similar to [1], a coordinatization theorem—every simple, reduced FTS is isomorphic to $\mathfrak{M}(\mathfrak{A})$, a member of a small class of Jordan algebras specified in §1. In §6 we analyze the forms of strictly regular elements in $\mathfrak{M}(\mathfrak{A})$ and use the results to show $\mathfrak{M}(\mathfrak{A}) \cong \mathfrak{M}(\mathfrak{B})$ if and only if $\mathfrak{A}$ and $\mathfrak{B}$ are norm equivalent. In §7 the action of the group of $q$-similarities on the strictly regular elements is studied, yielding conjugacy theorems generalizing a result of Brown [1], as well as information regarding ratios of similitudes generalizing results of Faulkner [4] and Seligman (unpublished). Results of this section are useful also in the classification problem for Lie algebras of type $E_7$. In the final section we classify completely all forms of $\mathfrak{M}(\mathfrak{A})$, $\mathfrak{A}$ exceptional central simple, for finite, $p$-adic, or real fields.

In [5], symplectic algebras (an asymmetric version of FTS’s) are studied, yielding different proofs of several results obtained in this paper.
We assume throughout that all algebras are finite dimensional and all fields are of characteristic \( \neq 2, 3 \).

1. Construction of a class of FTS’s. A *Freudenthal Triple System* is a vector space \( \mathfrak{M} \) with trilinear product \( (x, y, z) \rightarrow xyz \) and skew bilinear form \( (x, y) \rightarrow \langle x, y \rangle \) such that

- **A1.** \( xyz \) is symmetric in all arguments;
- **A2.** \( q(x, y, z, w) = \langle x, yzw \rangle \) is a nonzero symmetric 4-linear form;
- **A3.** \( \langle xxxxy \rangle = \langle y, xxxx \rangle \) for \( x, y \in \mathfrak{M} \).

\( A2 \) is equivalent to

\[ A2' \langle x, y, z, z' \rangle = -\langle xL_z, z', y \rangle, \langle x, xL_{x'x} \rangle \neq 0 \] where \( L_{x,y}x = xyz \).

Linearizing \( A3 \) completely yields

\[
\begin{align*}
(xuv)yz + (zuv)xy + (xuz)vy + (xvz)uy \\
= & \langle y, u \rangle xuv + \langle y, v \rangle xuz + \langle y, z \rangle xuv + \langle y, x \rangle uvz \\
& + \langle y, xuv \rangle u + \langle y, xuz \rangle v + \langle y, uvx \rangle z + \langle y, uvz \rangle x.
\end{align*}
\]

The prototype FTS is constructed as follows: Let \( \mathfrak{N} \) be the quadratic Jordan algebra of an admissible cubic form \( N \) with basepoint \( 1 \), \( T(a, b) \) the associated trace form, \( a \rightarrow a^\# \) the associated quadratic mapping and \( a \times b = (a + b)^\# - a^\# - b^\# \). By [10], assuming \( T(a, b) \) nondegenerate, we have \( a^\# = N(a)a, \ N(1) = 1, \ T(a \times b, c) = 6N(a, b, c) \). Define \( \mathfrak{M} = \{(a_1, a_2, a_1, a_2) | a_i \in F, a_i \in \mathfrak{N} \} \) and define on \( \mathfrak{M} \) the forms

\[
\langle x, y \rangle = \alpha_1\beta_2 - \alpha_2\beta_1 + T(a_1, b_2) - T(a_2, b_1).
\]

\[
q(x) = 12(4\alpha_1N(a_1) + 4\alpha_2N(a_2) - 4T(a_1^\#, a_2^\#) + (T(a_1, a_2) - a_1a_2)^2)
\]

where \( x = (\alpha_1, \alpha_2, a_1, a_2), \ y = (\beta_1, \beta_2, b_1, b_2) \).

We let \( q(x, y, z, w) \) denote the linearized form of \( q(x) \) and define \( xyz \) by

\[
q(w, x, y, z) = \langle w, xyz \rangle \quad \text{for all } w \in \mathfrak{M} \langle x, y \rangle.
\]

Since \( \langle , \rangle \) is clearly nondegenerate, the product is well defined. One easily sees that \( A1 \) and \( A2 \) are satisfied. That \( A3 \) is valid follows directly from the arguments of Brown [1, Lemmas 9 and 10(d)].

Since the proof of \( A3 \) depends only on the fact \( a^\# = N(a)a \), we can construct a degenerate case \( \mathfrak{M} \) as follows. Let \( \mathfrak{A}(Q, c) \) be the Jordan algebra of the quadratic form \( Q \) with basepoint \( c \) [10], \( T(a, b) = Q(a, b^*) \), and define \( a^\# = N(a) = 0 \) for all \( a \in \mathfrak{A} \). \( \mathfrak{M}(Q) \) is once again a FTS with nondegenerate form \( \langle , \rangle \) if \( Q \) is nondegenerate. The algebra obtained in this manner can also be realized in terms of a skew bilinear form on a vector space \( \mathfrak{M} \) (see [9]).

For later use we establish
1.1 Lemma. If $\mathfrak{Q}_0 = \mathfrak{J}(Q, c)$ is the Jordan algebra of a nondegenerate quadratic form, there is a quadratic Jordan algebra $\mathfrak{Q}(N, 1)$ such that $\mathfrak{M}(\mathfrak{Q}_0)$ is isomorphic to a subalgebra of $\mathfrak{M}(\mathfrak{Q})$.

Proof. Let $\mathfrak{R} = \mathfrak{Q}_0 \oplus \mathfrak{Q}_0$ be a sum of copies of $\mathfrak{Q}_0$. Define a quadratic form $Q_0$ on $\mathfrak{Q}_0$ by $Q_0(au + a + bt) = a^2 - Q(a^*, b)$. $Q_0$ is a nondegenerate quadratic form and the Jordan algebra $\mathfrak{J} = Fe \oplus \mathfrak{Q}_0$ with cubic form $N$ as in [10, p. 506] and basepoint $e$ is the algebra of an admissible form. Moreover, it is easy to check that $\phi: (a, \beta, a, b) \mapsto (a, \beta, a, bt)$, $a, b \in \mathfrak{Q}_0$, is a linear transformation of $\mathfrak{M}(\mathfrak{Q}_0)$ into $\mathfrak{M}(\mathfrak{Q})$ which preserves both $\langle -, - \rangle$ and $\sigma(-)$, hence is an isomorphism.

2. Ideals in Freudenthal triple systems. A subspace $\mathfrak{M}$ of a FTS $\mathfrak{M}$ is an inner ideal if $\mathfrak{M} \mathfrak{M} \mathfrak{M} \subseteq \mathfrak{M}$, an ideal if $\mathfrak{M} \mathfrak{M} \subseteq \mathfrak{M}$. Clearly ideals are inner, but the converse can be shown to be false. $\mathfrak{M}$ is simple if there are no proper ideals in $\mathfrak{M}$.

Simple FTS's are characterized by

2.1 Theorem. $\mathfrak{M}$ is simple iff $\langle -, - \rangle$ is nondegenerate.

Proof. If $x \in \mathfrak{N} = \text{radical of } \langle -, - \rangle$, $0 = \langle x, yL_x, w \rangle = -\langle xL_x, w, y \rangle$ for all $y \in \mathfrak{M}$ by A2, thus $\mathfrak{M}$ is an ideal. Conversely, assume $\mathfrak{N} \not= \{0\}$ is a proper ideal of $\mathfrak{M}$. For $y \in \mathfrak{M}$ with $q(y) \not= 0$, (1) with $u = v = y = z$ yields $3xL_y^2 = 2(y, x)yyy + 2(x, yyy)y + q(y)x$. Writing $\mathfrak{M} = Fy \oplus Fyyy \oplus (Fy \oplus Fyyy)\mathfrak{M}$ and considering the action of $L_y$ on summands yields

\[
L_y^2 \text{ is nonsingular if } q(y) \not= 0.
\]

An immediate consequence is that $\mathfrak{N}$ contains no element with $q(y) \not= 0$. Further, if $q(y) \not= 0$ we have $yyy \not= 0$. For $x \in \mathfrak{N}$ we consider $w = (yyy)x = (x, y)yyy + (x, yyy)y \in \mathfrak{N}$ and note that $wL_{yy} = (x, y)q(y)y + (x, yyy)yyy \in \mathfrak{N}$ also. Since (1) implies

\[
q(yyy) = 9q(y)^3
\]

we have $yyy \not= \mathfrak{N}$. If either $\langle x, y \rangle$ or $\langle x, yyy \rangle$ is nonzero, we must thus have $wL_{yy} = k_xu + k_x = (x, yyy)(x, y)^{-1}$. Equating coefficients then yields $q(y) = k_x^2$ for any $x$ with $\langle x, y \rangle \not= 0$. Since $k_x^2 + yyy \in \mathfrak{N}$, previous remarks imply $0 = q(k_x^2 + yyy)$, but direct computation of $q(k_x^2 + yyy)$ yields $4q(y)^3 \not= 0$, a contradiction. Thus for all $y \in \mathfrak{N}$ with $q(y) \not= 0$ we have $\langle x, y \rangle = 0$. A density argument then implies $x \in \mathfrak{N}$ so $\mathfrak{N} \subseteq \mathfrak{N}$.

2.2 Corollary (to proof). $\mathfrak{N}$ is the unique maximal ideal in $\mathfrak{M}$ and $\mathfrak{M}/\mathfrak{N}$ is simple.

2.3 Corollary. The systems $\mathfrak{M}(\mathfrak{Q})$ of §1 are simple.
While simple FTS's may contain inner ideals, we have the following restriction on their structure.

2.4 Theorem. Let \( \mathfrak{M} \) be a simple FTS, \( \mathfrak{N} \subset \mathfrak{M} \) an inner ideal, \( x, y, z \in \mathfrak{N} \). Then \( (x, y) = 0 = xxx \).

Proof. By (2), \( q(z) = 0 \) for all \( z \in \mathfrak{N} \) so by linearization \( \langle w, zzz \rangle = 0 \) for all \( w, z \in \mathfrak{N} \). If \( \mathfrak{R}_0 \) denotes the radical of \( \langle - , - \rangle_{\mathfrak{N}} \), for \( x, u, v \in \mathfrak{R}_0 \), \( \langle xxx, u \rangle = \langle xxu, x \rangle = 0 \) so \( xxx \in \mathfrak{R} = \{0\} \). If \( x \not\in \mathfrak{R}_0 \), \( w \in \mathfrak{N} \) with \( \langle x, w \rangle \neq 0 \), \( \langle xxx \rangle wx = \langle w, x \rangle xxx \) by A3 and the above remark. Now for any \( u \in \mathfrak{N} \), \( \langle w, x \rangle \langle u, xxx \rangle = u, \langle xxx \rangle xu = 0 \) so \( xxx \in \mathfrak{R} = \{0\} \) and the triviality of the product is established.

Assume now there are \( x, y, z \in \mathfrak{N} \) with \( (x, y) \neq 0 \). Then \( uL_{x,x} L_{y,x} = \langle y, x \rangle uL_{x,x} + \langle y, uL_{x,x} \rangle x \) for all \( u \in \mathfrak{N} \) by (1). Since the product in \( \mathfrak{N} \) is trivial \( L_{x,x} L_{y,x} = 0 \) and \( \langle y, uL_{x,x} \rangle = 0 \). Thus \( \langle y, x \rangle uL_{x,x} = 0 \) so \( L_{x,x} = 0 \).

From (1) with \( z = x \) we have for all \( u, v, y \in \mathfrak{N} \)

\[
(4) \quad (xuv)xy = \langle y, x \rangle xuv + \langle y, xuv \rangle x
\]

so, for \( u, z \in \mathfrak{N} \) with \( \langle z, x \rangle = \langle u, x \rangle = 0 \) we have \( \langle y, x \rangle \langle z, xuv \rangle = \langle z, (xuv)xy \rangle = \langle xzuy, u \rangle = 0 \), the last equality following from expansion of \( (xzy)u \) via (4).

Again assuming \( \langle x, y \rangle \neq 0 \) we have \( \langle xL_{u,u'} z \rangle = 0 \) for all \( z, u \in \mathfrak{N} \) and, since \( \langle , \rangle \) is nondegenerate \( xL_{u,u} = \alpha \, x, \alpha \in \mathbf{F} \). From (4) with \( v = u, 0 = 2\alpha \langle y, x \rangle x \) so \( \alpha = 0 \). Now for any \( v \in \mathfrak{N} \), \( \langle uL_{u,u'} x \rangle = 0 \) so \( \mathfrak{R}L_{u,u} \subset (\mathfrak{F}x)^1 \) for all \( u \in (\mathfrak{F}x)^1 \) and \( (\mathfrak{F}x)^1 \) is an inner ideal. Moreover, for all \( z, w \in \mathfrak{N} \), \( \langle xL_{z,w} \rangle = \langle xxx, w \rangle = 0 \) since \( L_{x,x} = 0 \) so \( \mathfrak{F}L_{x,x} \subset (\mathfrak{F}x)^1 \). For \( y \in \mathfrak{N} \) with \( q(y) \neq 0 \) this implies \( \langle x, y \rangle \neq 0 \), \( \langle x, yyy \rangle = 0 \) and \( \langle yyy \rangle yx = \langle x, y \rangle yyy + \langle x, yyy \rangle y \) in \( \mathfrak{F} \). Taking inner products with \( x \) yields \( 0 = 2\langle x, y \rangle \langle x, yyy \rangle \), a contradiction. Thus we have for all \( x, y \in \mathfrak{N}, \langle x, y \rangle = 0 \) as desired.

2.5 Corollary (to proof). Let \( \mathfrak{M} \) be a simple FTS, \( x \in \mathfrak{M} \) such that \( L_{x,x} = 0 \). Then \( x = 0 \).

We remark that for symplectic algebras, the analogue of Theorem 2.1 has been proved in [2].

Henceforth we restrict attention to simple FTS's.

3. Strictly regular elements in simple FTS's. \( u \in \mathfrak{N} \) is strictly regular if \( \mathfrak{N}L_{u,u} \subset \mathbf{F}u \). Such elements play a role in the structure theory of FTS's analogous to that of idempotents in nonassociative algebras with identities. If \( u \) is strictly regular, (2) implies \( q(u) = 0 \), so \( 0 = q(u)u = ul_{u,u} = \beta_{u}^2u \) where \( uux = \beta_{x}u \). Thus \( \beta_{u} = 0 \). Now taking \( x = u = z \) in (1) we obtain \( \beta_{v} \beta_{y}u = 2\langle y, u \rangle \beta_{v}u \) and since, by Corollary 2.5 there is \( v \in \mathfrak{N} \) with \( \beta_{v} \neq 0 \) we have
In determining explicit forms of strictly regular elements for Corollary 6.3 we shall need

3.1 Lemma. $u \in \mathbb{M}$ is strictly regular if and only if $uuu = 0$ and $u \in \text{Range } L_u, u$.

Proof. Clearly strictly regular elements have the desired properties. Conversely, if $v \in \mathbb{M}$ with $vu v = u$, (1) implies for all $y \in \mathbb{M}$, $y L_u, u = 2(y, u)u$, so $u$ is strictly regular.

We have the useful

3.2 Corollary. If $\mathbb{M}_1$ is a simple subsystem of the simple system $\mathbb{M}$, $u \in \mathbb{M}_1$ is strictly regular in $\mathbb{M}_1$ if and only if it is strictly regular in $\mathbb{M}$.

Proof. The lemma clearly implies if $u$ is regular in $\mathbb{M}_1$ it is regular in $\mathbb{M}$. Conversely, if it is regular in $\mathbb{M}$, either $u \in \mathbb{M}_1 uu v$ or $\mathbb{M}_1 uu = 0$, the latter being impossible by Corollary 2.5.

We call $\mathbb{M}$ reduced if $\mathbb{M}$ contains a strictly regular element $u$. In such a system one can show by straightforward calculation, using (5) and (1) repeatedly, that for $w \in \mathbb{M}$ with $\langle w, u \rangle \neq 0$, $v = 3u L_w, w + 6(u, w)w + (u, w)^{-1}(u, www)u$ is a strictly regular element in $\mathbb{M}$ satisfying $\langle u, v \rangle = 3\langle u, u L_w, w \rangle + 6\langle u, w \rangle^2 = 12(u, w)^2 \neq 0$. A pair of strictly regular elements are supplementary if $\langle u, v \rangle = 1$.

After replacing $v$ in the above argument by a suitable scalar multiple we have proved

3.3 Theorem. Let $\mathbb{M}$ be a simple FTS. Then $\mathbb{M}$ is reduced if and only if $\mathbb{M}$ contains a pair of supplementary, strictly regular elements.

3.4 Corollary. $\mathbb{M}$ is reduced if and only if $\mathbb{M}$ contains an element $x$ with $q(x) = 12\beta^2$, $\beta \in F^*$.

Proof. If $u, v$ are supplementary, strictly regular elements, $q(u + v) = 12$. Conversely, if $q(x) = 12\beta^2$, direct computation using (1) shows $(\beta^{-1}/12)(xxx) + \beta x = u$, $(-\beta^{-1}/12)(xxx) + \beta x = v$ are strictly regular with $\langle u, v \rangle = -\beta$. After suitable scaling, we see that $\mathbb{M}$ contains a pair of supplementary strictly regular elements.

3.5 Corollary. If $F$ is algebraically closed, every simple FTS over $F$ is reduced.

In studying the groups related to $\mathbb{M}$ in §7, we need
3.6 Lemma. If \( x \in \mathbb{W} \) satisfies \( q(x) = 12\beta^2 \), \( x \) is uniquely expressible as the sum of two (nonorthogonal) strictly regular elements.

**Proof.** The elements \( u, v \) of the proof of Corollary 3.4 give one pair of such summands. If \( x = u' + v' \) is another such expression, \( \langle u', v' \rangle = \alpha \), direct computation yields \( u' = \frac{1}{2}x - (\alpha^{-1}/12)(xxx) \), \( v' = \frac{1}{2}x + (\alpha^{-1}/12)(xxx) \) and thus \( \alpha = \pm \beta \), which yields the uniqueness.

In the case \( F \) not algebraically closed we have

3.7 Corollary. Let \( x \in \mathbb{W}, q(x) \neq 0, \mathbb{W}_x = Fx + F(XXX) \). Then \( \mathbb{W}_x \) contains either zero or two elements (projectively) with \( www = 0 \). If such elements exist they are strictly regular and span the space \( \mathbb{W}_x \).

**Proof.** Let \( \Omega \) be an algebraic closure of \( F \). In \( \mathbb{W}_\Omega \) we have \( x = u + v, u, v \) supplementary strictly regular elements spanning \( \langle \mathbb{W}_x \rangle \). Moreover, \( q(u + \beta v) \neq 0 \) if \( \alpha \beta \neq 0 \), hence \( (au + \beta v)(au + \beta v)(au + \beta v) \neq 0 \) unless \( \alpha \) or \( \beta = 0 \). Thus at most two such \( w \) exist and they are strictly regular. Moreover, if \( x + \alpha xxx \in \mathbb{W}_x \) is strictly regular, \( \alpha = \pm \beta^{-1}/6 \) where \( q(x) = 12\beta^2 \) (in \( \Omega \)), hence \( \beta \in F \) and \( x - \alpha xxx \in \mathbb{W}_x \) as desired.

We note that if one considers the FTS \( \mathbb{W} \) obtained from the system of Freudenthal [7] by symmetrizing the ternary product, the strictly regular elements turn out to be precisely the elements of the manifold related to the group \( E_7 \).

Also, it is a consequence of Corollary 6.2 that the rank one elements of the symplectic algebra used in the study of an \( E_7 \) geometry [3] are precisely the strictly regular elements of the symmetrized algebra.

4. The Peirce decomposition of a simple, reduced FTS. If \( u_1, u_{-1} \) are supplementary, strictly regular elements of \( \mathbb{W} \), (1) and (5) imply

\[
xL^2_{u_1, u_{-1}} = -3(x, u_1)u_{-1} + 3(x, u_{-1})u_1 + x.
\]

Thus on \( (F_{u_1} \oplus F_{u_{-1}})^1 \) we have \( L^2_{u_1, u_{-1}} = \text{Id} \), so \( (F_{u_1} \oplus F_{u_{-1}})^1 = \mathbb{W}_1 \oplus \mathbb{W}_{-1} \), where \( \mathbb{W}_\epsilon \) is the eigenspace for the eigenvector \( \epsilon \) of \( L_{u_1, u_{-1}} \). Moreover, since \( \langle -, - \rangle \) is nondegenerate and its restriction to \( F_{u_1} \oplus F_{u_{-1}} \) is nondegenerate, we have

\[
\mathbb{W} = F_{u_1} \oplus F_{u_{-1}} \oplus \mathbb{W}_1 \oplus \mathbb{W}_{-1} = \mathbb{W}_2 \oplus \mathbb{W}_{-2} \oplus \mathbb{W}_1 \oplus \mathbb{W}_{-1}
\]

since (5) implies \( F_{u_\epsilon} \) is the eigenspace for \( L_{u_1, u_{-1}} \) with eigenvalue \(-2\epsilon\).

A2' and the fact that \( \langle -, - \rangle \) is skew imply that all Peirce spaces are totally isotropic. The nondegeneracy of \( \langle -, - \rangle \) \( \mathbb{W}_1 \oplus \mathbb{W}_{-1} \), then implies \( \dim \mathbb{W}_1 = \dim \mathbb{W}_{-1} \).

For \( \epsilon = \pm 1 \) we have

4.1 Lemma. (i) \( \mathbb{W}_\epsilon \mathbb{W}_{-2\epsilon} \subseteq \mathbb{W}_\epsilon \).
(ii) $v_{\epsilon} v_{-\epsilon} v_{\epsilon} = v_{-\epsilon} v_{\epsilon} v_{-\epsilon} = 0$;

(iii) $v_{\epsilon} v_{-\epsilon} v_{\epsilon} = \{|0|\}$;

(iv) $v_{\epsilon} v_{-\epsilon} v_{\epsilon} v_{-\epsilon} \subseteq v_{\epsilon} v_{-\epsilon}$;

(v) $v_{\epsilon} v_{-\epsilon} v_{\epsilon} v_{-\epsilon} v_{\epsilon} \subseteq v_{\epsilon} v_{-\epsilon} v_{\epsilon}$;

(vi) $v_{\epsilon} v_{-\epsilon} v_{\epsilon} v_{-\epsilon} v_{\epsilon} \subseteq v_{\epsilon} v_{-\epsilon}$;

(vii) $v_{\epsilon} v_{-\epsilon} v_{\epsilon} v_{-\epsilon} v_{\epsilon} \subseteq v_{\epsilon} v_{-\epsilon}$.

Proof. (i) is direct from the definition while (ii) follows from the definitions and the orthogonality relations among the Peirce spaces. For (iii) we expand $x_{\epsilon} y_{\epsilon} z_{-\epsilon} u_{\epsilon}$ using $e(x u_{1} u_{-1}) = x_{\epsilon}$ and (1) to obtain $4x_{\epsilon} y_{\epsilon} z_{-\epsilon} u_{\epsilon} = 0$. Since (1) also yields $x_{\epsilon} y_{\epsilon} z_{\epsilon} u_{\epsilon} u_{-\epsilon} = e(x_{\epsilon} y_{\epsilon} z_{\epsilon} u_{\epsilon})$ we have (iv). (v) now follows directly from $A2'$, the preceding results and the orthogonality relations. (vi) again follows from an expansion of $x_{\epsilon} y_{\epsilon} z_{\epsilon}$ using $e(x_{\epsilon} y_{\epsilon} z_{\epsilon} u_{1} u_{-1})$, (1), the orthogonality relations and previous results. (vii) is then a direct consequence of the orthogonality relations.

From (v) we obtain immediately, by taking inner products with $u_{\epsilon}$ and using $A2'$,

$$x_{\epsilon} y_{\epsilon} z_{-\epsilon} u_{\epsilon} = - (x_{\epsilon}, y_{-\epsilon}) u_{-\epsilon}$$

For the coordinatization theorem of §5 we need a means of identifying the spaces $\mathbb{W}_{1}$ and $\mathbb{W}_{-1}$ in a manner consistent with the forms $q(-)$, $(-, -)$. We define $t: \mathbb{W}_{1} \rightarrow \mathbb{W}_{-1}$ as follows: if, for all $y \in \mathbb{W}_{1}$, $\langle u_{1}, \ yyy \rangle = 0$, let $a_{1}, \ldots, a_{n}$ be a basis for $\mathbb{W}_{1}$, $a_{1}', \ldots, a_{n}'$ a dual basis for $\mathbb{W}_{-1}$ relative to $(-, -)$ and define $t$ by $a_{1}' = 2a_{1}';$ if there is $y \in \mathbb{W}_{1}$ with $\langle u_{1}, \ yyy \rangle = \lambda \neq 0$, define $t$ by $a_{1}' = - \frac{1}{2} a_{1} + \frac{1}{2} \lambda^{-1} \langle u_{1}, \ yya \rangle u_{1}.$ We then have

4.2 Lemma. For all $a, b \in \mathbb{W}_{1}$,

(i) $\langle a, bt \rangle = - \langle at, b \rangle$;

(ii) $\langle u_{-1}, atat \rangle = (1/12) \lambda (u_{1}, aaa)$;

(iii) $t$ is nonsingular.

Proof. (i) is immediate from $A2'$ in the latter case and from the definition in the former.

In the case $y$ exists with $\langle u_{1}, \ yyy \rangle = \lambda \neq 0$ one can use $A2'$ to obtain $\langle u_{1} y a(u_{1} y a(u_{1} y a(u_{1} y a)) u_{-1} \rangle = \langle u_{1}, (u_{1} y a(u_{1} y a(u_{1} y a)) u_{-1} \rangle y a$ and then expand $(u_{1} y a(u_{1} y a)) u_{-1} \rangle$ using (1), $A2'$, (7) and the orthogonality relations to obtain

$$\langle u_{1} y a(u_{1} y a(u_{1} y a)) u_{-1} \rangle = (-6 \langle yaa, u_{1} \rangle \langle yya, u_{1} \rangle + (2/3) \langle yyy, u_{1} \rangle \langle aaa, u_{1} \rangle) u_{-1}$$

for all $a \in \mathbb{W}_{1}$. Linearizing yields

$$(u_{1} y a(u_{1} y a(u_{1} y b))$$

$$= (-4 \langle yab, u_{1} \rangle \langle yya, u_{1} \rangle - 2 \langle yaa, u_{1} \rangle \langle yyb, u_{1} \rangle + (2/3) \langle yyy, u_{1} \rangle \langle aab, u_{1} \rangle) u_{-1}.$$
(ii) then follows by direct computation with repeated use of (8). In this case also we derive from (1), Lemma 4.1, and the orthogonality relations \( 3(yyy)u_1y = 2(u_1, yyy)x \) for all \( x \in \mathbb{W}_1 \). Thus \( L_{u_1, y} \) is surjective, hence bijective from \( \mathbb{W}_1 \) to \( \mathbb{W}_1' \). Since \( yt \neq 0 \) for \( y \) as above, we thus see that \( t \) is also bijective.

As a consequence of (ii) and (iii) in the case \( \langle yyy, u_1 \rangle \neq 0 \), we have \( \langle u_1, bbb \rangle = 0 \) for all \( b \in \mathbb{W}_1' \) if \( \langle yyy, u_1 \rangle = 0 \). Thus (ii) and (iii) follow trivially in this case.

4.3 Corollary. For \( t \) as above, \( x, z \in \mathbb{W}_1 \), \( \langle xtztu_1 \rangle t = \langle -\lambda/12 \rangle (xzu_1) \).

Proof. In case \( \langle u_1, yyy \rangle = 0 \) on \( \mathbb{W}_1 \), the nondegeneracy of \( \langle -, - \rangle \) and the fact that \( \mathbb{W}_1, \mathbb{W}_1' \) are dual relative to the form imply both sides are zero. In the remaining case, it suffices to compute inner products with all \( w \in \mathbb{W}_1 \), but by the lemma

\[
\langle w, (xtztu_1) \rangle t = -\langle wt, xtztu_1 \rangle = -\langle u_1, xtztu_1 \rangle
\]

\[= (-\lambda/12)(u_1, xzw) = (-\lambda/12)(w, xzu_1) \]

as desired.

We note finally that (1), Lemma 4.1 and the orthogonality relations yield

\[
(xxu_1)u_1(xxu_1) = -(16/3)(u_1, xxx)x \quad \text{for all } x \in \mathbb{W}_1
\]

and

\[
xyy = 2(y, x)x - 1/2(xxu_1)u_1y \quad \text{for } x \in \mathbb{W}_1, y \in \mathbb{W}_1'.
\]

5. Coordinatization of simple reduced FTS's. Using the results of §4 we prove, in a manner analogous to that in [1],

5.1 Theorem. Let \( \mathbb{W} \) be a reduced, simple FTS over \( F \). Then \( \mathbb{W} \cong \mathbb{W}(\mathcal{F}) \) (see §1) where \( \mathcal{F} \) is

(i) the quadratic Jordan algebra of an admissible cubic form with basepoint, or

(ii) the quadratic Jordan algebra of a nondegenerate quadratic form.

For proof, we show that the Peirce space \( \mathbb{W}_1 \) can be endowed with the structure of a Jordan algebra of one of the above types in such a way that the map \( \phi: au_1 + bu_1' + a + bt \rightarrow (a, \beta, a, b) \), \( t \) as in §4, is an isomorphism of triple systems. In particular, it will suffice to show \( \phi \) is an isometry relative to both the skew bilinear forms and the quartic forms (see Lemma 6.6). As in §4 we begin with a pair \( (u_1, u_1') \) of supplementary, strictly regular elements and distinguish cases: (i) \( \langle u_1, xxx \rangle \equiv 0 \) on \( \mathbb{W}_1 \), (ii) \( \langle u_1, xxx \rangle \neq 0 \) on \( \mathbb{W}_1 \). In case (ii) we pick \( y \in \mathbb{W}_1 \) with \( \langle u_1, yyy \rangle = 12\lambda \neq 0 \) and in case (i) we set \( \lambda = 1 \). Using \( t \) as in §4 we define \( T(a, b) = \lambda^{-1}(a, b) \) and \( N(a) = \lambda^{-1}/12)(u_1, aaa) \) on \( \mathbb{W}_1 \).
The nonsingularity of \( t \) and nondegeneracy of \( (\cdot,\cdot) \) imply \( T(\cdot,\cdot) \) is nondegenerate and Lemma 4.2(i) implies it is symmetric. We can thus define a commutative product on \( \mathbb{W} \) by \( T(a \times b, c) = 6N(a, b, c) \). Lemma 4.2 and the nondegeneracy of \( T(a, b) \) yields \( a \times b = - (\lambda^{-1}/2)(a \cdot b \cdot u) \). Together with Corollary 4.3 this implies \( (a \times a) \times (a \times a) = 8N(a, a) \).

Defining \( a'' = \frac{1}{2}a \times a \) we thus have \( a'''' = N(a, a) \). Moreover, in case (ii) a straightforward calculation using the form of \( t \) yields \( T(a, b) = - \frac{1}{2} \lambda \cdot \frac{1}{2} \log N \). Since by definition \( N(y) = 1 \), \( \mathbb{W}(N, y) \) is a quadratic Jordan algebra of the cubic form \( N \), basepoint \( y \) \([10]\).

In the first case we consider \( \mathbb{W} \) as Jordan algebra of a quadratic form \( Q \) with basepoint \( a \), where \( Q \) is defined as follows: let \( * \) denote the mapping \( \alpha_1 a_1 + \sum_{i > 1} \alpha_i a_i \rightarrow - \alpha_1 a_1 - \sum_{i > 1} \alpha_i a_i \) and set \( Q(a) = \frac{1}{2} T(a, a) \). The Jordan trace form is then just \( T(a, b) \). In this case we clearly have \( N(a) = a'''' = 0 \) for all \( a \in \mathbb{W} \).

An inspection of the known orthogonality relations, (10), Lemma 4.1 and the definitions yields, for \( x = a \cdot u + \beta u \cdot x + a \cdot u + b \), \( T(x, x) = a \cdot b - \beta \cdot a \cdot b + \lambda(T(a_1, b_1) - T(b_1, a_1)) \).

Replacing the pair \( (a_1, a_2) \) by \( (\lambda^{-1} a_1, \lambda a_2) \) (which again are supplementary, strictly regular elements) we may assume \( \lambda = 1 \) so a comparison with the forms of \( \mathbb{W} \) yields the result.

6. Uniqueness of the coordinate algebra. An element \( x \in \mathbb{W} \) is rank one if \( L_{x,x} \) has one dimensional image. Among the rank one elements are the strictly regular elements. In this section we determine the form of all rank one elements in \( \mathbb{W}(\mathbb{Z}) \), \( \mathbb{Z} = \mathbb{Z}(N, 1) \), and use the result to study the coordinate algebra in an arbitrary reduced simple FTS.

The results of Springer \([11], [12]\) show that if dim \( \mathbb{Z} > 3 \), \( \mathbb{Z} = \mathbb{Z}(N, 1) \) is either central simple of degree 3 or of form \( \mathbb{Z} = Fe + \mathbb{Z}_0 \), \( \mathbb{Z}_0 \) the Jordan algebra of a quadratic form \( Q_0 \) \([10]\). We need the following facts about these algebras.

(11) If \( a'''' = b'''' = 0 \), there is \( c \in \mathbb{Z} \) with \( c'''' = 0 \) such that \( (a \times c) \times b \neq 0 \).

(12) If \( 0 \neq a \in \mathbb{Z} \), dim \( a \lor \mathbb{Z} > 1 \).

For algebras \( Fe + \mathbb{Z}_0 \), (11) and (12) are consequences of elementary computations using the explicit form of \( a'''' \) (given e.g. in \([10, p. 506]\)). For central simple algebras, (12) follows from 1.1(a) of \([4]\). For (11), since \( a \neq 0 \), \( a'''' = 0 \), \( \mathbb{Z} \) must be reduced, hence spanned by elements \( c \) with \( c'''' = 0 \). It thus suffices to show \( (a \times c) \times b \neq 0 \). For this we can clearly use a field extension argument to assume \( F \) algebraically closed, hence \( \mathbb{Z} \) split. The transitivity of the norm preserving group on \( \{c \in \mathbb{Z} | c'''' = 0\} \), together with the easily established fact that \( (e_1 \times \mathbb{Z}) \times b \neq 0 \) for \( 0 \neq b \in \mathbb{Z} \), \( e_1 \) denoting the first diagonal idempotent in a coordinatization of \( \mathbb{Z} \), gives the result.
We can now establish

6.1 Lemma. Let \( \mathcal{I} = \mathcal{I}(N, 1) \) be as above, \( \dim \mathcal{I} \geq 3 \). \( x \in \mathfrak{M}(\mathcal{I}) \) is rank one if and only if \( x = (a_1, a_{-1}, a_1, a_{-1}), a_\epsilon \in F, a_\epsilon \in \mathcal{I} \) where either

(i) for some \( \epsilon \), \( a_\epsilon \neq 0 \) and \( a_\epsilon = a_\epsilon^{-1} a_{-\epsilon} \), \( a_{-\epsilon} = a_{-\epsilon}^{-2} a_\epsilon \) or

(ii) \( a_1 = a_{-1} = 0, a_{-\epsilon} = 0 \) and if \( a_{-\epsilon} \neq 0, a_\epsilon = (a_{-\epsilon} \times z_{-\epsilon}), \) some \( z_{-\epsilon} \in \mathcal{I} \).

Proof. The results of \( \S 5 \) imply \( u_1 = (1, 0, 0, 0), u_{-1} = (0, 1, 0, 0) \) are supplementary, strictly regular elements in \( \mathfrak{M}(\mathcal{I}) \) and the related Peirce spaces are \( \mathfrak{M}_{2\epsilon} = Fu_{-\epsilon}, \mathfrak{M}_{1} = (0, 0, \mathcal{I}, 0), \mathfrak{M}_{-1} = (0, 0, 0, \mathcal{I}) \). Using the results of \( \S 4 \) to evaluate products we obtain

\[
(13) \quad u_{-\epsilon} xx = (\beta_1, \beta_{-1}, b_1, b_{-1})
\]

where

\[
\beta_{-\epsilon} = 4 \epsilon a_\epsilon a_{-\epsilon} - 2 \epsilon T(a_1, a_{-1}), \quad \beta_\epsilon = -2 \epsilon a_{-\epsilon}^2,
\]

\[
b_{-\epsilon} = -2 \epsilon a_\epsilon a_{-\epsilon}, \quad b_\epsilon = 2 \epsilon (a_\epsilon a_{-\epsilon} - 2 a_{-\epsilon}^\#),
\]

\[
(14) \quad c_\epsilon xx = (\beta_1, \beta_{-1}, b_1, b_{-1})
\]

where

\[
\beta_{-\epsilon} = -2 \epsilon a_\epsilon a_{-\epsilon} T(a_{-\epsilon}, c_\epsilon) + 12 \epsilon N(c_\epsilon, a_\epsilon, a_{-\epsilon}), \quad \beta_\epsilon = 2 \epsilon a_\epsilon T(c_\epsilon, a_{-\epsilon}),
\]

\[
b_{-\epsilon} = 2 \epsilon (a_\epsilon a_{-\epsilon} c_\epsilon - T(a_{-\epsilon}, c_\epsilon) a_{-\epsilon} - T(a_{-\epsilon}, a_\epsilon)c_\epsilon + 2(a_\epsilon \times c_\epsilon) \times a_{-\epsilon}),
\]

\[
b_\epsilon = 2 \epsilon (2 a_\epsilon (a_\epsilon \times c_\epsilon) + T(c_\epsilon, a_{-\epsilon}) a_{-\epsilon} - 2(a_{-\epsilon}^\# \times c_\epsilon)), \quad c_\epsilon \in \mathfrak{M}_{-\epsilon}.
\]

Assume now \( L_{x,x} \) has 1-dimensional image.

Case 1. \( a_1 a_{-1} \neq 0 \). Then \( u_{-\epsilon} xx = v \neq 0, \) hence \( c_\epsilon xx = \rho v, \rho \in F \).

Equating the components from \( \mathfrak{M}_{-\epsilon} \) then yields \(- (\rho a_\epsilon + T(c_\epsilon, a_{-\epsilon})) a_{-\epsilon} = c_\epsilon \times (2 a_\epsilon a_{-\epsilon} - 2 a_{-\epsilon}^\#) \). (12) then implies \( a_\epsilon a_{-\epsilon} - a_{-\epsilon}^\# = 0 \), one of the desired conditions. Moreover, we have \( a_1 = 0 \) if and only if \( a_{-1} = 0 \) and since \( x = a_1 u_1 + a_{-1} u_{-1} \) clearly does not satisfy the condition on \( L_{x,x} a_\epsilon \neq 0, \epsilon \neq \pm 1, \)

The above equation also yields \( \rho = -a_{-\epsilon}^{-1} T(c_\epsilon, a_{-\epsilon}) \) so, equating coefficients of \( u_{-\epsilon} \) in (13) and (14) we have, for all \( c_\epsilon, c \in \mathcal{I}, 2 \epsilon a_\epsilon^{-1} T(c_\epsilon, a_{-\epsilon}) T(a_\epsilon, a_{-\epsilon}) - 4 \epsilon a_{-\epsilon}^{-1} T(c_\epsilon, a_{-\epsilon}) a_{-\epsilon} = -2 \epsilon a_{-\epsilon}^{-1} T(a_{-\epsilon}, c_\epsilon) + 4 \epsilon T(c_\epsilon, a_{-\epsilon}^\#). \) The nondegeneracy of \( T(-,-) \) and \( a_{-\epsilon}^\# = a_{-\epsilon}^{-1} a_{-\epsilon} \) imply \( 3 a_{-\epsilon} a_{-\epsilon} = a_{-\epsilon}^{-1} T(a_\epsilon, a_{-\epsilon}) a_{-\epsilon} = a_{-\epsilon}^{-1} a_{-\epsilon}^{-1} T(a_\epsilon, a_{-\epsilon}^\#) a_{-\epsilon} = 3 a_{-\epsilon} a_{-\epsilon}^{-1} N(a_\epsilon) a_{-\epsilon} \) which completes the proof that \( x \) is of type (i).

Case 2. \( a_\epsilon \neq 0, a_{-\epsilon} = 0 \). Analyzing the Peirce components of \( u_{\epsilon} xx \) gives immediately \( u_{\epsilon} xx = 0, \) hence \( T(a_\epsilon, a_{-\epsilon}) = 0, a_{-\epsilon}^\# = 0. \)

The argument from Case 1 also yields \( a_\epsilon a_{-\epsilon} = a_{-\epsilon}^\#. \) Since in this case \( N(a_{-\epsilon}) = (1/3) a_\epsilon T(a_{-\epsilon}, a_{-\epsilon}) = 0, \) \( x \) is again of type (i).
Case 3. $\alpha_{\varepsilon} = 0$, $\varepsilon = \pm 1$. Clearly rank $x = 1$ implies either $u_\varepsilon xx = 0$ or $u_{-\varepsilon} xx = 0$ so $T(a_1, a_{-1}) = 0$. If $a_{-1}^{\#} \neq 0$, $\text{Im} L_{x, x} = \mathbb{F}(0, 0, a_{-1}^{\#}, 0)$, but then analysis of $c \pm \varepsilon xx$ yields $N(c_{-1}, a_{-1}^{\#}, a_{-1}) = 0$ for all $c \in \mathfrak{S}$, hence $a_{-1}^{\#} = 0$, a contradiction. Arguing similarly we obtain $a_{-1}^{\#} = 0$. Equating Peirce coordinates of $c \pm \varepsilon xx$ thus yields $\rho T(c_{\varepsilon}, a_{-\varepsilon}^{\#}) a_{-\varepsilon}^{\#} = T(a_{\varepsilon}, c_{-\varepsilon}) a_{-\varepsilon}^{\#} - 2(a_{-\varepsilon} \times c_{-\varepsilon}) \times a_{\varepsilon}$ (11) then implies that for suitably selected $c$ with $a_{-\varepsilon}^{\#} = 0$, $a_{-\varepsilon} = a_{\varepsilon} \times (a_{\varepsilon} \times c_{-\varepsilon}) = a_{\varepsilon} \times z_{\varepsilon}$ as desired. If $a_{-\varepsilon} = 0$, the conditions are satisfied by $z_{\varepsilon} = 0$.

Conversely, if $x$ has the form (i) or (ii), a straightforward calculation using (13), (14) and well-known identities (e.g. [4, 1.1—1.6]) relating $T(\cdot, \cdot)$, $N(\cdot)$ and $x$ yields in each case $yxx = 2(y, x)x$ for all $y \in \mathbb{W}(\mathfrak{S})$ so $x$ is rank 1.

6.2 Corollary. If $\mathfrak{S} = \mathfrak{S}(N, 1)$, dim $\mathfrak{S} \geq 3$, $x \in \mathbb{W}$ is strictly regular if and only if it is rank one.

Proof. We have already observed that strictly regular elements are rank one and the final observation of the proof of the lemma, together with the lemma, implies every rank one $x$ satisfies $yxx = 2(y, x)x$, hence $x$ is strictly regular.

Corollary 6.2 is false if $\mathfrak{S}$ is the Jordan algebra of a nondegenerate quadratic form, as $x = a_1 + b_{-1}$, $T(a, b) = 0$, is easily seen from (13) and (14) to be rank one but not strictly regular.

6.3 Corollary. If $\mathfrak{W}$ is reduced, simple, $\mathfrak{W}$ is spanned by strictly regular elements.

Proof. It suffices to assume $\mathfrak{W} = \mathfrak{W}(\mathfrak{S})$. If $\mathfrak{S} = \mathfrak{S}(N, 1)$, a density argument shows $\mathfrak{S}$ is spanned by elements $a$ with $N(a) \neq 0$. $\mathfrak{W}(\mathfrak{S})$ is then clearly spanned by $\{u_1, u_{-1}\} \cup \{a_{\lambda, \varepsilon}\} \lambda \in \mathbb{F}$ where $a_{\lambda, \varepsilon}$ is as in Lemma 6.1(i) with $\alpha_{\varepsilon} = \lambda$, $a_{-\varepsilon} = a$. If dim $\mathfrak{S} \geq 3$, $a_{\lambda, \varepsilon}$ is strictly regular by Lemma 6.1. If dim $\mathfrak{S} = 1$ or 2, $\mathfrak{S}$ is isomorphic to a subalgebra of an algebra $\tilde{\mathfrak{S}}(N, c)$, $\mathfrak{S}$ of dimension 3.

Corollary 3.2 then implies $a_{\lambda, \varepsilon}$ is strictly regular in $\mathfrak{W}(\mathfrak{S})$. If $\mathfrak{S}$ is Jordan algebra of a quadratic form, $a_1, \ldots, a_\varepsilon$ a basis for $\mathfrak{S}$, $\mathfrak{W}(\mathfrak{S})$ is spanned by $\{u_1, u_{-1}, (0, 0, a_1, 0), (0, 0, 0, a_\varepsilon)\}$ where the latter elements are seen to be strictly regular in $\mathfrak{W}(\mathfrak{S})$ by imbedding $\mathfrak{W}(\mathfrak{S})$ in $\mathfrak{W}(\mathfrak{S}^\wedge)$.

6.4 Corollary. If $\mathfrak{S}$ is simple, $x, y \in \mathfrak{W}$ strictly regular, there are strictly regular elements $x = x_0, x_1, \ldots, x_n = y$ such that $(x_i, x_{i+1}) \neq 0$.

Proof. By recoordinatizing we may assume $x = u_1$, $y = (a_1, a_{-1}, a_1, a_{-1})$. If $a_{-1} \neq 0$, $n = 1$ suffices. If $a_1 \neq 0$, $n = 2$, $x_1 = u_{-1}$ suffices. Thus we assume $a_1 = a_{-1} = 0$. If $a_{-1} \neq 0$, pick $b \in \mathfrak{S}$ such that $T(b, a_{-1}) \neq 0$. For suitable choice of $\lambda$, $b_{\lambda, -1} = x_1$, $n = 2$ suffices. Finally, if $a_{-1} = 0$, $a_1 \neq 0$ there is $c \in \mathfrak{S}$ such that $T(c, a_1) = 0$. Taking $x_{n-1} = c_{1,1}$ yields $(x_{n-1}, x_n) \neq 0$ and...
by the above arguments $x_i$, $i < n - 1$, exist satisfying the conditions.

Suppose now $\mathcal{M}$ is reduced, simple, $u_1, u_{-1}$ a pair of supplementary strictly regular elements. The Jordan algebra structure coordinatizing $\mathcal{M}$ (§5) is largely determined by the trilinear form $N_{u_1, u_{-1}}(a, b, c) = (u_1, abc)$ on the Peirce space $\mathcal{M}_1$. As a step in proving uniqueness of the coordinate algebra we have

6.5 Lemma. Let $(u_1, u_{-1})$, $(\nu_1, \nu_{-1})$ be supplementary pairs of strictly regular elements in $\mathcal{M}$. Then $N_{u_1, u_{-1}}$ is equivalent to a scalar multiple of $N_{\nu_1, \nu_{-1}}$.

Proof. We consider first the case $u_1 = \nu_1$. For this, we note that the results of §4 imply that $(Fu_1)^\perp = Fu_1 \oplus \mathcal{M}_1 \oplus \mathcal{M}_{-1}$, $\mathcal{M}$ in the Peirce decomposition relative to $(u_1, u_{-1})$. The cubic form $N(x, y, z) = (u_1, xzy)$ on $(Fu_1)^\perp$ has radical $\mathcal{N}(x, y, z) = 0 \forall x \in (Fu_1)^\perp$ by Lemma 4.1. The form $N_{u_1, u_{-1}}(a, b, c)$ on $\mathcal{M}$ is thus clearly equivalent to the form induced on $(Fu_1)^\perp / \text{Rad} \mathcal{N}$ by $\mathcal{N}$. Since this latter form is independent of the strictly regular element $u_1$, it follows that $N_{u_1, u_{-1}}$ is equivalent to $N_{u_1, u_{-1}}$. We denote the form thus by $\mathcal{N}_1$. By definition of $N_{u_1}$ it is clear that $N_{a u_1} = a N_{u_1}$ for $a \in F^*$. Also, if $(u_1, u_{-1})$ are a supplementary pair of strictly regular elements, Lemma 4.2(ii) implies $N_{u_{-1}}$ is equivalent to a multiple of $N_{u_1}$. Now if $u_1 \neq \nu_1$, Corollary 6.4 implies there exist strictly regular $u_1 = x_1, x_2, \ldots, x_n = \nu_1$ such that $(x_1, x_2, \ldots, x_n) \neq 0$. The above remarks then imply there exist $\alpha_1, \ldots, \alpha_n$ in $F^*$ such that $N_{x_i}$ is equivalent to $\alpha_{i+1} N_{x_{i+1}}$, which gives the desired result.

We need also

6.6 Lemma. Let $\mathcal{M}_i, i = 1, 2$, be simple FTS's. $\phi: \mathcal{M}_1 \to \mathcal{M}_2$ is an isomorphism if and only if $q_2(x \phi) = q_1(x)$ and $(x \phi, y \phi) = (x, y)$ for all $x, y \in \mathcal{M}_1$.

Proof. Since $\mathcal{M}_i$ are simple, $\langle -, - \rangle$ are nondegenerate by Theorem 2.1, hence $A2$ implies that the product is completely determined by the forms and one direction is clear. If $\phi$ is an isomorphism, applying $\phi$ to $A3$, considering $A3$ for $x = x \phi, y = y \phi$ and comparing when $x = y$ yields $q_2(x \phi) = q_1(x)$. If $x \neq y$, we obtain, upon subtracting the two resulting equations, $(x, x) = (y \phi, x \phi) = 0$ for all $x, y$. In particular, if $y$ is fixed and $x$ satisfies $x \phi, x \phi \neq 0$, $(y, x) = (y \phi, x \phi)$. A density argument then implies this result is valid for all $x, y$.

We let Aut $\mathcal{M}$ denote the group of automorphisms of the simple system $\mathcal{M}$,

$$G_0(\mathcal{M}) = \{ \phi \in \text{Hom} (\mathcal{M}, \mathcal{M}) | q(x \phi) = q(x) \forall x \in \mathcal{M} \}$$

$$Q_0(\mathcal{M}) = \{ \phi \in \text{Hom} (\mathcal{M}, \mathcal{M}) | (x \phi, y \phi) = (x, y) \forall x, y \in \mathcal{M} \}$$

Then we have
Corollary. \( \Aut \mathfrak{W} = G_0(\mathfrak{W}) \cap Q_0(\mathfrak{W}) \).}

We can now prove

Theorem. \( \mathfrak{W}(\mathfrak{F}) \cong \mathfrak{W}(\mathfrak{F}) \) only if there is \( \eta : \mathfrak{F} \to \mathfrak{F} \) a linear isomorphism such that \( N_\mathfrak{F}(a\eta) = \rho N_\mathfrak{F}(a) \) for all \( a \in \mathfrak{F} \), some \( \rho \in F^* \).

Proof. Let \( u_1(\mathfrak{F}) = (1, 0, 0, 0), u_{-1}(\mathfrak{F}) = (0, 1, 0, 0) \). Then \( u_\mathfrak{F}(\mathfrak{F}) \) are supplementary strictly regular elements in \( \mathfrak{W}(\mathfrak{F}) \). If \( \phi : \mathfrak{W}(\mathfrak{F}) \to \mathfrak{W}(\mathfrak{F}) \) is an isomorphism, \( \phi(u_\mathfrak{F}(\mathfrak{F})) = v_\mathfrak{F} \) are supplementary, strictly regular in \( \mathfrak{W}(\mathfrak{F}) \) by Lemma 3.1. It is easily seen, for example from (14), that \( N_{u_1}(\mathfrak{F}) = 12N_\mathfrak{F}, N_{u_{-1}}(\mathfrak{F}) = 12N_\mathfrak{F}, N_u(\mathfrak{F}) \) as in Lemma 6.5. Since \( \phi \) must preserve Peirce spaces, it must map \( \mathfrak{W}(\mathfrak{F}) \) onto the Peirce 1-space for the pair \( (v_1, v_{-1}) \). Lemma 6.6, together with the definition of \( N_u \) thus implies \( N_{u_1}(\mathfrak{F}) \) is equivalent to \( N_{v_1}(\mathfrak{F}) \). Lemma 6.5 then yields the desired result.

The converse of this theorem is proved in §7.

Corollary. If \( \mathfrak{F} \) is Jordan algebra of an admissible cubic form \( N \) with basepoint \( c \) and \( \mathfrak{W}(\mathfrak{F}) \cong \mathfrak{W}(\mathfrak{F}) \), \( \mathfrak{F} \) and \( \mathfrak{F} \) are isotopic.

Proof. By the theorem there exists \( \eta : \mathfrak{F} \to \mathfrak{F} \) such that \( N_\mathfrak{F}(a\eta) = \rho N_\mathfrak{F}(a) \) for all \( a \in \mathfrak{F} \). In particular, this implies \( N_\mathfrak{F} \neq 0 \), hence \( \mathfrak{F} \) is algebra of a nondegenerate cubic form. The results of \([10]\) (Theorem 2 and final remarks of §4) imply that \( \eta \) is an isomorphism from \( \mathfrak{F} \) to \( \mathfrak{F}(\mathfrak{F})^{-1} \).

Groups related to reduced simple FTS's. In this section we study the action of the group \( G(\mathfrak{W}) = \{ \eta \in \text{Hom}(\mathfrak{W}, \mathfrak{W}) | q(x, y) = \rho q(x) \forall x \in \mathfrak{W}, \text{some } \rho \in F^* \} \) on the triple system \( \mathfrak{W} \). We call \( \rho \) the ratio of \( \eta \). In the case \( \mathfrak{W} = \mathfrak{W}(\mathfrak{F}) \), \( \mathfrak{F} \) exceptional simple, this is an algebraic group of type \( E_7 \) \([1]\). In an auxiliary manner the group \( Q(\mathfrak{W}) = \{ \eta \in \text{Hom}(\mathfrak{W}, \mathfrak{W}) | (x, y) = \delta(x, y) \forall x, y \in \mathfrak{W}, \text{some } \delta \in F^* \} \) also arises.

We note first, as a consequence of the results of §6

Lemma. If \( x \in \mathfrak{W} \) is rank one, \( q(x, x, y, y) = 2a^2 \) for all \( y \in \mathfrak{W} \), some \( a \in F \).

Proof. Since \( x \) is rank one and since strictly regular elements span \( \mathfrak{W} \) by Corollary 6.3, for \( y \in \mathfrak{W} \), \( yL_{x,x} = \rho(y)u \) where \( \rho \) is a linear functional on \( \mathfrak{W} \) and \( u = zL_{x,x} \) for some fixed, strictly regular \( z \in \mathfrak{W} \). If \( w \perp u \), \( \langle uwL_{x,x}, y \rangle = -\langle w, yL_{x,x} \rangle = 0 \) for all \( y \in \mathfrak{W} \), hence \( \rho(w) = 0 \). This implies \( \rho(y) = \beta(y, u) \) for all \( y \in \mathfrak{W} \), some \( \beta \in F^* \), and \( \rho(z) = 1 \) implies \( \beta = (z, u)^{-1} \). Now \( q(x, x, y, y) = \langle y, yL_{x,x} \rangle = (z, u)^{-1}(y, u)^2 \) and \( \langle z, u \rangle = \langle z, zL_{x,x} \rangle = q(z, z, x, x) = (x, zL_{x,z}, z) = 2(x, z)^2 \) gives the result.

Corollary. If \( \eta \in G(\mathfrak{W}) \), \( \eta \) has ratio in \( (F^*)^2 \).
Proof. Let \( u_1, u_{-1} \) be supplementary strictly regular elements in \( \mathfrak{M} \) so
\[ q(u_1, u_1, u_{-1}, u_{-1}) = 2(u_{-1}, u_1)^2 = 2. \] Since ‘rank one’ is definable entirely in terms of \( q (u, u, x, y) = 0 \) for all \( y \in \mathfrak{M}, \) all \( x \in \mathfrak{M}, \) some \( n - 1 \) dimensional subspace \( u, \eta \) is rank one. By the lemma, \( q(u_1, u_1, u_{-1}, u_{-1}) = 2 \alpha^2 \) for some \( \alpha. \) Thus ratio \( \eta = \alpha^2 \) as desired.

If every rank one element in \( \mathfrak{M} \) is strictly regular we obtain a further result.

7.3 Lemma. If rank one implies strictly regular in \( \mathfrak{M}, \) \( G(\mathfrak{M}) \subseteq Q(\mathfrak{M}), \) and if \( \eta \) has ratio \( \rho \) in \( Q(\mathfrak{M}), \) it has ratio \( \rho^2 \) in \( G(\mathfrak{M}). \)

Proof. Let \( \eta \in G(\mathfrak{M}) \) be of ratio \( \rho^2. \) By the argument of the preceding corollary, \( u \) strictly regular in \( \mathfrak{M} \) implies \( u \eta \) rank one, hence strictly regular. Thus \( 2(u, y)^2 = q(u, u, y, y) = \rho^{-2}q(u, u, y, y) = 2 \rho^{-2}(u, y)^2 \) so \( q(u, u, y, y) = \pm \rho(u, y) \) for all \( y \in \mathfrak{M}. \) Since for any \( y, \) \( i = 1, 2, \) \( \langle u, y_1 + y_2 \rangle \eta = \pm \rho(u, y_1) \) \( \pm \rho(u, y_2), \) the sign is dependent only on \( u. \) We can thus partition the set of strictly regular elements into classes \( \mathcal{X}, \epsilon = \pm 1, \) depending on the sign of \( \rho \) occurring. If \( (u, v) \neq 0, \) \( u, v \) strictly regular, \( \epsilon_u (u, v) = (\eta, \eta) = \epsilon_v (u, v) \) so \( \epsilon_u = \epsilon_v \) and \( u, v \) are in the same class. In particular, \( u_1, u_{-1} \) (for some given coordinatization) are in the same class, say \( X. \) Moreover, the classes \( X_1 \) and \( X_{-1} \) are orthogonal, hence every element of \( X_{-1} \) is of form \( (i) \) of Lemma 6.1. For such an element \( (0, 0, a_1, a_{-1}) \) we must have also \( (0, 0, a_1, 0), (0, 0, 0, a_{-1}) \) in \( X_{-1} \) by an additive argument as above, but the same argument implies \( u_1 + (0, 0, 0, a_{-1}) \in X_{-1}, \) hence \( u_1 \in X_{-1}, \) or \( u_{-1} + (0, 0, a_1, 0) \in X_{-1}, \) hence \( u_{-1} \in X_{-1}, \) both of which are impossible. It follows that \( a_{-1} = a_1 = 0 \) and \( X_{-1} = \{0\}. \) Thus the sign of \( \rho \) is constant for all strictly regular \( u, \) all \( y \in \mathfrak{M}. \) Since the strictly regular elements span \( \mathfrak{M} \) the result follows.

In particular, Corollary 6.2 implies that the result of the lemma holds for \( \mathfrak{M} = \mathfrak{M}(\mathfrak{J}), \) \( \mathfrak{J} \) the Jordan algebra of an admissible cubic form, a result analogous to that in \([3, \text{Lemma } 1]. \) The result is false, however, when \( \mathfrak{J} \) is Jordan algebra of a quadratic form since in this case \( q(x) = 12B(x)^2 \) where \( B(x) \) is a quadratic form. It is easy to show that there is \( T \in \text{Hom} (\mathfrak{M}, \mathfrak{M}) \) such that \( B(xT) = \lambda B(x) \) for all \( x \in \mathfrak{M} \) but \( (xT, yT) \neq \pm \lambda (x, y). \)

It is clear that the results 6.6, 6.7, 7.2 and 7.3 remain valid when the transformations in question are replaced by their semilinear analogues. The same will be seen to be true of Lemma 7.5, though for brevity we restrict our attention to the linear case.

We define now a particularly simple type of transformation from \( \mathfrak{M}(\mathfrak{J}_1) \) to \( \mathfrak{M}(\mathfrak{J}_2) \) which preserves forms up to scalar multiples. Let \( \mathfrak{J}_1, \mathfrak{J}_2 \) be Jordan algebras as in §1, \( N_1, N_2 \) the associated cubic forms and \( \eta \in \text{Hom} (\mathfrak{J}_1, \mathfrak{J}_2) \)
such that \( N_2(a\eta) = \rho N_1(a) \) for all \( a \in S_1 \), some \( \rho \in F^* \), \( \eta \) bijective. Let \( \pi \) be a permutation on \( \{1, -1\} \) and \( \lambda \in F^* \). Define \( \eta^* \in \text{Hom}(S_2, S_1) \) by \( T_2(a, b\eta) = T_1(a\eta, b) \), \( T_1(-, -) \) denoting the trace form on \( S_2 \). Clearly \( T_2(a\eta^* - 1, b\eta) = T_1(a, b) \) for all \( a, b \in S_2 \). We have also \( (a\eta)^{n_2} = \rho a^{n_1} \eta^* - 1 \), \( (a\eta^* - 1)^{n_2} = \rho - 1 a^{n_1} \eta \) and \( N_2(a\eta^{n_1* - 1}) = \rho^{-1} N_1(a) \) since these are trivial if \( S_2 \) are algebras of quadratic forms and are 1.21 and 1.22 of [4] if \( S_2 \) are algebras of cubic forms.

One can verify easily that the linear mapping defined by

\[
\eta^*: u_1 \rightarrow \lambda^{-1} \rho^{-1} u_1 \pi, \quad u_{-1} \rightarrow \lambda^2 \rho u_{-1} \pi, \\
a_1 \rightarrow \lambda(a\eta)_{1\pi}, \quad a_{-1} \rightarrow (a\eta^* - 1)(-1)_{1\pi}, \quad \lambda \in F^*,
\]

satisfies \( q_2(x\eta^*_\lambda) = \lambda^2 q_1(x), \langle x\eta^*_\lambda, y\eta^*_\lambda \rangle_2 = (1\pi)\lambda(x, y)_1 \) for all \( x, y \in S(S_2) \).

This gives immediately the converse to Theorem 6.8.

7.4 Theorem. If there is bijective \( \eta \in \text{Hom}(S_2, S_1) \) such that \( N_2(a\eta) = \rho N_1(a) \) for all \( a \in S_2 \), some \( \rho \in F^* \), then \( S(S_2) \cong S(S_1) \).

Proof. Take \( \eta^* \) and use Lemma 6.6.

We also have half of the characterization of a class of elements of \( G(S(S_2)) \), namely

7.5 Lemma. Let \( u, \epsilon = \pm 1 \), be the usual supplementary, strictly regular elements in \( S(S_2) \). \( \phi \in G(S(S_2)) \) leaves invariant \( F u + F u_{-1} \) if and only if there is \( \eta \in \text{Hom}(S_2, S_1) \) such that \( N(a\eta) = \rho N(a) \) for all \( a \in S_2 \), a permutation \( \pi \) of \( \{1, -1\} \) and \( \lambda \in F^* \) such that \( \phi = \eta^*_{\lambda} \).

Proof. Clearly \( \eta^*_{\lambda} \) is of the desired type. Suppose \( \phi \in G(S(S_2)) \) leaves \( F u + F u_{-1} \) invariant. \( \phi \) is nonsingular since otherwise \( q(x, y, z, w) = (x, yzw) = 0 \) for some \( x, z, w \in S(S_2) \), which implies \( (Fx)_{\perp} \) is an ideal in the simple algebra \( S(S_2) \). From Corollary 3.7 we have, since \( \phi \in G(S(S_2)) \), \( \phi_{\epsilon} = \rho_{\epsilon} u e_{\pi} \) a permutation of \( \{1, -1\} \). Replacing \( \phi \) by \( \phi_{\epsilon} = \phi_{\epsilon}(l^1\pi_{-1}) \) we may assume \( u_{\epsilon} \phi_{\epsilon} = \rho_{\epsilon} u_{\epsilon} \). This implies \( q(x\phi_{\epsilon}) = (\rho_1\rho_{-1})^2 q(x), \langle x\phi_{\epsilon}, y\phi_{\epsilon} \rangle = \rho_1\rho_{-1}(x, y) \). For \( \lambda = \rho_1\rho_{-1} \) we have \( \phi_{\epsilon} = \phi_1(l^1\pi_{-1}) \) is an automorphism by Corollary 6.7. Thus \( \phi_{\epsilon} \) maps Peirce spaces onto themselves. Denoting by \( a_{1\pi} \) (resp. \( a_{-1\pi} \)) the element \( (0, 0, a, 0) \) (resp. \( (0, 0, 0, a) \)), \( a \in S_1 \), we define \( \eta_{\epsilon} \in \text{Hom}(S_2, S_1) \) by \( a_{\epsilon}\phi_{\epsilon} = (a_{\eta e})_{\epsilon} \). Again writing \( u_{\epsilon} \phi_{\epsilon} = \rho_{\epsilon} u_{\epsilon} \) and noting \( \rho_{\epsilon}\rho_{-1} = 1 \) we have \( \rho_{-1} = \rho_{-1}^{-1} \).

Applying \( \phi_{\epsilon} \) to \( u_{1\pi} + a_{1\pi} \) and evaluating \( q(-) \) yields \( N(a) = \rho_1 N(a_{\eta 1}) \) and similarly \( N(a) = \rho_{-1} N(a_{\eta_{-1}}) \). Since \( (a_{1\pi}, b_{-1\pi} \phi_{\epsilon}) = (a_{1}, b_{-1\phi_{\epsilon}}) \) we have \( T(a_{1\pi}, b_{-1}) = T(a, b) \), hence \( \eta_{-1} = \eta_{-1}^{* - 1} \). It follows immediately that \( \phi_{\epsilon} = \eta^*_{\lambda} \) where \( \eta = \eta_1 \), hence \( \phi = \eta^*_{\lambda} = \eta^*_{\lambda} \) as desired.

We now have

7.6 Theorem. Let \( (u_{1\pi}, u_{-1\pi}), (v_{1\pi}, v_{-1\pi}) \) be supplementary pairs of strictly
regular elements in \( R \), \( R \) simple. Then there is \( \phi \in \text{Aut} R \) such that \( u_\epsilon \phi = \rho_\epsilon v_\epsilon \), \( \rho_\epsilon \in R^* \).

**Proof.** Replacing the pairs \((u_\epsilon), (v_\epsilon)\) by suitable scalar multiples \((\tilde{u}_\epsilon), (\tilde{v}_\epsilon)\) we can coordinatize \( R \) to obtain \( R \cong \mathbb{R}(\tilde{\gamma}), \mathbb{R} \cong \mathbb{R}(\tilde{\delta}) \) where \( \tilde{\gamma}, \tilde{\delta} \) are Jordan algebras with cubic forms \((1/12)N_{u_1, u_{-1}}, (1/12)N_{v_1, v_{-1}}\) respectively. By Lemma 6.5 there is \( \eta: \tilde{\gamma} \to \tilde{\delta} \) such that \( N_{\epsilon}(a\eta) = \rho N_{\gamma}(a) \) for all \( a \in \tilde{\gamma} \), some \( \rho \in F^* \). The mapping \( \phi = \eta_1^{1/2} \) is thus an automorphism with the desired properties.

**7.7 Corollary.** \( \text{Aut} R \) acts transitively on the set of strictly regular elements (taken projectively).

**Proof.** The result follows immediately from the fact that every strictly regular element can be embedded in a supplementary pair (see proof of Theorem 3.3).

**7.8 Corollary.** \( G(\mathbb{R}) \) acts transitively on the set of strictly regular elements.

**Proof.** Immediate from Corollary 7.7 and the fact that \( \phi \in \text{Aut} \mathbb{R}, \rho \in F^* \) implies \( \rho \phi \in G(\mathbb{R}) \).

We denote by \( R(\mathbb{R}) \) the subgroup of \( F^* \) of all \( \rho \) such that there is \( \eta \in \text{Hom}(\tilde{\gamma}, \tilde{\delta}) \) with \( N(a\eta) = \rho N(a) \) for all \( a \in \tilde{\gamma} \). We then have

**7.9 Corollary.** The number of conjugacy classes of supplementary pairs of strictly regular elements in \( \mathbb{R}(\mathbb{R}) \) under the action of \( \text{Aut} \mathbb{R}(\mathbb{R}) \) is the index of \( R(\mathbb{R}) \) in \( F^* \).

**Proof.** If \( u_1, u_{-1} \) are the canonical strictly regular elements in \( \mathbb{R}(\mathbb{R}) \), Theorem 7.6 implies that any supplementary pair is conjugate to a pair \((\lambda u_1, \lambda^{-1} u_{-1})\). It thus suffices to determine the number of conjugacy classes among these pairs. Suppose \( \phi \in \text{Aut} \mathbb{R}(\mathbb{R}), u_\epsilon \phi = \rho_\epsilon u_\epsilon \). Lemma 7.5 implies \( \phi = \eta_1^\lambda \) and the fact that ratio \( \phi = 1 \) (Corollary 6.7) implies \( \lambda = 1 \), hence \( \rho_1 \in R(\mathbb{R}) \). If \( u_\epsilon \phi = \rho_\epsilon u_{-1} \), \( u_1 \phi_1^{1/2} = \rho_{-1} u_1 \) so \( \rho_{-1} \in R(\mathbb{R}) \). Since \( \rho_1 = \rho_{-1}^{-1} \), \( \rho_1 \in R(\mathbb{R}) \). Thus \( (\lambda u_1, \lambda^{-1} u_{-1}) \) is conjugate to \( (\delta_1 u_1, \delta_{-1} u_{-1}) \) if and only if \( \lambda_1 \delta_{-1}^{-1} \in R(\mathbb{R}) \).

Since the results of \( \S 3 \) show that elements \( x \) with \( q(x) = 12 \) are uniquely expressible as sums of supplementary pairs of strictly regular elements, Corollary 7.9 could also be phrased in terms of conjugacy classes of elements with \( q(x) = 12 \). In the particular case \( \mathbb{R} = \mathbb{R}(\mathbb{R}), \mathbb{R} \) reduced, exceptional simple, the fact that \( R(\mathbb{R}) = F^* \) gives as a special case the result of Brown [1].

**7.10 Theorem.** If \( \mathbb{R} \) is reduced, exceptional simple, \( \text{Aut} \mathbb{R}(\mathbb{R}) \) acts transitively on the set of \( x \in \mathbb{R}(\mathbb{R}) \) with \( q(x) = 12 \).
8. Simple FTS's over special fields. In this section we apply the techniques of Galois descent to show that, over special fields, the FTS forms of \( \mathfrak{M}(\mathfrak{S}) \), \( \mathfrak{S} \) exceptional central simple Jordan, are always reduced.

Using the usual terminology of Galois descent, if \( F \subseteq K \) are fields and \( \mathfrak{M} \) is a FTS over \( K \), and \( F \)-form of \( \mathfrak{M} \) is an \( F \)-subspace of \( \mathfrak{M} \), closed under the product of \( \mathfrak{M} \), such that \( K \mathfrak{M} = \mathfrak{M}, \) \( \dim_F \mathfrak{M} = \dim_K \mathfrak{M} \). If \( K \) is finite Galois over \( F \) with group \( G \) it is well known \([8]\) that the \( F \)-forms of \( K \) are in one-one correspondence with the homomorphisms \( \eta: G \rightarrow \text{Saut} \mathfrak{M}, \) \( \text{Saut} \mathfrak{M} \) the group of semilinear automorphisms, where \( \eta(s) \) is \( s \)-semilinear. The correspondence is given simply by \( \eta \mapsto \mathfrak{M}_\eta = \{ x \in \mathfrak{M} \mid x \eta(s) = x \ \forall s \in G \}. \)

If \( \mathfrak{M} \) is an \( F \)-form of \( \mathfrak{M} \), \( x \in \mathfrak{M} \), \( A3 \) with \( x = y \) yields \( (xxx)xx = q(x)x \), hence \( q(x) \in F \) for all \( x \in \mathfrak{M} \). This implies \( (y, xxx) \in F \) for all \( y \in \mathfrak{M} \) and that \( q \) induces a nontrivial quartic form on \( \mathfrak{M} \). If \( q(x) \neq 0 \), \( x \) and \( xxx \) are linearly independent in \( \mathfrak{M} \), hence in \( \mathfrak{M} \), so \( A3 \) implies \( (y, x) \in F \) for all \( y \in \mathfrak{M} \). A density argument then shows \( \langle \cdot, \cdot \rangle \) induces a skew form on \( \mathfrak{M} \) and \( \mathfrak{M} \) is a FTS.

Let \( \mathfrak{M} \) be an arbitrary FTS over \( F \) such that \( \mathfrak{M}_0 \) is simple, \( \Omega \) an algebraic closure of \( F \), suppose \( \beta \in F^\times / F^\times 2 \) and \( x \in \mathfrak{M} \) with \( q(x) = \beta \). Then \( \mathfrak{M}_K \) is reduced, simple for \( K = F(\beta), \beta \in (\beta/12)^{1/4} \), by Corollary 3.4. In fact, Lemma 3.6 shows that in \( \mathfrak{M}_K \), \( x \) is uniquely expressible as a sum of strictly regular elements \( u_1, u_{-1} \). By the results of \( \S 5 \), for suitable \( \delta \in K^* \), we can coordinatize \( \mathfrak{M}_K \) as \( \mathfrak{M}(\mathfrak{S}) \) relative to the pair \( \bar{u}_1 = \delta_1 u_1, \bar{u}_{-1} = \delta_2 u_{-1} \). The Galois descent characterization of forms of \( \mathfrak{M}_K \) shows that \( \mathfrak{M} \) is the fixed point set of some semiautomorphism \( \phi \) of two on \( \mathfrak{M}_K \). Since \( x_0 = x, u_0 \phi = \rho u_0 - x \) so, by the semilinear analogue to Lemma 7.5, \( \phi : \eta^\lambda \) for some permutation \( \pi \) of \( \{1, -1\}, \) some \( \lambda \in K^* \), and some semilinear map \( \eta: \mathfrak{S} \rightarrow \mathfrak{S} \) such that \( N(\eta) = \rho N(a)^s \) for all \( a \in \mathfrak{S}, \) \( s \) denoting the nontrivial \( F \)-automorphism of \( K \). Since \( \phi \) is a semiautomorphism we must also have \( \lambda = \pi \eta \) by Corollary 6.7 and, since \( \phi^2 = 1 \) we have either \( \pi \lambda = \eta \) if \( \pi = 1 \) or \( \pi = \eta \) if \( \pi = (1, -1) \).

If \( \pi = 1, \bar{u}_1 \phi = \rho u_1 \) and \( \phi^2 = 1 \) implies \( \rho = 1 \) and thus \( \rho = y^{-1}y^\delta \) for some \( y \in K^*. \) \( \phi \) thus fixes \( y^\delta u_1 \) which is strictly regular, hence \( \mathfrak{M} \) contains a strictly regular element and is reduced.

If \( \pi \neq 1 \) we have for \( \mathfrak{M}_K \) \( \mathfrak{M}(\mathfrak{S}) \)

8.1 Lemma. \( \mathfrak{M} \) is reduced if and only if there is \( a \in \mathfrak{S}, \) \( N(a) \neq 0 \) and \( \delta \in K^* \) such that \( \eta = \delta a^N. \)

Proof. If \( \mathfrak{M} \) is reduced, \( \mathfrak{M} \) is spanned by strictly regular elements by Corollary 6.3. Thus there is strictly regular \( y = (a, \beta, a, b) \in \mathfrak{M}(\mathfrak{S}) \) with \( a \neq 0 \) such that \( y \phi = y. \) Since \( \phi \) interchanges \( u_1 \) and \( u_{-1} \) this implies \( \beta \neq 0 \) and Lemma 6.1 thus implies \( b \neq \delta a^\# , \) \( N(a) \neq 0 \) which establishes the necessity of the condition.
Conversely if $a\eta = \delta a^\#$ (note that this immediately implies $\mathfrak{g}$ is not the algebra of a quadratic form), $(\delta^s)^{-1}a = a^\#\eta^{-1} = -a^\#\eta^* = -\rho^{-1}(a\eta)^\# = -\rho^{-2}\delta^2 a^\# = -\rho^{-1}\delta^2 N(a)$ (using conditions relating $\eta$ and $\#$ preceding (15), §7). Thus $\rho = -\delta^s\delta^2 N(a)$ and it is easy to verify that $\phi$ fixes the strictly regular element $y = (\rho\delta^{-s}, \delta^{-s}, -a, \delta a^\#)$ since $\eta^* = -\eta$ implies $\rho^s = -\rho$.

An immediate consequence of the lemma is that, for suitably selected fields $F$, there exist nonreduced, simple FTS's. The simplest example involves $K = F(\sqrt{a})$, a quadratic extension of $F$ with nontrivial automorphism $\sigma$. Let $\mathfrak{g}$ be Jordan algebra of a quadratic form over $F$ and let $\eta = \sqrt{\mu}(l \oplus \sigma)$ act on $\mathfrak{g}_K$. The semilinear map $\phi = \eta^{(1, -1)}$, $\lambda = -1$, $\rho = \sqrt{\mu}$, is a semiautomorphism of $\mathfrak{g}(\mathfrak{g}_K)$ of order 2 which fixes a simple $F$-form $\mathfrak{g}$ which cannot be reduced since $\eta$ is nonsingular and $a^\# = 0$ for all $a \in \mathfrak{g}_K$. A less trivial example occurs if $F$ is taken to be the rational function field $Q(x_1, x_2, x_3, x_4)$, $K = F(\sqrt{-1})$. The semilinear map $C(s)$ given in [6] acts on a split exceptional algebra $\mathfrak{g}$ over $K$ and has property $aC(s) \neq \delta(a \times a)$ for all $a \in \mathfrak{g}$, $N(a) \neq 0$. Thus the semiautomorphism $\eta^{(1, -1)}$, $\lambda = -1$, $\eta = \sqrt{-1}C(s)$ defines a nonreduced $F$-form of $\mathfrak{g}(\mathfrak{g})$.

We have finally

8.2 Theorem. Let $\mathfrak{g}$ be an $F$-form of a FTS $\mathfrak{g}(\mathfrak{g})$, $\mathfrak{g}$ exceptional simple. Then $\mathfrak{g}$ is reduced if $F$ is finite, real, $p$-adic, or algebraically closed.

Proof. The algebraically closed case is just Corollary 3.5. In the remaining cases pick $x \in \mathfrak{g}$ with $q(x) = \beta \neq 0$. If $\beta/12$ is a square, $\mathfrak{g}$ is reduced by Corollary 3.4. We thus assume $K = F(\sqrt{\beta})$, $\beta = (\beta/12)^{1/4}$, is a quadratic extension of $F$ such that $\mathfrak{g}_K = \mathfrak{g}(\mathfrak{g})$, $\mathfrak{g}$ an exceptional Jordan algebra, and such that $x = u_1 + u_{-1}$. $\mathfrak{g}$ is the canonical strictly regular elements (see above remarks). $\mathfrak{g}$ is thus the fixed point set of a semiautomorphism $\eta^\lambda$ as above. If $\pi$ is the identity, $\mathfrak{g}$ is reduced. Thus we assume $\pi = (1, -1)$, $\lambda = -1$, $\eta^* = -\eta$. It suffices to show that, for the given fields, such an $\eta$ always satisfied the conditions of Lemma 8.1. For this we replace $\eta$ by $\beta\eta = \eta$ to obtain $\eta^* = \eta$ and observe that precisely this result is proved in [6, Lemma 3 and preceding statements and proof of Theorem 5].

Note. The theorem is also true if $F$ is an algebraic number field. A proof of this fact will be incorporated in a forthcoming paper by the author on classification of Lie algebras of type $E_7$.
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