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ABSTRACT. It is shown that the Lusin area integral for the unit circle is a bounded operator on any weighted $L^p$ space, $1 < p < \infty$, on which the conjugate function is a bounded operator. Results are also proved for the case $0 < p \leq 1$.

1. Introduction. The purpose of this paper is to derive several weighted norm inequalities for the Lusin area integral. Specifically, let $f(z)$, $z = re^{i\theta}$, be a function which is either harmonic or analytic in the disc $|z| < 1$, and let

$$S(f)(\theta) = \left( \int_{\Gamma(\theta)} |(\nabla f)(re^{i\phi})|^2 rdrd\phi \right)^{1/2},$$

where $\Gamma(\theta) = \Gamma(\theta, \delta), 0 < \delta < 1$, is the open conical region bounded by the two tangents from $e^{i\theta}$ to $|z| = \delta$ and the more distant arc of $|z| = \delta$ between the points of contact. If $f$ is analytic and belongs to the Hardy space $H^p$, $0 < p < \infty$, then by [11]

$$\left( \int_0^{2\pi} S(f)^p(\theta) d\theta \right)^{1/p} \leq c \left( \int_0^{2\pi} |f(\theta)|^p d\theta \right)^{1/p},$$

where $f(\theta)$ denotes the boundary value of $f$ at $e^{i\theta}$ and $c$ is a constant independent of $f$. For a real-valued harmonic $f(z)$ which is the Poisson integral of $f(\theta)$, the same inequality holds for $1 < p < \infty$ and there is of course a weak-type result when $p = 1$.

For harmonic $f$ and $1 < p < \infty$, we will be interested in deriving the inequality

$$(1.1) \quad \left( \int_0^{2\pi} S(f)^p(\theta) w(\theta) d\theta \right)^{1/p} \leq c \left( \int_0^{2\pi} |f(\theta)|^p w(\theta) d\theta \right)^{1/p}$$

for a large class of nonnegative periodic weight functions $w$. We will also give related results when $0 < p \leq 1$. Some problems of this kind for very special
weights \( w \) have already been studied in [8] and [10].

In order to give a better description of the class of weight functions that we will consider, let us briefly recall the results proved in [7] and [13] for the conjugate function. Let \( f(\theta), 0 \leq \theta < 2\pi \), be periodic and integrable over \((0, 2\pi)\), and let

\[
\tilde{f}(\theta) = \text{p.v.} \frac{1}{n} \int_{-\pi}^{\pi} \frac{f(\theta - \phi)}{2 \tan(\phi/2)} \, d\phi
\]

be its conjugate function. In [7], H. Helson and G. Szegö proved the remarkable result that

\[
\left( \int_{0}^{2\pi} |\tilde{f}(\theta)|^2 \, w(\theta) \, d\theta \right)^{1/2} \leq c \left( \int_{0}^{2\pi} |f(\theta)|^2 \, w(\theta) \, d\theta \right)^{1/2}
\]

with \( c \) independent of \( f \) if and only if \( w = e^{u+\tilde{v}} \) where \( u \) is a bounded function and \( \tilde{v} \) is the conjugate (normalized as above) of a bounded function \( v \) satisfying \( \|v\|_\infty < \pi/2 \) (strict inequality). Whenever a weight function \( w \) satisfies this condition we shall say that it has the Helson-Szegö form.

In [13] it is shown that \( w \) has the Helson-Szegö form if and only if

\[
\left( \int_{|I|} \frac{1}{|I|} \int_{I} w(\theta) \, d\theta \right) \left( \int_{|I|} \frac{1}{|I|} \int_{I} w(\theta)^{-1} \, d\theta \right) \leq c,
\]

for every interval \( I \) which has length less than or equal to \( 2\pi \) and center in \((0, 2\pi)\), with \( c \) independent of \( I \). Moreover, it is shown that a necessary and sufficient condition for the inequality

\[
C_p \left( \int_{0}^{2\pi} |\tilde{f}(\theta)|^p \, w(\theta) \, d\theta \right)^{1/p} \leq c \left( \int_{0}^{2\pi} |f(\theta)|^p \, w(\theta) \, d\theta \right)^{1/p}
\]

for a given \( p, 1 < p < \infty \), is that \( w \) satisfy the condition

\[
A_p \left( \frac{1}{|I|} \int_{I} w(\theta) \, d\theta \right) \left( \frac{1}{|I|} \int_{I} w(\theta)^{-1/(p-1)} \, d\theta \right)^{p-1} \leq c,
\]

with \( c \) independent of \( I \), for intervals \( I \) of the kind described above.

A simple application of Hölder's inequality shows that if \( w \) satisfies \( A_p \) for a given \( p \) then it also satisfies \( A_q \) for any \( q \) with \( p \leq q < \infty \). In particular, if \( w \) satisfies \( A_p (C_p) \) for some \( p < 2 \) then it satisfies \( A_2 (C_2) \), and so has the Helson-Szegö form.

It is simple to check that \( w \) satisfies \( A_p \) for some \( p, 1 < p < \infty \), if and only if \( w^{-1/(p-1)} \) satisfies \( A_{p'}, 1/p + 1/p' = 1 \). Thus if \( w \) satisfies \( A_p (C_p) \) for some \( p > 2 \), then since \( p' < 2 \), \( w^{-1/(p-1)} \) has the Helson-Szegö form.

A certain weak-type result \( C_1 \) for \( p = 1 \) is also derived in [13], the necessary and sufficient condition then being
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\( w^*(\theta) \leq cw(\theta), \)

where

\[
 w^*(\theta) = \sup_{\theta, |I| \leq 2\pi} \frac{1}{|I|} \int_I u(\phi) \, d\phi
\]

is the Hardy-Littlewood maximal function of \( w \).

In the case \( p > 1 \), our main result is that any weight which satisfies \( C_p \) also satisfies (1.1). In fact we shall prove the following theorem.

**Theorem 1.** Let \( 1 < p < \infty \). If \( w \) satisfies \( C_p \) and \( f \) is a harmonic function which satisfies

\[
 \sup_{0 < r < 1} \left( \int_0^{2\pi} |f(re^{i\theta})|^p \, w(\theta) \, d\theta \right)^{1/p} = M < \infty,
\]

then

\[
 \left( \int_0^{2\pi} S(f)^p(\theta) \, w(\theta) \, d\theta \right)^{1/p} \leq cM
\]

with \( c \) independent of \( f \).

As we shall show in Lemma 6 below, hypothesis (1.2) for a \( w \) satisfying \( A_p \) actually amounts to assuming that \( f(re^{i\theta}) \) is the Poisson integral of a function \( f(\theta) \) satisfying

\[
 c_1 M \leq \left( \int_0^{2\pi} |f(\theta)|^p \, w(\theta) \, d\theta \right)^{1/p} \leq c_2 M.
\]

We prove the case \( p \geq 2 \) of Theorem 1 in §3. In §4, we prove the case \( 1 < p < 2 \) as well as state and derive several related results and corollaries for \( 0 < p \leq 1 \). §2 contains various known facts and lemmas that we will need in the later sections.

This paper is intended as a step in finding weighted versions of Littlewood-Paley theorems. It leaves open several interesting problems, such as non-periodic versions, extensions to higher dimensions and the validity of an inequality opposite to that given in Theorem 1. These questions will be treated in a sequel to this paper. We are indebted to Professor B. Muckenhoupt and Professors C. Fefferman and E. M. Stein for making preprints of their papers [12] and [4] available to us.

2. Preliminaries. We begin by observing that if \( w \) satisfies condition \( A_p \), \( 1 < p < \infty \), then

\[
 \frac{1}{|I|} \int_I w(\theta) \, d\theta \approx \left( \frac{1}{|I|} \int_I w(\theta)^{-1/(p-1)} \, d\theta \right)^{-(p-1)},
\]
by which we mean that there exist positive constants \( c_1 \) and \( c_2 \) such that

\[
\left( \frac{1}{|l|} \int_I u(\theta) \, d\theta \right)^{1/(p-1)} \left( \frac{1}{|l|} \int_I u(\theta)(\theta)^{-1/(p-1)} \, d\theta \right)^{p-1} \leq c_2
\]

for all relevant intervals \( I \). The right-hand inequality is just \( A_p \); and the left-hand inequality with \( c_1 = 1 \) follows by applying Hölder's inequality to \( 1 = |l|^{-1} \int_I u(\theta)^{1/p} u(\theta)^{-1/(p-1)} \, d\theta \) with exponents \( p \) and \( p' \), \( 1/p + 1/p' = 1 \).

Suppose now that \( w \) has the special form \( u(\theta) = e^v(\theta) \) where \( v(\theta) \) is a bounded function. With such a function \( w \) we shall associate the analytic function \( W(z) = e^{\tilde{v}(z) - iv(z)} \), where \( v(z) \) and \( \tilde{v}(z) \) denote the Poisson and conjugate Poisson integrals of \( v(\theta) \). (See also [7].) Thus

\[
|W(z)| = e^v(z) \quad \text{has boundary values} \quad e^{\tilde{v}(\theta)} = u(\theta).
\]

If, in addition, \( \|v\|_\infty < \pi/2 \) (strict inequality) then \( w \) is integrable over \((0, 2\pi)\). (In fact, by [14, p. 254], \( w \) is integrable to a power \( p_1 > 1 \).) In this case, let \( w(z) \) denote the Poisson integral of \( w \). Since \( \tilde{v}(z) \) is the Poisson integral of \( \log w(\theta) \), it follows easily from Jensen's inequality for convex functions that \( |W(z)| \leq w(z) \). In particular, \( W \in H^1 \). Since \( |v(z)| \leq c < \pi/2 \), \( |W(z)| \approx \text{Re}[W(z)] \).

(See also [6] and [7, p. 131].) Since the harmonic function \( \text{Re}[W(z)] \) is the Poisson integral of its boundary values, and these boundary values are \( e^\tilde{v}(\theta) \cos v(\theta) = w(\theta) \cos v(\theta) \approx u(\theta) \), we have

\[
|W(z)| \approx w(x) \quad \text{if} \quad u(\theta) = e^{\tilde{v}(\theta)} \quad \text{with} \quad \|v\|_\infty < \pi/2.
\]

In particular, if we denote \( u(\theta)^{-1} = e^{-\tilde{v}(\theta)} \) by \( u_1(\theta) \) and observe that \( w_1 \) has the same form as \( w \), we see that its Poisson integral \( w_1(z) \approx |W(z)^{-1}| \).

Thus,

\[
w(z)w_1(z) \approx 1 \quad \text{if} \quad u(\theta) = e^{\tilde{v}(\theta)} \quad \text{with} \quad \|v\|_\infty < \pi/2.
\]

Lemma 1. If \( u(\theta) = e^{\tilde{v}(\theta)} \) with \( \|v\|_\infty < \pi/2 \) then \( w \) satisfies \( A_2 \) and

\[
w(re^{i\theta}) \approx \frac{1}{1 - r} \int_{|\theta - \phi| < 1 - r} w(\phi) \, d\phi.
\]

Simple estimates on the Poisson kernel \( P(r, \theta) \) show that \( P(r, \theta) \approx 1/(1 - r) \) for \( |\theta| < 1 - r \). Thus for any Poisson integral \( g(re^{i\theta}) = \int_{-\pi}^{\pi} g(\theta - \phi) P(r, \phi) \, d\phi \) with \( g \geq 0 \), we have

\[
g(re^{i\theta}) \geq \frac{c}{1 - r} \int_{|\phi| < 1 - r} g(\theta - \phi) \, d\phi.
\]

Therefore, by (2.4),

\[
c_1 \geq w(re^{i\theta})w_1(re^{i\theta}) \geq cw(re^{i\theta}) \left( \frac{1}{1 - r} \int_{|\theta - \phi| < 1 - r} w(\phi)^{-1} \, d\phi \right),
\]
which in turn implies that
\[
c_1 \geq c \left( \frac{1}{1 - r} \int_{|\theta - \phi| < 1 - r} w(\phi) d\phi \right) \left( \frac{1}{1 - r} \int_{|\theta - \phi| < 1 - r} w(\phi)^{-1} d\phi \right).
\]
This inequality shows that \( w \) satisfies \( A_2 \) for all intervals \( I \) of length less than 1. But since \( w \) and \( w^{-1} \) are integrable, the condition for \( 1 \leq |I| \leq 2\pi \) is immediate. Thus \( w \) satisfies \( A_2 \). But then the former inequality together with (2.1) for \( p = 2 \) gives
\[
w(re^{i\theta}) \leq \frac{1}{|1 - r|} \int_{|\theta - \phi| < 1 - r} w(\phi) d\phi.
\]

The following two important properties of weights \( w \) satisfying \( A_p \) are proved in [12].

**Lemma 2.** Let \( f^*(\theta) = \sup_{|I| \leq 2\pi} \left| \int_{I} f(\phi) d\phi \right| \) be the Hardy-Littlewood maximal function of \( f \). Then a necessary and sufficient condition for the inequality
\[
\left( \int_{0}^{2\pi} (\sup_{|I| \leq 2\pi} \left| \int_{I} f(\phi) d\phi \right|)^p d\theta \right)^{1/p} \leq c \left( \int_{0}^{2\pi} \left| f(\theta) \right|^p w(\theta) d\theta \right)^{1/p}
\]
for some \( p, 1 < p < \infty \), is that \( w \) satisfy \( A_p \).

A weak-type version of Lemma 2 for \( p = 1 \) was obtained earlier by C. Fefferman and E. M. Stein [5].

It follows easily from Hölder's inequality that a weight \( w \) which satisfies \( A_p \) also satisfies \( A_q \) for all \( q \geq p \). The next lemma states essentially that \( w \) also satisfies \( A_{p-\epsilon} \) for sufficiently small \( \epsilon > 0 \).

**Lemma 3.** If \( w \) satisfies \( A_p \) for some \( p, 1 < p < \infty \), there exists \( p_1 > 1 \) such that \( w^{1/p_1} \) satisfies \( A_p \) and
\[
\left( \frac{1}{|I|} \int_{I} w(\theta)^{p_1} d\theta \right)^{1/p_1} \leq \frac{c}{|I|} \int_{I} w(\theta) d\theta
\]
for all \( I \).

The next lemma states some useful known relations between Poisson integrals and Hardy-Littlewood maximal functions.

**Lemma 4.** Let \( g(z) \) be the Poisson integral of a nonnegative function \( g \) and let \( \Gamma(re^{i\theta}) \) be the conical region bounded by the tangents from \( re^{i\theta} \) to \( |z| = \delta \) and the more distant arc of \( |z| = \delta \) between the points of contact. Then
\[
\sup_{\Gamma(re^{i\theta})} g(z) \geq c \sup_{1 - r \leq |\phi| \leq r} \frac{1}{\epsilon} \int_{|\phi| \leq \epsilon} g(\theta + \phi) d\phi.
\]
Moreover, there is a constant \( \gamma \) which depends on \( \delta \) such that
Recalling that \((1 - r)|\nabla P(r, \theta)| \leq cP(r, \theta)\) for \(|\theta| \leq \pi\) we obtain as a special corollary of Lemma 4 that \((1 - r)|\nabla g(re^{i\theta})|\) is majorized by a constant times the Hardy-Littlewood maximal function \(g^*(\theta)\) of \(g\).

The following lemma, which is due to L. Carleson [3], and some of its variants play an important role in what follows.

**Lemma 5.** Let \(\mu(z)\) be a nonnegative measure in \(|z| < 1\) which satisfies \(\mu(S) \leq c\) for all sets \(S\) of the form \(S = \{re^{i\theta}: r > 1 - l, \theta_0 \leq \theta \leq \theta_0 + l\}, 0 < l \leq 1\). Then there is a constant \(A\) depending only on \(\mu\) so that

\[
\sup_{|z| < 1} \left( \int |G(z)|^p \mu(z) \right)^{1/p} \leq Ac\|G\|_p
\]

for all \(G \in H^p, p > 0\).

This lemma has been generalized and given simpler proofs in [9] and [5]. We will need the lemma as stated as well as in an analogous form for special subdomains of \(|z| < 1\). The simple proof given in [5] is especially helpful in obtaining this.

**Lemma 6.** Suppose that \(w\) satisfies \(A_p\) for some \(p, 1 < p < \infty\), and let \(f(re^{i\theta})\) be harmonic in \(|z| < 1\). Then

\[
\sup_{0 < r < 1} \left( \int_0^{2\pi} |f(re^{i\theta})|^p w(\theta) d\theta \right)^{1/p} = M < \infty
\]

if and only if \(f(re^{i\theta})\) is the Poisson integral of a function \(f(\theta)\) satisfying

\[
\left( \int_0^{2\pi} |f(\theta)|^p w(\theta) d\theta \right)^{1/p} < \infty.
\]

Moreover, \(\int_0^{2\pi} |f(\theta)|^p w(\theta) d\theta\) \(\leq M\).

First we note that any function \(g(\theta)\) for which \(\int_0^{2\pi} |g(\theta)|^p w(\theta) d\theta < \infty\) necessarily belongs to \(L^{p,1}\) for some \(p_1 > 1\). In fact, choosing \(1 < p_1 < p\), we have from Hölder’s inequality that

\[
\int_0^{2\pi} |g(\theta)|^{p_1} d\theta = \int_0^{2\pi} |g(\theta)|^{p_1} w(\theta)^{p_1/p} \cdot w(\theta)^{-p_1/1} d\theta \leq \left( \int_0^{2\pi} |g(\theta)|^p w(\theta) d\theta \right)^{p_1/p} \left( \int_0^{2\pi} w(\theta)^{-p/1} d\theta \right)^{1-p/p_1}. 
\]

But \((p/p_1 - 1)^{-1}\) converges to \(1/(p-1)\) from above as \(p_1 \to 1\) and \(w^{1+\epsilon}\) satisfies \(A_p\) (Lemma 3). Therefore the second integral on the right is finite for \(p_1\) sufficiently close to 1.
Thus if $f$ satisfies (2.6), then
\[
\sup_{0 < r < 1} \left( \int_{0}^{2\pi} |f(re^{i\theta})|^p d\theta \right)^{1/p} < \infty
\]
for some $p_1 > 1$. Since $f$ is harmonic it must then be the Poisson integral of a function $f(\theta)$. Hence $f(re^{i\theta})$ converges to $f(\theta)$ almost everywhere as $r \to 1$, and it follows from (2.6) and Fatou's lemma that
\[
\left( \int_{0}^{2\pi} |f(\theta)|^p w(\theta) d\theta \right)^{1/p} \leq M.
\]

Conversely, if $f(re^{i\theta})$ is the Poisson integral of a function $f(\theta)$ satisfying (2.7) then
\[
\left( \int_{0}^{2\pi} |f(re^{i\theta})|^p w(\theta) d\theta \right)^{1/p} \leq c \left( \int_{0}^{2\pi} |f(\theta)|^p w(\theta) d\theta \right)^{1/p}
\]
where $f^*$ is the Hardy-Littlewood maximal function of $f(\theta)$. (2.6) now follows from Lemma 2.

3. The case $2 < p < \infty$. In this section we will prove Theorem 1 for $p > 2$. Thus let $u(\theta)$ satisfy condition $C_{p'}$, $p > 2$. As was noted in the introduction, this is the same as supposing that $w$ satisfies $A_p$ and implies that $w^{-1/(p-1)}$ is of Helson-Szegö form. For such $w$ and any analytic function $F$ satisfying
\[
\sup_{0 < r < 1} \left( \int_{0}^{2\pi} |F(re^{i\theta})|^p w(\theta) d\theta \right)^{1/p} < \infty
\]
we will show that
\[
\left( \int_{0}^{2\pi} |S(F)|^p w(\theta) d\theta \right)^{1/p} \leq c \left( \int_{0}^{2\pi} |F(e^{i\theta})|^p w(\theta) d\theta \right)^{1/p}.
\]
Here $F(e^{i\theta}) = \lim_{r \to 1} F(re^{i\theta})$ exists almost everywhere since $F \in H^{p_1}$, $p_1 > 1$ (see the proof of Lemma 6).

This fact together with Lemma 6 and the hypothesis that $w$ satisfies $C_p$ will prove Theorem 1 for $p > 2$. Of course, if $f$ is the conjugate of a harmonic function $f$ and $F$ is the analytic function $F = f + i\tilde{f}$, then $S(F)(\theta) = 2S(f)(\theta)$.

Since $w^{-1/(p-1)}$ is of Helson-Szegö form, we may write $w = e^u + e^v$ where $u$ and $v$ are bounded and $|v|_{\infty} < (p-1)/2$. Since $e^u$ is bounded above and also below away from zero, we may assume that $u = 0$—that is, that $w = e^v$.

If $W(z) = e^{\tilde{v}(z)-iv(z)}$ is the analytic function associated with $w$ then $W(z)^{-1/(p-1)}$ is the one associated with $w^{-1/(p-1)}$. Since $\tilde{w} \geq 0$, Harnack's principle applied to (2.5) for $w^{-1/(p-1)}$ and its Poisson integral, $w_1(re^{i\theta})$, gives
The constants giving this equivalence of course depend on \( \gamma \). Combining this with (2.3) we obtain

\[
|W(re^{i\theta})|^{-1/(p-1)} \approx \frac{1}{1-r} \int \gamma |\theta - \phi| < 1-r \, w(\phi)^{-1/(p-1)} d\phi.
\]

Hence by (2.1),

(3.3) \[
|W(re^{i\theta})| \approx \frac{1}{1-r} \int \gamma |\theta - \phi| < 1-r \, w(\phi) d\phi.
\]

Since \( p/2 \geq 1 \), (3.2) will follow from proving that there exists a constant \( c \) such that

\[
\int_{0}^{2\pi} S(F)(\theta)^2 w(\theta)^{2/p} b(\theta) d\theta \leq c \left( \int_{0}^{2\pi} |F(e^{i\theta})|^p w(\theta) d\theta \right)^{2/p}
\]

for every nonnegative \( b \in L^{(p/2)'} \) with \( \|b\|_{(p/2)'} \leq 1 \). When \( p = 2 \) we will always assume, as we may, that \( b \equiv 1 \).

Substituting

\[
S(F)(\theta)^2 = \iint_{\Gamma(\theta)} |F'(re^{i\phi})|^2 r \, dr \, d\phi,
\]

and then changing the order of integration, we find it is enough to show that

(3.4) \[
\iint_{|z| < 1} K(r, \phi)|F'(re^{i\phi})|^2 r \, dr \, d\phi \leq c \left( \int_{0}^{2\pi} |F(e^{i\phi})|^p w(\phi) d\phi \right)^{2/p}
\]

where

\[
K(r, \phi) = \int_{\gamma} |\theta - \phi| < 1-r \, w^{2/p}(\theta) b(\theta) d\theta,
\]

\( \gamma \) being a constant depending on \( \delta \). Here we have used the fact that there is a constant \( c \) so that

\[
|F'(z)| \leq c \left( \int_{0}^{2\pi} |F(e^{i\phi})|^p w(\phi) d\phi \right)^{1/p} \text{ for all } |z| < \delta.
\]

In fact, it follows easily from Cauchy's integral formula for the derivative of an analytic function that \( |F'(z)| \leq c \int_{0}^{2\pi} |F(e^{i\phi})| d\phi \) for \( |z| < \delta \). Then by Hölder's inequality and the fact that \( w^{-p'/p} = w^{-1/(p-1)} \) is integrable,

\[
|F'(z)| \leq c \left( \int_{0}^{2\pi} |F(e^{i\phi})|^p w(\phi) d\phi \right)^{1/p} \text{ for } |z| < \delta,
\]

as claimed.
Let \( l = l(r, \phi) = |\phi|\theta - \phi| < 1 - r \) and let \( s = (p/2)(1 + \epsilon) \) for a small \( \epsilon > 0 \) to be chosen. By Hölder's inequality,

\[
K(r, \phi) \leq |l| \left( \frac{1}{|l|} \int_0^1 w^{2s/p}(\theta) \, d\theta \right)^{1/s'} \left( \frac{1}{|l|} \int_0^1 b^{s'}(\theta) \, d\theta \right)^{1/s'}.
\]

If we now choose \( \epsilon \) sufficiently small and apply Lemma 3, we find that

\[
K(r, \phi) < c |l| \left( \frac{1}{|l|} \int_0^1 w(\theta) \, d\theta \right)^{2/p} \left( \frac{1}{|l|} \int_0^1 b^{s'}(\theta) \, d\theta \right)^{1/s'}.\]

By (3.3) and the definition of \( l \),

\[
K(r, \phi) < c (1 - r^2) |W(re^{-i\phi})|^{2/p} g(re^{-i\phi})^{1/s'},
\]

where \( g \) denotes the Poisson integral of \( b^{s'} \). Of course, \( s' < (p/2)' \), and therefore \( b^{s'} \) is integrable to a power strictly larger than 1. The expression on the left in (3.4) is therefore at most a constant times

\[
\int_0^1 (1 - r^2) g(re^{-i\phi})^{1/s'} |W(re^{-i\phi})|^{1/p} F'(re^{-i\phi})^{2} r \, dr \, d\phi.
\]

Since \( (W^{1/p} F)' = W^{1/p} F' + (1/p) W^{-1} W' F \), it is enough to show the bound in question for both

\[
(3.5) \quad \int_0^1 (1 - r^2) g(re^{-i\phi})^{1/s'} |W(re^{-i\phi})|^{1/p} F(re^{-i\phi})^{2} r \, dr \, d\phi
\]

and

\[
(3.6) \quad \int_0^1 (1 - r^2) g(re^{-i\phi})^{1/s'} |W(re^{-i\phi})|^{1/p} W'(re^{-i\phi}) F(re^{-i\phi})^{2} r \, dr \, d\phi.
\]

We recall that \( g = b = 1 \) when \( p = 2 \).

We will estimate (3.5) first. As we easily obtain from changing the order of integration, (3.5) is majorized by a constant times

\[
\int_0^{2\pi} \left[ \int_{\Gamma(\theta)} g(re^{-i\phi})^{1/s'} |W(re^{-i\phi})|^{1/p} F(re^{-i\phi})^{2} r \, dr \, d\phi \right] d\theta.
\]

Denoting \( g^*(\theta) = \sup_{\Gamma(\theta)} g(re^{-i\phi}) \), we see this is at most

\[
\int_0^{2\pi} g^*(\theta)^{1/s'} \left[ \int_{\Gamma(\theta)} |W^{1/p}(re^{-i\phi}) F(re^{-i\phi})^{2} r \, dr \, d\phi \right] d\theta = \int_0^{2\pi} g^*(\theta)^{1/s'} S(W^{1/p} F)(\theta)^2 \, d\theta.
\]
To this expression we apply Hölder's inequality with exponents \((p/2)'\) and \(p/2\), obtaining the bound \(\|g^*\|_{(p/2)'(1/s')} \leq c \|\mathcal{S}(W^{1/p}F)\|_{p}^{2/p} \|S\|_{p}^{2} \cdot \|W\|_{p}^{2/p} \leq c \|b\|_{(p/2)'(1/s')} \leq c\).

Since \(g\) is the Poisson integral of \(b^{s'}\) and \((p/2)'(1/s') > 1\),

\[ \|g^*\|_{(p/2)'(1/s')} \leq c \|b\|_{(p/2)'(1/s')} \leq c. \]

Moreover, the analytic function \(W^{1/p}F \in H^p\) for by [14, p. 273], and by (2.2)

\[ \int_{0}^{2\pi} |W(re^{i\theta})^{1/p}F(re^{i\theta})|^p \, d\theta \leq \int_{0}^{2\pi} w(\theta)|F(e^{i\theta})|^p \, d\theta < \infty. \]

Hence, applying the unweighted version of the area integral theorem, we get

\[ \|S(W^{1/p}F)\|_{p}^{2} \leq c \|W(e^{i\theta})^{1/p}F(e^{i\theta})\|_{p}^{2} = c \left( \int_{0}^{2\pi} |F(e^{i\theta})|^p w(\theta) \, d\theta \right)^{2/p}. \]

This completes the estimate for (3.5).

To estimate (3.6), it will be convenient to let \(G\) denote the analytic function \(g + ig\). Since \(b > 0\) and is not identically zero, \(g(e^{i\phi}) > 0\), so that powers of \(G\) are well defined and analytic. Moreover, \(g^{1/s'} \leq |G|^{1/s'} = |G^{1/s'}|\) and therefore (3.6) is at most

\[ \int \int \left( 1 - r^2 \right) |W^{1/p-1}G^{1/2s'}F|^2 r \, dr \, d\phi. \]

Since \(|W'| = |W| \left( \frac{\partial}{\partial u} - iv \right) = |W| \left| \nabla v \right| \) by the Cauchy-Riemann equations, we may rewrite the expression above as

\[ \int \int |W^{1/p}G^{1/2s'}F|^2 (1 - r^2) \left| \nabla v \right|^2 r \, dr \, d\phi. \]

We claim that the measure \(d\mu = (1 - r^2) |\nabla v|^2 \, r \, dr \, d\phi\) satisfies the condition of Lemma 5. Thus by applying that lemma to the analytic function \(W^{1/p}G^{1/2s'} F\), we see the last integral is at most a constant times

\[ \int_{0}^{2\pi} |G(e^{i\theta})|^{1/s'} |F(e^{i\theta})|^2 w(\theta)^{2/p} \, d\theta. \]

By Hölder's inequality, this is at most

\[ \|G\|_{(p/2)'(1/s')}^{1/s'} \left( \int_{0}^{2\pi} |F(e^{i\theta})|^p w(\theta) \, d\theta \right)^{2/p}. \]

When \(p = 2\), \(G = 1\) and this is the desired estimate of (3.6). When \(p > 2\) then \(1 < (p/2)'(1/s') < \infty\), and since the real part of \(G\) on \(|z| = 1\) is \(b^{s'}\), we obtain from well-known norm inequalities for the conjugate function that \(\|G\|_{(p/2)'(1/s')}^{1/s'} \leq c \|b\|_{(p/2)'(1/s')} \leq c\). This will complete the estimation of (3.6).
To show that $d\mu(re^{i\phi}) = (1 - r^2)|\nabla v(re^{i\phi})|^2 r\,dr\,d\phi$ satisfies the condition of Lemma 5, let $S$ be a region of the kind described there. Then

$$\mu(S) = \int_S (1 - r^2)|\nabla v(re^{i\phi})|^2 r\,dr\,d\phi = \frac{1}{2} \int_S (1 - r^2)\Delta v^2(re^{i\phi})r\,dr\,d\phi.$$ 

We want to apply Green's theorem to this expression. Thus let $S_k, k = 1, 2, \ldots$, be an increasing sequence of approximating domains for $S$—that is, the $S_k \subset S$, have closures contained in $|z| < 1$ and have smooth boundaries $\partial S_k$ whose lengths are uniformly bounded by a multiple of the length of $\partial S$. Since $(1 - r)^2 = -4$ is negative,

$$\int_{\partial S_k} v^2(re^{i\phi})r\,d\phi,$$

where $\partial/\partial\eta_k$ denotes differentiation along the normal to $\partial S_k$ and $d\sigma_k$ denotes the element of arc length along $\partial S_k$. The second integral on the right is clearly bounded by a constant times $\|v\|_\infty$ (length of $\partial S_k)$ $\leq c\|v\|_\infty^2$. Moreover, since $(1 - r^2)|\nabla v(re^{i\phi})| \leq cv^*(\phi)$, where $v^*$ is the Hardy-Littlewood maximal function of $v$, and $\|v^*\|_\infty \leq \|v\|_\infty$, the first integral on the right is

$$2 \int_{\partial S_k} |v(re^{i\phi})(1 - r^2)\frac{\partial}{\partial\eta_k} v(re^{i\phi})|d\sigma_k \leq c\|v\|_\infty^2 (\text{length of } \partial S_k) \leq c\|v\|_\infty^2 l.$$

4. The case $0 < p < 2$. In this section we will complete the proof of Theorem 1 in the remaining case $1 < p < 2$ and prove results for harmonic (analytic) functions for $0 < p < 2$. The basic outline of the proof we will use is that given by C. Fefferman and E. M. Stein [4] in generalizing results of D. L. Burkholder, R. F. Gundy and M. L. Silverstein [1].

To fix the notation, let $f(re^{i\phi})$ be harmonic in $|z| < 1$ and let

$$S(f)(\theta) = \left( \int_{\Gamma(\theta)} |\nabla f(re^{i\phi})|^2 r\,dr\,d\phi \right)^{1/2},$$

where $\Gamma(\theta) = \Gamma(\theta, \delta)$. For a $\delta_1 > \delta$, let $\Gamma_1(\theta) = \Gamma(\theta, \delta_1)$ so that $\Gamma(\theta) \subset \Gamma_1(\theta)$. Now let

$$f^*(\theta) = \sup_{\Gamma_1(\theta)} |f(re^{i\theta})|.$$
The main result of this section is then the following theorem.

**Theorem 2.** Let \( w(\theta) \) satisfy \( A_2 \) and let \( f(e^{i\phi}) \) be harmonic in \( |z| < 1 \). Then for \( \alpha > 0 \),

\[
(4.3) \quad \int_{|\theta| : S(f)(\theta) > a} w(\theta) d\theta \leq c \left[ \int_{|\theta| : f^*(\theta) > a} w(\theta) d\theta + \frac{1}{\alpha^2} \int_{|\theta| : f^*(\theta) \leq a} f^*(\theta)^2 w(\theta) d\theta \right].
\]

The constant \( c \) is independent of \( f \) and \( \alpha \).

The same result for \( w = 1 \) is proved in [4]. The proof of Theorem 2 constitutes the main part of this section. As a corollary we obtain

**Theorem 3.** Let \( f \) be a harmonic function and let \( w \) satisfy \( A_2 \). Then for \( 0 < p < 2 \),

\[
\left( \int_0^{2\pi} S(f)^p w(\theta) d\theta \right)^{1/p} \leq c \left( \int_0^{2\pi} f^*(\theta)^p w(\theta) d\theta \right)^{1/p}.
\]

Moreover, if \( F \) is an analytic function whose real part is \( f \) then

\[
\left( \int_0^{2\pi} S(F)^p w(\theta) d\theta \right)^{1/p} \leq c \left( \int_0^{2\pi} f^*(\theta)^p w(\theta) d\theta \right)^{1/p}.
\]

This will complete the proof of Theorem 1. For if \( 1 < p < 2 \) and \( w \) satisfies \( A_p \) (which implies that \( w \) satisfies \( A_2 \)) then by Lemmas 4 and 2,

\[
\left( \int_0^{2\pi} f^*(\theta)^p w(\theta) d\theta \right)^{1/p} \leq c \left( \int_0^{2\pi} |f(\theta)|^p w(\theta) d\theta \right)^{1/p}.
\]

It is not hard to prove Theorem 3 using Theorem 2. Since \( S(F)(\theta) = 2S(f)(\theta) \) for \( F = f + iF \), it is enough to show the version for harmonic \( f \). But

\[
\alpha^{-2} \int_{|f^*| \leq a} f^* w d\theta = - \alpha^{-2} \int_0^\alpha t^2 d\lambda(t) \leq \alpha^{-2} \int_0^\alpha t \lambda(t) dt,
\]

where \( \lambda(t) = \int_{|f^*| > t} w(\theta) d\theta \) is the distribution function of \( f^* \) with respect to the measure \( w(\theta) d\theta \). Thus by Theorem 2,

\[
\int_{|S(f)| > a} w d\theta \leq c \left[ \lambda(\alpha) + \alpha^{-2} \int_0^\alpha t \lambda(t) dt \right].
\]

Since the left side is the value at \( \alpha \) of the distribution function of \( S(f) \) with respect to \( w(\theta) d\theta \), we obtain that for \( p > 0 \),

\[
\int_0^{2\pi} S(f)^p(\theta) w(\theta) d\theta \leq p \int_0^\infty \alpha^{p-1} \left[ \lambda(\alpha) + \alpha^{-2} \int_0^\alpha t \lambda(t) dt \right] d\alpha
\]

\[
= p \int_0^\infty \alpha^{p-1} \lambda(\alpha) d\alpha + p \int_0^\infty \int_0^\infty \alpha^{p-3} d\alpha t \lambda(t) dt.
\]
If \( p < 2 \), this is just a constant depending on \( p \) times
\[
p \int_0^\infty t^{p-1} \lambda(t) \, dt = \int_0^{2\pi} |f'(\theta)|^p w(\theta) \, d\theta.
\]

As a final corollary of Theorem 2 we also obtain the following weak-type result for \( p = 1 \).

**Theorem 4.** Let \( w \) be any weight which satisfies \( A_1 \). Suppose \( \int |f(\theta)|^p w(\theta) \, d\theta < \infty \), and let \( \{re^{i\theta}\} \) denote the Poisson integral of \( f \). Then for \( \alpha > 0 \),
\[
\int_{|\theta| < \alpha} w(\theta) \, d\theta \leq \frac{c}{\alpha} \int_0^{2\pi} |f(\theta)| w(\theta) \, d\theta
\]
with \( c \) independent of \( f \) and \( \alpha \).

To see this, we first observe that \( w \) is bounded below by a positive constant. Indeed, by condition \( A_1 \), \( cw(\phi) \geq (1/2\pi) \int_0^{2\pi} w(\theta) \, d\theta \) for all \( \phi \in (0, 2\pi) \). From this it follows that \( f \) is integrable. From Theorem 2,
\[
\int_{|\theta| < \alpha} w(\theta) \, d\theta \leq c \left[ \lambda(\alpha) + \alpha^{-2} \int_0^\alpha t \lambda(t) \, dt \right]
\]
where \( \lambda(t) = \int_{|r| > t} w(\theta) \, d\theta \). By [5 (cf. Lemmas 4 and 2)] condition \( A_1 \) implies that \( t \lambda(t) \leq c \int_0^{2\pi} |f(\theta)| w(\theta) \, d\theta \). Theorem 4 follows immediately.

We now turn to the proof of Theorem 2, beginning with some additional notation. With \( \alpha > 0 \) fixed, denote \( B = \{|f| > \alpha\} \) and \( E = \{|f| \leq \alpha\} \). Write the open set \( B \) as the union \( B = \bigcup_i B_i \) of open intervals \( B_i \) on \(|z| = 1\). Then if \( \Omega = \bigcup_{\theta \in E} \Gamma(\theta) \), \( \Omega \) is the complement in \(|z| < 1\) of "triangular" regions with bases \( B_i \). If \((\partial \Omega)^1\) is the part of \( \partial \Omega \) in \(|z| < 1\), then \((\partial \Omega)^1\) is the union of the tops \( C_i \) of the triangular regions with bases \( B_i \).

From the fact that \( \Gamma \subset \Gamma_1 \) it follows that \(|f| \leq \alpha \) in \( \Omega \)—moreover, each point of \( C_i \) is the center of a circle in which \(|f| \leq \alpha \) whose radius is proportional to the distance from the point to \(|z| = 1\). From this and the mean-value property of harmonic functions, it follows easily that \((1 - r^2)|\nabla f| \leq c \alpha \) on \((\partial \Omega)^1\). (See also the remark following Lemma 4.)

For convenience, we will now make several assumptions about \( f \) and \( w \). These will be dropped later. We will assume that \( f \) is smooth up to and including \(|z| = 1\), and that it is the Poisson integral of its boundary values \( f(\theta) \).

Since \( w \) is a Helson-Szegö weight, it can be written \( w(\theta) = e^{u(\theta)} + \hat{\psi}(\theta) \) where \( u \) is bounded and \(|\hat{\psi}| \leq c < \pi/2 \). We may clearly assume without loss of generality that \( u = 0 \). Thus \( w(\theta) = e^{\hat{\psi}(\theta)} \), and we will suppose that \( u(\theta) \) and \( \hat{\psi}(\theta) \) are smooth functions on \((0, 2\pi)\).
Since
\[ \int_{\{S(f) > a\}} w \, d\theta \leq \int_{\{S(f) > a\} \cap E} w \, d\theta + \int_{B} w \, d\theta, \]
it is enough to prove an estimate of the kind (4.3) for \( \int_{\{S(f) > a\} \cap E} w \, d\theta \). By Tschebyshev’s inequality,
\[ \int_{\{S(f) > a\} \cap E} w \, d\theta \leq \alpha^{-2} \int_{E} S(f)^2(\theta) w(\theta) \, d\theta. \]
Substituting
\[ S(f)^2(\theta) = \int_{\Gamma(\theta)} |\nabla f(re^{i\phi})|^2 r \, dr \, d\phi, \]
and changing the order of integration, we obtain
\[ \int_{\{S(f) > a\} \cap E} w \, d\theta \leq c \alpha^{-2} \int_{\Omega} (1 - r^2) \omega(re^{i\phi}) |\nabla f(re^{i\phi})|^2 r \, dr \, d\phi. \]
Here we have used the facts that \( \Omega = \bigcup_{\theta} \Gamma(\theta) \) and that \( \int_{\gamma} |\partial_{e^{i\phi}}| 1 - r \, w \, d\theta \leq c(1 - r) \omega(re^{i\phi}) \) (cf. also Lemma 1).

By (2.3),
\[ c \alpha^2 \int_{\{S(f) > a\} \cap E} w \, d\theta \leq \int_{\Omega} (1 - r^2) \omega(re^{i\phi}) |\nabla f(re^{i\phi})|^2 r \, dr \, d\phi \]
(4.4)
\[ = \int_{\Omega} (1 - r^2) \mathcal{E} \omega(re^{i\phi}) \Delta f^2(re^{i\phi}) r \, dr \, d\phi. \]
Since \( \Delta(e^{\hat{v}/2}) = e^{\hat{v}/2} \Delta e^{\hat{v}} + e^{\hat{v}} \Delta(e^{\hat{v}/2}) + 2 \nabla e^{\hat{v}} \cdot \nabla(e^{\hat{v}/2}) \), the last expression (4.4) equals
\[ \int_{\Omega} (1 - r^2) \Delta(e^{\hat{v}/2}) r \, dr \, d\phi - \int_{\Omega} (1 - r^2) f^2 \Delta e^{\hat{v}} r \, dr \, d\phi \]
\[ - 2 \int_{\Omega} (1 - r^2) \nabla e^{\hat{v}} \cdot \nabla(f^2) r \, dr \, d\phi = l + II + III. \]

Here II is negative, so we simply drop it. (We could estimate II directly and in fact will essentially do this when we estimate III.) For I, we use Green’s theorem\(^{(2)}\), observe that \( \Delta(1 - r^2) = -4 < 0 \) and obtain
\[ l \leq \int_{\partial \Omega} \left[ (1 - r^2) \left| \frac{\partial}{\partial \eta} \left( e^{\hat{v}/2} \right) \right| + \left| \frac{\partial}{\partial \eta} \left( 1 - r^2 \right) e^{\hat{v}/2} \right| \right] d\sigma, \]
\[ \leq c \int_{\partial \Omega} [(1 - r^2)|e^{\hat{v}}|/|\nabla f| + (1 - r^2)|e^{\hat{v}}| |\nabla v|/2 + e^{\hat{v}/2}] d\sigma, \]

since \( |\nabla \hat{v}| = |\nabla v| \) by the Cauchy-Riemann equations. Write the last integral as the sum of two, one extended over \( E = \partial \Omega \cap \{|z| = 1\} \) and the other over \( \partial \Omega \).\(^{1}\)

\(^{(2)}\) Here we meet the usual technical problems caused by the fact that \( \partial \Omega \) is not smooth. These can easily be overcome by using appropriate approximating domains and passing to the limit, keeping in mind that all functions are smooth up to \( |z| = 1 \). The method is standard, and we will not give the details.
Since all functions are smooth on $|z| \leq 1$ and $r = 1$ on $E$, the part over $E$ is at most
\[
\int_E f^*(\theta)^2 e^{\tilde{\nu}(\theta)} d\theta = \int_E f^*(\theta) \nu(\theta) d\theta.
\]

For the part over $(\partial \Omega)^1$, we recall that $|\nu| \leq c$ on $(\partial \Omega)^1$. Moreover,
\[(1 - r^2) |\nabla \nu| \leq c \alpha \text{ on } (\partial \Omega)^1, \text{ and since } \nu \text{ is bounded, } (1 - r^2) |\nabla \nu| \leq c. \text{ Thus the part extended over } (\partial \Omega)^1 \text{ is at most a constant times}
\[
a^2 \int_{(\partial \Omega)^1} e^{\tilde{\nu}(re^{i\phi})} d\sigma.
\]

By (2.3),
\[
a^2 \int_{(\partial \Omega)^1} e^{\tilde{\nu}(re^{i\phi})} d\sigma \leq c a^2 \int_{(\partial \Omega)^1} \nu(re^{i\theta}) d\sigma = c a^2 \sum_j \int_{\partial_r^j} \nu(re^{i\theta}) d\sigma.
\]

The lemma which follows shows that there exists a constant $c$ independent of $j$ such that
\[
\int_{\partial_r^j} \nu(re^{i\theta}) d\sigma \leq c \int_{B_j} \nu(\theta) d\theta. \text{ Adding over } j \text{ and recalling that } B
\]
is the disjoint union of the $B_j$, we obtain the required estimate
\[
(4.5) \quad l \leq c \left[ \int_E f^*(\theta)^2 \nu(\theta) d\theta + a^2 \int_B \nu(\theta) d\theta \right].
\]

**Lemma 7.** Let $B$ be an interval on $|z| = 1$ and let $C$ denote the two line segments which form the top of the standard 'triangular' region with base $B$. Let $I$ be an interval lying along one side of $C$ whose length is at least proportional to its distance from $|z| = 1$; that is, if $se^{i\phi_1}$ is the center of $I$, then $|l| \geq c(1 - s)$ for some constant $c$. (3) Let $(a, b)$ denote the projection of $I$ onto $|z| = 1$. Then for any $\nu$ satisfying (2.5) and condition $A_p$ for some $p$, $1 < p < \infty$,
\[
\int_I \nu(re^{i\theta}) d\sigma \leq c \int_a^b \nu(\theta) d\theta.
\]

**Proof.** We may assume without loss of generality that $B = (0, \psi)$ and $(a, b) \subset (0, \psi/2)$. By (2.5)
\[
\nu(re^{i\theta}) \approx \frac{1}{1 - r} \int_{|\theta - \phi| < 1 - r} \nu(\phi) d\phi.
\]

For $re^{i\theta} \in I$, $1 - r \approx \theta$ so that by the equivalence above and Harnack’s principle,
\[
\int_I \nu(re^{i\theta}) d\sigma \approx \int_a^b \left\{ \frac{1}{\theta} \int_0^{2\theta} \nu(\phi) d\phi \right\} d\theta
\leq \int_0^{2b} \nu(\psi) \left\{ \int_0^{\psi/2} \frac{d\theta}{\phi} \right\} d\phi = \int_0^{2b} \nu(\phi) \log \frac{2b}{\phi} d\phi.
\]

Applying Hölder’s inequality with exponents $p, 1 > p$ and $p', 1 / p'$,
we obtain
\[
\int_I \nu(re^{i\phi}) d\sigma \leq c \left( \int_0^{2b} \nu(\phi)^{p^1} d\phi \right)^{1 / p_1} \left( \int_0^{2b} \left[ \log \frac{2b}{\phi} \right]^{p'_1} d\phi \right)^{1 / p'_1}.
\]

(3) Here $c$ denotes positive constants independent of $I$ and $B$. 
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Here
\[
\int_0^{2b} \left[ \log \frac{2b}{\phi} \right]^{p_1} d\phi = b \int_0^{2} \left[ \log \frac{2}{\phi} \right]^{p_1} d\phi = c_p b.
\]
Thus
\[
\int_I \psi(\psi^i \phi)d\sigma \leq c_p b \left( \frac{1}{b} \int_0^{2b} \psi(\phi)^{p_1} d\phi \right)^{1/p_1} \leq c_p \int_0^{2b} \psi(\phi)d\phi
\]
by Lemma 3, choosing \( p_1 \) sufficiently close to 1. The interval \((0, 2b)\) of integration contains \((a, b)\). Moreover, since the length of \( l \) exceeds a constant times its distance from \( |z| = 1 \), the length of \((a, b)\) exceeds a constant times that of \((0, 2b)\). But then it follows immediately from (2.5) and Harnack's principle that \( \int_0^{2b} \psi(\phi)d\phi \approx \int_a^b \psi(\phi)d\phi \), completing the proof.

It remains to estimate \( \text{III} \), which is somewhat more involved. Since \( |\nabla e^\psi| = e^\psi |\nabla e^\psi| \),
\[
\text{III} \leq \int_{\Omega} (1 - r^2) e^\psi |\nabla e^\psi| |f| |\nabla |r| dr d\phi,
\]
which by Schwarz's inequality is at most
\[
\left( \int_{\Omega} (1 - r^2) e^\psi |\nabla e^\psi| |f| |\nabla |r| dr d\phi \right)^{1/2} \left( \int_{\Omega} (1 - r^2) e^\psi |\nabla |f| |r| dr d\phi \right)^{1/2}.
\]
Denote
\[
X = \int_{\Omega} (1 - r^2) e^\psi \Delta (f^2) r dr d\phi, \quad Y = \int_{E} f^2 w d\theta + \alpha^2 \int_{B} w d\theta,
\]
and
\[
Z = \int_{\Omega} (1 - r^2) e^\psi |\Delta \nabla | f^2 |r| dr d\phi.
\]
Since \( |\nabla f|^2 = \frac{1}{2} \Delta (f^2) \), we obtain from (4.4), (4.5) and the estimate above for \( \text{III} \) that \( X \leq c(Y + X^{1/2} Z^{1/2}) \). If we show that \( Z \leq cY \) we will have \( X \leq c(Y + X^{1/2} Y^{1/2}) \) and therefore \( X \leq cY \), which will establish Theorem 2. The rest of this section is devoted to proving that \( Z \leq cY \).

Write
\[
(4.6) \quad Z = \int_{\Omega} f^2 d\mu
\]
where, since \( \Delta e^\psi = e^\psi |\nabla e^\psi|^2 \),
\[
(4.7) \quad d\mu(re^{i\phi}) = (1 - r^2) \Delta e^\psi(re^{i\phi}) r dr d\phi.
\]
The idea of the proof is to find an analogue of Lemma 5 for \( \Omega \). One complication is that \( Y \) is an integration over \( |z| = 1 \) with respect to Lebesgue measure, rather than one over \( d\Omega \) with respect to harmonic measure.
As always we identify $\phi = e^{i\phi}$, and let $\phi' = re^{i\phi}$ denote the point on $\partial\Omega$ whose projection onto $|z| = 1$ is $\phi$. Let

$$\overline{f}(\phi) = \begin{cases} f(\phi), & \phi \in E, \\ f(\phi'), & \phi \in B. \end{cases}$$

Thus $\overline{f}$ is a continuous function defined on $|z| = 1$. Let $\overline{f}(re^{i\phi})$ denote the Poisson integral of $\overline{f}$ and let

$$\overline{f}^*(\phi) = \sup_{\Gamma_2(\phi)} \overline{f}(re^{i\theta})$$

where $\Gamma_2 \subset \Gamma$. We claim there exist constants $c$ and $c_1$ such that for every $\beta > 0$,

$$(4.8) \quad \mu\{re^{i\phi} \in \Omega: |f(re^{i\phi})| > \beta\} \leq c \int_{\{f > c_1\beta\}} w(\phi) d\phi.$$

Taking this inequality for distribution functions temporarily for granted, let us show that it implies $Z \leq cY$. In fact, we obtain immediately from (4.8) that

$$\iint_{\Omega} |f|^p d\mu \leq c \int_0^{2\pi} |\overline{f}^*|^p w d\phi, \quad p > 0.$$ 

Taking $p = 2$ and recalling that $w$ satisfies $A_2$, we get from Lemma 2 that

$$Z = \int_\Omega \int E f^2 d\mu \leq c \int_0^{2\pi} \overline{f}^2(\phi) w(\phi) d\phi$$

$$= c \left[ \int_E f^2(\phi) w(\phi) d\phi + \int_B f^2(\phi') w(\phi) d\phi \right]$$

$$\leq c \left[ \int_E f^2 w d\phi + c^2 \int_B w d\phi \right] = cY.$$

We will prove (4.8) in two steps. We assume without loss of generality that $f \geq 0$ and define for $\phi' \in \partial\Omega$ the function

$$f^{**}(\phi') = \sup_{\Gamma_2(\phi')} f(re^{i\theta}).$$

Thus $f^{**}$ is defined on $\partial\Omega$. Let $G' = \{\phi' \in \partial\Omega: f^{**}(\phi') > \beta\}$ so that $G'$ is the disjoint union of "intervals" $I_i$ along $\partial\Omega$. Then $\{re^{i\phi} \in \Omega: f(re^{i\phi}) > \beta\} \subset \bigcup_i T_i$, where $T_i$ are the "triangular" regions with bases $I_i$ which form the complement in $\Omega$ of $G \cap \Gamma_2(\phi')$. Thus

$$\mu\{re^{i\phi} \in \Omega: f(re^{i\phi}) > \beta\} \leq \sum \mu(T_i),$$

and our first step in proving (4.8) will be showing that
\[(4.9)\]
\[\sum_i \mu(T_i) \leq c \int_G w(\phi) \, d\phi,\]

where \(G \subset \{|z| = 1\}\) is the projection onto \(|z| = 1\) of \(\{\phi' \in \partial\Omega: f^{**}(\phi') > c_1 \beta\}\), \(0 < c_1 < 1\).

Now \(\mu(T_i) = \iint_{T_i} (1 - r^2) \Delta \tilde{e}^\nu \, rd\phi\). If we apply Green's theorem as in \(\S\,3\) and observe that \(\Delta(1 - r^2) = -4 < 0\), then

\[\mu(T_i) \leq \int_{\partial T_i} \left[ \frac{\partial}{\partial \eta} (1 - r^2) \left| e^{\nu} + (1 - r^2) \frac{\partial}{\partial \eta} e^{\nu} \right| \right] d\sigma.\]

Since \(e^{\nu} \leq cw\), \(\frac{\partial}{\partial \eta} e^{\nu} \leq cw\) and \((1 - r^2) |\frac{\partial e^{\nu}}{\partial \eta}| \leq cw(1 - r^2) |\nabla e^{\nu}| = cw(1 - r^2) |\nabla| \leq cw\). Thus

\[(4.10)\]
\[\mu(T_i) \leq c \int_{\partial T_i} w(re^{i\phi}) \, d\sigma.\]

For any \(T_i\) whose base \(l_i\) lies entirely on \(|z| = 1\) we have from (4.10) and Lemma 7 that

\[\mu(T_i) \leq c \int_{l_i} w(\phi) \, d\phi.\]

Adding over \(i\) and noting that the union of such \(l_i\) is a subset of both \(|z| = 1\) and \(G'\), and therefore, is a subset of \(G\), we obtain (4.9) for such \(T_i\).

Consider next any \(T_i\) whose base \(l_i\) lies entirely on one side of the top \(C_i\) of the triangular region whose base \(B_j\) is an interval of \(B\). If the length of \(l_i\) exceeds a fixed constant multiple of its distance to \(|z| = 1\), we can again use Lemma 7 (for each side of \(T_i\)) and argue as above. Let us then suppose, on the other hand, that the length of \(l_i\) is small compared to its distance from \(|z| = 1\). Letting \(\phi_i'\) denote the center of \(l_i\), we have by the definition of \(G'\) that \(f(z_i) > \beta\) for some point \(z_i \in \Gamma_2(\phi_i')\). Since \(f\) is positive and harmonic in \(|z| < 1\), there exists by Harnack's principle a positive constant \(c_1\) independent of \(i\) such that \(f(z) > c_1 \beta\) for all \(z\) in a circle with center \(z_i\) and radius \(c_1\) times the distance from \(z_i\) to \(|z| = 1\). From this it follows immediately that \(f^{**}(\phi') > c_1 \beta\) for an interval \(l'_i\) of points \(\phi'\) on \(C_i\) containing \(l_i\) which has the property of Lemma 7. We now replace all those \(l_k\) in \(l'_i\) by \(l'_i\) itself, and all the corresponding \(T_k\) by the similar triangle with base \(l'_i\). Applying Lemma 7 and noting that the projection of \(l'_i\) onto \(|z| = 1\) lies in \(G\), we obtain (4.9) in this case.

The remaining cases of (1) those \(T_i\) whose bases contain points from both sides of a top \(C_j\), and (2) those \(T_i\) whose bases contain points of both the tops
and the circle $|z| = 1$ can be dealt with by combining the arguments above. This completes the proof of (4.9).

Our final step in proving (4.8) will be showing that $G$ lies in $\{f^* > c\beta\}$. When combined with (4.9), this will prove (4.8). Showing that $G \subset \{f^* > c\beta\}$ is of course the same as showing that

\begin{equation}
(4.11)
\quad f^{**}(\phi') < c \overline{f}^*(\phi).
\end{equation}

Since $f^{**}(\phi') = \text{Sup}_{\Gamma_2}(\phi') f(re^{i\theta})$ and $\overline{f}^*(\phi) = \text{Sup}_{\Gamma_2} \overline{f}(re^{i\theta})$, it follows from Lemma 4 that

\begin{equation}
(4.12)
\quad f^{**}(\phi') \leq c \text{ Sup}_{\phi - \phi' \leq \epsilon \leq \pi} \epsilon^{-1} \int_{|\theta| < \epsilon} f(\phi + \theta) d\theta
\end{equation}

and

$$
\overline{f}^*(\phi) \geq c \text{ Sup}_{0 \leq \epsilon \leq \pi} \epsilon^{-1} \int_{|\theta| < \epsilon} \overline{f}(\phi + \theta) d\theta.
$$

Suppose that $\phi \in B$, so that $\phi'$ lies on a top $C_j$. Then by (4.12), the only values of $\epsilon$ required to determine $f^{**}(\phi')$ are those values $\epsilon \geq \gamma|\phi - \phi'|$, and therefore the integration in (4.12) is always extended over an interval around $\phi$ whose length is at least proportional to the distance from $\phi$ to $E$. We now need the following simple lemma.

**Lemma 8.** Let $B_j = (u_j, v_j)$ be an interval of $B$ and let $(a, b)$ be a subinterval of $B_j$ whose length exceeds a constant times its distance to the complement of $B_j$, i.e. $b - a > c_1 \min|a - u_j, v_j - b|$. Then

$$
\int_b^a f(\theta) d\theta \leq c \int_a^b \overline{f}(\theta) d\theta
$$

with $c$ independent of $(a, b)$ and $j$.

**Proof.** By definition of $\overline{f}$, $\int_b^a \overline{f}(\theta) d\theta = \int_a^b f(\theta') d\theta$. For the proof we will assume $a - u_j \leq v_j - b$. For convenience, take $(u_j, v_j) = (0, 2A)$. Then $a < A$.

**Case 1.** $b \leq A$. Then the complex variable $\theta'$, whose argument is $\theta$, has distance from $|z| = 1$ equivalent to $\theta$. Thus by simple estimates on the Poisson kernel ([14, Vol. I, p. 96], and $|\sin \theta| < c|\theta|$)

$$
f(\theta') \geq c \int_0^\pi f(y) \frac{\theta}{\theta^2 + (\theta - y)^2} dy \geq c \int_0^\pi f(y) \frac{\theta}{\theta^2 + (\theta - y)^2} dy.
$$

Therefore
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\[
\int_a^b f(\theta)d\theta \geq c \int_a^b f(y) \left\{ \int_a^b \frac{\theta d\theta}{\theta^2 + (\theta - y)^2} \right\} dy
\]
\[
\geq c \int_a^b f(y) \left\{ \frac{1}{b^2} \int_a^b \theta d\theta \right\} dy \geq c \int_a^b f(y) dy,
\]
since by hypothesis there exists a constant \( c_1 \) satisfying \( 0 < c_1 < 1 \) and \( c_1 b > a \).

**Case 2.** \( b > A \). If for a fixed \( c, 1 < c < 2, b > cA \) then since \( a - u, v - b \) both subintervals \((a, A)\) and \((A, b)\) of \((a, b)\) are of the type considered in Case 1. The result follows by adding. If \( b \leq cA \), then since \( f \) is nonnegative we have by Harnack's principle that \( f(\theta') \) for \( A \leq \theta \leq b \) is proportional to the value of \( f \) at the point whose argument is \( \theta \) and whose distance from \(|z| = 1\) is \( \theta \). Thus we have, for all \( a \leq \theta \leq b \),
\[
f(\theta') \geq c \int_{-\pi}^{\pi} f(y) \frac{\theta}{\theta^2 + (\theta - y)^2} dy,
\]
and we may continue the argument as in Case 1. This completes the proof of Lemma 8.

The claim (4.11) follows easily from Lemma 8 and the expressions above for \( f^* \) and \( \tilde{f}^* \). In fact, if \( \phi \in B \) we have already noted that the integration in (4.12) is always over an interval whose length is at least proportional to the distance from \( \phi \) to \( E \). Thus for \( \epsilon \leq \gamma|\phi - \phi'| \),
\[
\int_{|\theta| < \epsilon} f(\phi + \theta)d\theta = \int_{R_1} + \int_{R_2} + \int_{R_3}
\]
where \( R_1 \) is the part of the interval of \( B \) containing \( \phi \) in \((\phi - \epsilon, \phi + \epsilon)\), \( R_2 \) is the rest of \((\phi - \epsilon, \phi + \epsilon)\) in \( B \), and \( R_3 \) is the part of \((\phi - \epsilon, \phi + \epsilon)\) in \( E \). Since \( R_1 \) is the type of interval \((a, b)\) of Lemma 8, we have \( \int_{R_1} f d\theta \leq c \int_{\theta} f d\theta \). Since \((\phi - \epsilon, \phi + \epsilon)\) is a whole interval, Lemma 8 also implies the same inequality with \( R_1 \) replaced by \( R_2 \). Finally, since \( f = \tilde{f} \) in \( E \), \( \int_{R_3} f d\theta = \int_{R_3} \tilde{f} d\theta \). Thus
\[
\int_{|\theta| < \epsilon} f(\phi + \theta)d\theta \leq c \int_{|\theta| < \epsilon} \tilde{f}(\phi + \theta)d\theta
\]
for such \( \epsilon \), and (4.11) follows.

In case \( \phi \in E \), we must consider \( \int_{|\theta| < \epsilon} f(\phi + \theta)d\theta \) for all \( \epsilon > 0 \). In this case, however, the integral splits into parts of kind \( R_2 \) and \( R_3 \) only, and (4.11) follows as above.

The proof of Theorem 2 is now complete in the case that \( f, v \) and \( \tilde{v} \) are smooth in \(|z| \leq 1\). It is not difficult to remove these assumptions by approximation.
arguments. Let \( \nu(\theta) \) be any function satisfying \( |\nu(\theta)| \leq c < \pi/2 \) and let \( w(\theta) = e^{\nu(\theta)} \). Then \( |\nu(p e^{i\theta})| \leq c < \pi/2 \), and as functions of \( \theta \) for fixed \( p < 1 \), both \( \nu(p e^{i\theta}) \) and its conjugate \( \tilde{\nu}(p e^{i\theta}) \) have Poisson integrals which are smooth in \( |z| \leq 1 \). Thus \( w(p e^{i\theta}) = e^{\tilde{\nu}(p e^{i\theta})} \) satisfies the conclusion (4.3) of Theorem 2. (We are still assuming \( f \) is smooth in \( |z| \leq 1 \).) But \( w(\theta) \sim w(p e^{i\theta}) \) by (2.3), and (4.3) for \( w \) follows from the \( L^1 \)-convergence of \( w(p e^{i\theta}) \) to \( w(\theta) \). Finally, we can remove the assumption that \( f \) be smooth in \( |z| \leq 1 \) by using \( f(p e^{i\theta}) = f(p e^{i\theta}) \). For (4.3) holds for \( f_p^\rho \) and \( f_p^\rho \mathcal{F}^* \) and \( S(f_p^\rho) \sim S(f) \) as \( p \to 1 \). Thus (4.3) for \( f \) follows without difficulty from the monotone convergence theorem.
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