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ABSTRACT. The relations between differentials invariant with respect to a finite group acting on a variety and the differentials on the quotient variety are studied. If the quotient map is unramified in codimension 1 we have an isomorphism for Zariski differentials, but not in general for Kähler differentials. Necessary and sufficient conditions for isomorphism of the Zariski differentials are given when the finite group acts linearly. Examples illustrate the scope of the theorems and some open problems.

Introduction. This paper is devoted to discussing differentials on quotients of algebraic varieties by finite group actions. If \( X \) is a quasi-projective variety over a field \( k \) and \( G \) is a finite group of \( k \)-automorphisms of \( X \), then the orbit space \( X/G \) is a quasi-projective variety and the quotient map \( \pi: X \to X/G \) is integral and of finite type. Varieties of the form \( X/G \) have been frequently though not systematically discussed in the literature. For example, see Serre's *Groupes algébriques* [9, III.12]. Of particular interest are symmetric products of a variety \( Y \) (here \( X = Y^r \) and \( G \) is the \( r \)-fold symmetric group acting by permuting the factors), which have been discussed, for example, by Mattuck ([5]–[7]). Moreover Briney [1] has shown that on varieties of the form \( X/G \) with \( X \) nonsingular there is a "good" intersection theory with rational coefficients.

In connection with both symmetric products and intersection theory it is desirable to have detailed information about the relation between differentials on \( X/G \) and invariant differentials on \( X \). Some information in that direction is obtained here.

We begin, in Chapter I, with some elementary properties of Zariski differentials. There are two novelties—we introduce and work with the sheaf of Zariski differentials, and we prove the (well-known?) result that the sheaf of Zariski differentials is the double dual of the sheaf of Kähler differentials.

Chapter II is devoted to showing that if the quotient map is tamely ramified in codimension 1, then the module of \( G \)-invariant Zariski differentials on \( X \) is isomorphic to the module of Zariski differentials on \( X/G \). This, combined with other results about Zariski differentials, allows us to give examples showing that no such results hold for Kähler differentials.
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In Chapter III we give necessary and sufficient conditions for the module of Zariski differentials on $X/G$ to be isomorphic to the module of invariant Zariski differentials on $X$ when $G$ acts linearly on the nonsingular variety $X$. ($G$ acts linearly on $X$ if at every closed point the action of the inertia group of that point on the completion of its local ring is linear.) The proof is by reduction to affine space followed by detailed computations.

Chapter IV consists of examples to illustrate the significance of the theorem of Chapter III together with other examples which indicate the difficulties of the nonlinear case.

The main results of Chapters II–IV require the assumption that the base field $k$ is algebraically closed.

Parts of this paper—especially a special case of the theorem of Chapter III—formed the principal content of the author’s doctoral thesis which was submitted to the Massachusetts Institute of Technology in August 1967. Special thanks must go to my thesis advisor, Professor Arthur Mattuck, for his advice and criticism while I was a student, and also for his insistence that I extend the thesis to the full power and generality obtained here.

My deepest appreciation is reserved for my husband, Bob, whose patience and encouragement made this paper possible, and who spent untold hours rewriting it in a form others could read.

CHAPTER I. GENERALITIES ABOUT DIFFERENTIALS

In this chapter we generalize some definitions and results of Zariski [11, §8] on differentials to the context of sheaves and prove that the sheaf of Zariski differentials is the double dual of the Kähler sheaf of differentials. This last seems to be well known, but we know of no proof in the literature.

Throughout this chapter $(X, G X)$ will denote a variety over the field $k$. The definitions given here agree with those of Zariski [op. cit.] for $(X, G X)$ a normal variety over an algebraically closed field $k$.

Let $K$ be the field of rational functions on $(X, G X)$. Note that $K$ may be considered a constant sheaf on $X$, and $G X$ is a subsheaf of $K$.

Definition. $\mathcal{D}_K = \text{Der}_K (K, K)$ is the $K$ vector space of $K$-derivations of $K$.

Definition. $\mathcal{D}_X$ is the presheaf on $X$ defined by $\mathcal{D}_X(U) = \{D \in \mathcal{D}_K | D(\mathcal{O}_X) \subseteq \mathcal{O}_X \}$, with the obvious restriction maps.

Notice that if $U$ is open in $X$, then $\mathcal{O}_U = \mathcal{O}_X|_U$ may be considered as a subsheaf of $K$ considered as a constant presheaf on $U$. Thus if $D \in \mathcal{D}_K$, then $D(\mathcal{O}_U)$ is a subsheaf of $K$, and we can ask when it is a subsheaf of $\mathcal{O}_U$.

Lemma 1. $\mathcal{D}_X(U) = \{D \in \mathcal{D}_K | D(\mathcal{O}_U) \subseteq \mathcal{O}_U$ where $D$ is considered as a map of sheaves$\}$. 
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Proof. For $V$ open in $U$, $\mathcal{O}_U(V) \subseteq \mathcal{O}_x$ for all $x$ in $V$. Thus if $D \in \mathcal{D}_X(U)$, then $D(\mathcal{O}_U(V)) \subseteq D(\mathcal{O}_x) \subseteq \mathcal{O}_x$ for all $x$ in $V$, i.e., $D(\mathcal{O}_U(V)) \subseteq \bigcap_{x \in V} \mathcal{O}_x = \mathcal{O}_U(V)$. That is $D(\mathcal{O}_U) \subseteq \mathcal{O}_U$.

Conversely if $D(\mathcal{O}_U) \subseteq \mathcal{O}_U$ then of course $D(\mathcal{O}_x) \subseteq \mathcal{O}_x$ for all $x \in U$.

Directly analogous to the $\mathcal{O}_X$ module of homomorphisms between two $\mathcal{O}_X$ modules is the $\mathcal{O}_X$ module $\mathcal{D}_\mathcal{O}(\mathcal{O}_X, \mathcal{O}_X)$ of derivations of $\mathcal{O}_X$ into an $\mathcal{O}_X$ module $\mathcal{M}$. Moreover if $\mathcal{M}$ is quasi-coherent, then $\mathcal{D}_\mathcal{O}(\mathcal{O}_X, \mathcal{M})$ is quasi-coherent. In particular if $X = \text{Spec } A$ and $\mathcal{M} = M^\sim$ then $\mathcal{D}_\mathcal{O}(\mathcal{O}_X, \mathcal{M}) = \text{Der}_k(A, M)^\sim$. For details see [3, EGA IV 16.5.6, 16.5.2].

Lemma 2.

Let $D \in \mathcal{D}_\mathcal{O}(\mathcal{O}_U, \mathcal{O}_U)$ and let Spec $A$ be any affine open subvariety of $U$; then $D$ gives a $k$-derivation of $A$. Now since $K$ is the quotient field of $A$ this derivation extends uniquely to a $k$-derivation $D^A$ of $K$. We first show that $D^A$ is independent of $A$. Namely if Spec $B$ is also an open affine set in $U$, then Spec $A \cap$ Spec $B$ is an affine open set with an affine ring $C$ containing both $A$ and $B$. Now since all are induced by $D$, $D^C|_A = D^A|_A$ and $D^C|_B = D^B|_B$, so $D^A = D^C = D^B$. Denote this unique derivation of $K$ gotten from $D$ by $D'$.

To show that $D'|_{\mathcal{O}_U} = D$, it suffices to show that for $x \in U$, $D'|_{\mathcal{O}_X} = D_x$ (the derivation of $\mathcal{O}_x$ induced by $D$). $x$ is in some affine open subset Spec $A$ of $U$ and $\mathcal{O}_x$ can be identified with $A_p$ where $p$ is the prime ideal corresponding to $x$; $D'|_{A_p} = D_x$ since $D'|_A = D_x|_A$.

Proposition 1. $\mathcal{D}_X$ is a quasi-coherent sheaf. If $U = \text{Spec } A$ is an affine open set in $X$, then $D_X|_U \cong \mathcal{D}_A^\sim$ where $\mathcal{D}_A = \{D \in \mathcal{D}_K | D(A) \subseteq A \} \cong \text{Der}_k(A, A)$.

Proof. This follows from Lemma 2 and [3, EGA IV 16.5.2].

Proposition 2. The stalk $D_x$ of $D_X$ at $x$ is $D_x = \{D \in \mathcal{D}_K | D(\mathcal{O}_x) \subseteq \mathcal{O}_x \}$.

Proof. A typical element of $D_x$ is the germ of $D_1 \in D_{U_1}$ where $U_1$ is an open neighborhood of $x$.

If $D_2 \in D_{U_2}$ defines the same element of $D_x$ as does $D_1$, then of course $D_1|_{\mathcal{O}_x} = D_2|_{\mathcal{O}_x}$ and so we have a homomorphism $D_x \rightarrow \{D \in \mathcal{D}_K | D(\mathcal{O}_x) \subseteq \mathcal{O}_x \}$.
There is also the obvious isomorphism

\[ \{ D \mid D \in \mathcal{D}_K, D(\mathcal{O}_x) \subseteq \mathcal{O}_x \} \rightarrow \text{Der}_k(\mathcal{O}_x, \mathcal{O}_x). \]

Now given \( D \in \text{Der}_k(\mathcal{O}_x, \mathcal{O}_x) \) we can find an affine open subset \( \text{Spec} \mathcal{A} \) of \( X \) containing \( x \) so that \( D \) becomes an element of \( \text{Der}_k(\mathcal{A}_p, \mathcal{A}_p) \), \( \mathfrak{p} \) being the prime ideal of \( x \). Let \( a_1, \ldots, a_r \) be generators of \( \mathcal{A} \), write \( D(a_i) = b_i/c_i \) with \( c_i \in \mathcal{A} - \mathfrak{p} \) and put \( f = c_1 \cdots c_r \). Since \( D \) is a derivation \( D(A_f) \subseteq A_f \). Moreover \( x \in \text{Spec} \mathcal{A}_f \subseteq X \) since \( f \notin \mathfrak{p} \). \( D \) extends uniquely to a derivation \( D' \) in \( \mathcal{D}_X(\text{Spec} \mathcal{A}_f) \) and so defines an element of \( \mathcal{D}_x \). This gives a homomorphism \( \text{Der}_k(\mathcal{O}_x, \mathcal{O}_x) \rightarrow \mathcal{D}_x \) which is clearly the inverse of the above map.

Definition. \( \Omega^\mathcal{O}(K) = \text{Hom}_K(\otimes K, K) \).

Definition. \( \Omega^\mathcal{O}_x \) is the presheaf on \( X \) defined by \( \Omega^\mathcal{O}_x(U) = \{ \omega \in \Omega^\mathcal{O}(K) \mid \forall x \in U, \omega(D) \in \mathcal{O}_x \} \). Note that \( \mathcal{D}_x \) is the sheaf of Zariski differentials on \( X \).

Lemma 3. For \( U = \text{Spec} \mathcal{A} \) affine open in \( X \) and \( D \in \mathcal{D}_K \) there exists \( 0 \neq c \in K \) such that \( cD \in \mathcal{D}_x(U) \), that is, \( cD(\mathcal{O}_x) \subseteq \mathcal{O}_x \) for all \( x \in U \).

Proof. Let \( a_1, \ldots, a_r \) be a finite set of generators of \( \mathcal{A} \) over \( k \). Then \( D(a_i) = b_i/c_i \) for some \( b_i, c_i \in \mathcal{A} \). Let \( c = c_1 \cdots c_r \) so \( cD(\mathcal{A}) \subseteq \mathcal{A} \). But then \( cD(\mathcal{A}_p) \subseteq \mathcal{A}_p \) for \( \mathfrak{p} \) any prime ideal of \( \mathcal{A} \), i.e., \( cD(\mathcal{O}_x) \subseteq \mathcal{O}_x \) for any \( x \in U \).

Lemma 4. \( \Omega^\mathcal{O}_x(U) \rightarrow \text{Hom}_{\mathcal{A}_U}(\mathcal{D}_U, \mathcal{O}_U) \)

\[ \omega \mapsto \omega |_{\mathcal{A}_U} \]

is an isomorphism for \( U \) affine open in \( X \).

Proof. Define \( f_U : \mathcal{D}_X(U) \otimes \mathcal{O}_x(U) \rightarrow \mathcal{D}_K \) by \( f_U(D \otimes a) = aD \). Then \( f_U \) is an isomorphism with inverse \( f_U^{-1} \) where \( f_U^{-1}(D) = aD \otimes 1/a \) where \( a \) is any nonzero element of \( K \) such that \( aD \in \mathcal{D}_x(U) \). Such an \( a \) exists by the last lemma.

Now given \( g : \mathcal{D}_U \rightarrow \mathcal{O}_U \) we have \( g \otimes \mathcal{O}_U : \mathcal{D}_K \rightarrow K \) and this composed with the inclusion \( \mathcal{D}_U \rightarrow \mathcal{D}_K \) gives an element of \( \Omega^\mathcal{O}_x(U) \). It is easily checked that this is the inverse of \( \omega \mapsto \omega |_{\mathcal{A}_U} \).

Corollary 1. \( \Omega^\mathcal{O}_X \rightarrow \text{Hom}_{\mathcal{O}_X}(\mathcal{O}_X, \mathcal{O}_X) \) is an isomorphism.

For any \( \mathcal{O}_X \) module \( \mathcal{F} \) we will write \( \mathcal{F}^* \) for the dual module \( \text{Hom}_{\mathcal{O}_X}(\mathcal{F}, \mathcal{O}_X) \). With this notation Corollary 1 says that \( \Omega^\mathcal{O}_X \) is canonically isomorphic to \( \mathcal{D}_X^* \).
Corollary 2. \( \Omega^x_x = \{ \omega \in \Omega^x_K \mid \omega(\mathcal{D}_x) \subseteq \mathcal{O}_x \} \).

The defining property of the Kähler module of differentials on \( X \) is that there is a derivation \( d: \mathcal{O}_X \to \Omega^x_x \) so that
\[
\text{Hom}_{\mathcal{O}_X}(\Omega^x_x, \mathcal{F}) \to \text{Der}_k(\mathcal{O}_X, \mathcal{F})
\]
\( f \mapsto fd \)
is an isomorphism for every quasi-coherent \( \mathcal{O}_X \) module \( \mathcal{F} \). \( \Omega^x_x \) is itself a quasi-coherent \( \mathcal{O}_X \) module (see \([3, \text{EGA, IV 16.5.6}]\)).

Corollary 3. \( H: \Omega^x_x \to \Omega^x_x \) is an isomorphism where \( H \) is defined by \( H(\omega) = \omega^{**} \) and \( \omega^{**}(f) = \omega(fd) \).

Note that this makes sense, for if \( f \in \Omega^x_x \), i.e., \( f \in \text{Hom}_{\mathcal{O}_X}(\mathcal{O}_U, \mathcal{O}_U) \), then \( fd \in \text{Der}_k(\mathcal{O}_U, \mathcal{O}_U) \) which is identified, via Lemma 2, with \( \mathcal{D}_X(U) \subseteq \mathcal{D}_K \) and so \( fd \) is in the domain of \( \omega \).

The basic property of Zariski differentials, which is used throughout the rest of this work, is contained in

Theorem 1. Let \( X \) be a normal variety. For any point \( x_0 \) of \( X \), if a Zariski differential \( \omega \) is in \( \Omega^x_x \) for every point \( x \) of codimension 1 passing through \( x_0 \), then \( \omega \in \Omega^x_{x_0} \).

Proof. We want to prove that \( \Omega^x_{x_0} = \bigcap \Omega^x_x \) where the \( x \) are as in the statement of the theorem. But this is the same as showing that \( \Omega^x_{x_0} = \bigcap (\Omega^x_x)^{**} \) where \( \mathfrak{p} \) ranges over all minimal primes of \( \mathcal{O}_{x_0} \). Now \( \Omega^x_{x_0} \) is reflexive because \( \Omega^x_{x_0} = \Omega^x_x \), and the theorem follows from the classical result that a torsion free finitely generated module \( M \) over an integrally closed Noetherian domain \( A \) is reflexive if and only if \( M = \bigcap M_{\mathfrak{p}} \) as \( \mathfrak{p} \) ranges over the minimal prime ideals of \( A \) (see Samuel [8]).

Corollary 4. Let \( X \) be as above. If \( \omega \in \Omega^x(K) \), \( U \) is open in \( X \) and \( \omega \) is in \( \Omega^x_x \) for every \( x \) of codimension 1 in \( U \), then \( \omega \in \Omega^x_x(U) \).

Definition. \( d^x: \mathcal{O}_X \to \Omega^x_x \) is defined, on sections over \( U \), by \( d^x_U(a)(D) = d(D)(a) \). Here \( \Gamma(U, \Omega^x_x)^* \) is identified with \( \mathcal{D}_X(U)^* \) via Corollary 1. Note that \( d^x \) is a derivation.

Proposition 3. The diagram
\[
\begin{array}{ccc}
\mathcal{O}_X & \xrightarrow{d^x} & \Omega^x_x \\
\downarrow{d^{**}} & & \\
\Omega^{x**}_x & \xleftarrow{H} & \end{array}
\]

commutes.
Proof. For \( a \in \mathcal{O}_X(U) \) and \( f \in \Omega^*_X(U) \) we have
\[ h(d^x(a))(f) = d^x(a)(f \circ d) = f(d(a)) = d^{**}(a)(f). \]

Let \( e': \Omega^*_X \to \Omega^{**}_X \) be the canonical homomorphism and \( e': \Omega^*_X \to \Omega^{**}_X \) the unique homomorphism such that \( e' \circ d_X = d^x_X \). Then from Corollary 3 and the last proposition it follows that the diagram

\[
\begin{array}{ccc}
\Omega^*_X & \xrightarrow{e'} & \Omega^{**}_X \\
\downarrow d & & \downarrow d^x \\
\mathcal{O}_X & \xrightarrow{e} & \Omega^*_X \\
\end{array}
\]

commutes.

From the above diagram we note that \( \text{Ker } e' = \text{Ker } e \). But \( \text{Ker } e = t\Omega_X \) (the torsion submodule of \( \Omega_X \)). In fact more generally we quote the well-known

**Proposition 4.** If \( R \) is a Noetherian domain and \( M \) is a finitely generated \( R \) module, then the kernel of the canonical homomorphism \( e: M \to M^{**} \) is \( tM \), the torsion submodule of \( M \) [4, p. 897].

In the next chapter we will obtain conditions enabling us to compute \( \Omega^*_{X/G} \) in certain cases. If \( e \) were an isomorphism or even an epimorphism we would have somewhat similar results for \( \Omega^*_{X/G} \). Unfortunately \( e \) is in general neither monic nor epic.

An example where \( e \) is monic but not epic is given by the cone \( X = \text{Spec } \mathcal{O}[X, Y, Z]/(XZ - Y^2) \). If \( Y = \text{Spec } \mathcal{O}[X, Y, Z, W]/(XW - YZ, XZ - Y^2, YW - Z^2) \), the cone over the twisted cubic, then \( e \) is neither a monomorphism nor an epimorphism. I have been unable to find an example where \( e \) is epic but not monic. Of course if \( X \) is nonsingular \( e \) is an isomorphism, but I know of no other cases where this is so.

**CHAPTER II. THE TAMELY RAMIFIED CASE**

The notation here is as in Chapter I except that if confusion is likely we write \( K(X) \), rather than \( K \), for the field of rational functions on \( X \).

*From Theorem 2 (in §2) onwards the base field \( k \) is algebraically closed.*

**1. Invariant differentials.** For \( f: X \to Y \) a dominant, integral morphism of normal varieties we define a map \( \Omega^f: \Omega^*_Y \to f_*\Omega^*_X \), of \( \mathcal{O}_Y \)-modules as follows:
Since \( f \) is dominant we have the inclusion \( f^*: K(Y) \to K(X) \), and, since the image of the respective \( d^x \)'s generate \( \Omega^x(K(Y)) \) and \( \Omega^x(K(X)) \), there is a
unique $K(Y)$ homomorphism $\Omega^f: \Omega^f(K(Y)) \rightarrow \Omega^f(K(X))$ so that $\Omega^f d^f = d^f \ast$. Notice that $\Omega^f$ is given explicitly by $\Omega^f (\omega)(D) = \omega(D^f \ast)$ for $\omega \in \Omega^f(K(Y))$ and $D \in \mathbb{D}_{K(X)}$. The force of the above remark is that this formula makes sense, i.e., $D^f \ast$ is in the domain of $\omega$. Finally we define $\Omega^f: \Omega^f_{Y,U}(U) \rightarrow \Omega^f_{X,U}(U)$ by $\Omega^f(\omega)(D) = \omega(D^f \ast)$ for $\omega \in \Omega^f_{Y,U}(U)$ and $D \in \mathbb{D}_X(f^{-1}(U))$. By the above remark we know that $\Omega^f(\omega) \in \Omega^f(K(X))$, but we must check that it is in $\Omega^f_{X,U}(U) = \Omega^f_X(f^{-1}(U))$.

Now from the corollary to Theorem 1 of Chapter I $\Omega^f_{X,Y}(U)$ is the intersection of all $\Omega^f_{X,Y}$ with $y$ a point of codimension 1 in $U$. Similarly $\Omega^f_{X,U} (f^{-1}(U))$ is the intersection of all $\Omega^f_{X,U}$ for $x$ a point of codimension 1 in $f^{-1}(U)$. Since $f$ is integral there is for each $y$ of codimension 1 in $U$ an $x$ of codimension 1 in $f^{-1}(U)$ with $f(x) = y$. Thus it suffices to show that $\Omega^f(\Omega^f_{X,Y}) \subseteq (\Omega^f_{X,Y}^y) = \bigcap_{f(x) = y} \Omega^f_{X,Y}$. For each such $y$, But

$$
\Omega^f_{Y,Y} \xrightarrow{e^f} \Omega^f_{Y,Y} \subseteq \Omega^f(K(Y))
$$

is commutative and, $y$ being a point of codimension 1 on a normal variety, $\Omega^f_{Y,Y}$ is a free module of finite rank and so $e^f$ is an isomorphism as indicated in the diagram. Thus $\Omega^f(\Omega^f_{X,Y}) \subseteq (\Omega^f_{X,Y}^y)$ as needed.

Now let $X$ be a normal, quasi-projective $k$-variety and $G$ a finite group of $k$-automorphisms of $X$. Then there is a normal, quasi-projective quotient variety $X/G$ and the quotient map $\pi: X \rightarrow X/G$ is a dominant, integral morphism. For details see [2, SGA 1, Exp. V].

$\pi$ being a dominant, integral morphism we have the map $\Omega^f \pi: \Omega^f_{X/G} \rightarrow \pi_* \Omega^f_{X}$. As expected this factors through $(\pi_* \Omega^f_{X})^G$ as we will see as soon as we define it.

$\sigma \in G$ gives $\Omega^f \sigma: \Omega^f_{X} \rightarrow \sigma_* \Omega^f_{X}$ and applying $\pi_* \sigma$ to this gives $\pi_* \sigma \Omega^f \sigma$: $\pi_* \sigma \Omega^f_{X} \rightarrow \pi_* \sigma_* \Omega^f_{X} = \pi_* \Omega^f_{X}$ and this defines an action of $G$ on $\pi_* \Omega^f_{X}$. For each open set $U \subset X/G$, we note that $\pi_* \Omega^f_{X}(U)$ is a subset of $\Omega^f(k)$ and the action of $G$ defined above is the restriction of the action on $\Omega^f(k)$ defined by $\sigma \cdot \omega(D) = \omega(D^f \ast)$ for $\sigma \in G$, $\omega \in \Omega^f(k)$ and $D \in \mathbb{D}_k$. From this we get the presheaf $(\pi_* \Omega^f_{X})^G$ where $\Gamma(U, (\pi_* \Omega^f_{X})^G) = \Gamma(U, \pi_* \Omega^f_{X})^G$. This is clearly a sheaf.

Proposition 1. $\Omega^f \pi(\Omega^f_{X/G}) \subseteq (\pi_* \Omega^f_{X})^G$.

Proof. We need only note that $(\pi_* \Omega^f_{X}) \pi = \Omega^f \pi \sigma = \Omega^f \pi$ as maps from $\Omega^f_{X/G}$ to $\pi_* \Omega^f_{X}$.
Remark.

\[ \begin{array}{ccc}
\Omega^2_{X/G} & \xrightarrow{\Omega^2_\pi} & (\pi_*\Omega^2_X)^G \\
\downarrow{e'} & & \downarrow{e'} \\
\mathcal{O}_{X/G} & \xrightarrow{\Omega_\pi} & (\pi_*\mathcal{O}_X)^G \\
\downarrow{d} & & \downarrow{d} \\
\Omega_{X/G} & \xrightarrow{\Omega} & (\pi_*\Omega_X)^G \\
\end{array} \]

is a commutative diagram.

2. Reduction to consideration of the ramification group. Let \( X, G \) and \( \pi \) be as above. When is \( \Omega^2_\pi \colon \Omega^2_{X/G} \rightarrow (\pi_*\Omega_X)^G \) an isomorphism? As a preliminary to answering this question, we prove in this section that for a point \( x \) in \( X \) with image \( y \) in \( X/G \) and ramification group \( H \), \( \Omega^2_\pi \) is an isomorphism iff \( \Omega^2_{\rho_x} \) is an isomorphism where \( \rho : X \rightarrow X/H \) is the quotient map and \( z = \rho(x) \).

Moreover to show \( \Omega^2_\pi \) an isomorphism it is enough to show that \( \Omega^2_\pi \) is an isomorphism at each point \( y \) of codimension 1. The proof of both these assertions is via completions.

For a point \( y \) on \( X/G \), \( (\pi_*\mathcal{O}_X)_y \) is a semilocal ring on which \( G \) acts giving \( \mathcal{O}_{X/G, y} \) as ring of invariants. We know that \( \Omega^2_\pi_\gamma : \Omega^2_{X/G, y} \rightarrow (\pi_*\Omega^2_X)_y^G \) is an isomorphism iff its completion is. But \( G \) also acts on \( (\pi_*\Omega^2_X)_y \) and \( ((\pi_*\Omega^2_X)_y)^G \subseteq ((\pi_*\Omega^2_X)_y^G) \). It will be helpful to know that these are equal as the second is easier to handle. Various forms of this situation occur so we formalize it in

Lemma 1. Let \( A \) be a semilocal ring, \( G \) a finite group acting on \( A \) and assume \( A^G \) is Noetherian. Suppose \( G \) acts compatibly on a finitely generated \( A \)-module \( N \). Then \( (N^G)^\wedge = (N^\wedge)^G \).

Proof. If \( v \) is the radical of \( A \), then \( v \cap A^G \) is the radical of the semilocal ring \( A^G \) and the two adic topologies on \( N \) are the same. Consider the exact sequence \( 0 \rightarrow N^G \rightarrow N \rightarrow \prod_{\sigma \in G} N \) of \( A^G \) modules where \( i : N^G \rightarrow N \) is the inclusion and \( g : N \rightarrow \prod_{\sigma \in G} N \) is defined by \( g(n) = (\sigma(n) - n : \sigma \in G) \). Since completion is exact we get the exact sequence \( 0 \rightarrow (N^G)^\wedge \rightarrow N^\wedge \rightarrow (\prod_{\sigma \in G} N)^\wedge \). Moreover \( (\prod_{\sigma \in G} N)^\wedge \) is naturally isomorphic to \( \prod_{\sigma \in G} N^\wedge \) and the kernel of the composed map \( N^\wedge \rightarrow \prod_{\sigma \in G} N^\wedge \) is \( (N^\wedge)^G \), so \( (N^G)^\wedge = (N^\wedge)^G \) as claimed.

Corollary. \( (A^\wedge)^G = (A^G)^\wedge \).

As a first step we reduce the problem to consideration of the decomposition group of a point, i.e., the maximal subgroup of \( G \) which leaves the point fixed.
Theorem 1. Let $X$, $G$ and $\pi$ be as above. Let $x \in X$, let $H$ be its decomposition group, $\rho: X \to X/H$ the quotient map and $z = \rho(x)$, $y = \pi(x)$. Then

$\Omega^2_x: \Omega^2_{X/G,y} \to (\pi_*\Omega^2_X)_y$ is an isomorphism iff $\Omega^2_{X/H,z} \to (\rho_*\Omega^2_X)_z$ is an isomorphism.

Proof. As $\pi$ is constant on $H$ orbits there is a unique map $r: X/H \to X/G$ so that $r \rho = \pi$. On $X/H$ we have $\Omega^2_r: \Omega^2_{X/H} \to \rho_*\Omega^2_X$. Applying $\pi_*$ gives us $\pi_*\Omega^2_r: \pi_*\Omega^2_{X/H} \to \pi_*\Omega^2_X$ on $X/G$. Now $\Omega^2(\pi) = \pi_*\Omega^2_r(\Omega^2(\pi))$, so $\Omega^2(\pi) \text{ factors through } \pi_*\Omega^2_{X/H}$ as well as through $(\pi_*\Omega^2_X)_G$. We denote the intersection of these two subsheaves of $\pi_*\Omega^2_X$ by $(\pi_*\Omega^2_X)_G$. For the remainder of the proof we will write $\alpha$ for $\Omega^2(\pi)$ considered as a map into $(\pi_*\Omega^2_{X/H})_G$ and $\beta$ for the inclusion of this into $(\pi_*\Omega^2_X)_G$. $\alpha_y$ is always an isomorphism. To see this note that from Theorem 1 of Chapter I it suffices to prove $\alpha$ an isomorphism at every point of codimension 1 passing through $y$. Now if $(\pi_*\Omega^2_{X/H})_G$ and $\beta'$ are defined by the pull-back diagram

$$
\begin{array}{ccc}
(r_*\Omega^2_{X/H})_G & \xrightarrow{\beta'} & (\pi_*\Omega^2_X)_G \\
\downarrow{\beta} & & \downarrow{\pi_*}\Omega^2_X \\
(\pi_*\Omega^2_X)_G & \xrightarrow{\supset} & (\pi_*\Omega^2_X)_G
\end{array}
$$

and $\alpha': \Omega^2_{X/G} \to (r_*\Omega^2_{X/H})_G$ is the unique map such that $\beta' \alpha' = \Omega \pi = \pi_*\rho\Omega r$, then we have the commutative diagram

$$
\begin{array}{ccc}
\Omega^2_{X/G} & \xrightarrow{\alpha'} & (r_*\Omega^2_{X/H})_G & \xrightarrow{\beta'} & (\pi_*\Omega^2_X)_G \\
\downarrow{\epsilon'} & & \downarrow{r_*\epsilon'} & & \downarrow{\pi_*\epsilon'} \\
\Omega^2_{X/G} & \xrightarrow{\alpha} & (r_*\Omega^2_{X/H})_G & \xrightarrow{\beta} & (\pi_*\Omega^2_X)_G
\end{array}
$$

in which the vertical arrows are isomorphisms at each point of codimension 1 on $X/G$. Thus $\alpha_y$ is an isomorphism iff $\alpha'$ is an isomorphism at each point of codimension 1 passing through $y$. As $H$ contains the ramification group of $x$, $r$ is étale at $z$ (see [2, SGA 1, Exp. V, p. 8]) and so $\Omega^2_{X/G,y} \otimes \bigotimes_{X/H,y} \pi_*\Omega^2_{X/H,y} \to \pi_*\Omega^2_{X/H,y}$ is an isomorphism. (The tensor product is over $\bigotimes_{X/H,y}$.) $G$ acts on both these modules in a fashion compatible with the isomorphism, so $\Omega^2_{X/G,y} \otimes (r_*\bigotimes_{X/H,y})_y \to (r_*\bigotimes_{X/H})_y$ is an isomorphism. But $(r_*\bigotimes_{X/H})_y \cong \bigotimes_{X/G,y}$, so $(r_*\bigotimes_{X/H})_y \cong \Omega^2_{X/G,y}$ and this isomorphism is in fact $\alpha'_y$. From this it follows that $\alpha'$ is an isomorphism at every point of codimension 1 passing through $y$, and so $\alpha_y$ is an isomorphism as claimed.

Proof of the theorem has now been reduced to showing that $\beta_y$ is an isomorphism iff $\Omega^2_{X/H,z}$ is an isomorphism. One direction is clear: by Corollary 2 to Lemma 4 of Chapter I both $\Omega^2_{X/H,z}$ and $(\rho_*\Omega^2_X)_z$ may be considered to be
subsets of $\Omega^x(K)$ and $\Omega^x\rho_z$ is then an inclusion. Moreover intersecting each of these with $\Omega^x(K^G) = \Omega^x(K)^G$ gives $(r_x\Omega^x_{X/H})^G_y$ and $(\pi_x\Omega^x_X)^G_y$ respectively, while $\Omega^x\rho_z$ restricted to this subset is $\beta_y$. So $\Omega^x\rho_z$ an isomorphism implies $\beta_y$ an isomorphism.

For the converse it suffices to prove that $\beta_y$ an isomorphism implies $\Omega^x\rho_z$ an isomorphism. Let $x_1, \ldots, x_8$ be the distinct points of $X$ lying over $y$. Let $z_i = \rho(x_i)$, so $z_1, \ldots, z_8$ are the distinct points of $X/H$ lying over $y$. Then from Lemma 1, $((r_x\Omega^x_{X/H,y})^G)^\circ = ((r_x\Omega^x_{X/H,y})^G)^J$ and $((\pi_x\Omega^x_{X,y})^G)^\circ = ((\pi_x\Omega^x_{X,y})^G)^J$. Moreover

$$r_x\Omega^x_{X/H,y} \simeq \bigoplus_{i=1}^8 \Omega^x_{X/H,x_i, z_i} \text{ and } \pi_x\Omega^x_{X,y} \simeq \bigoplus_{i=1}^8 \rho_x\Omega^x_{X,z_i}$$

with $r_x\Omega^x_{y} \rho_y$ the product of the maps $\Omega^x\rho_{z_i}$ But $\beta_y$ is the restriction of $r_x\Omega^x_{y} \rho_y$ to $(r_x\Omega^x_{X/H,y})^G$.

$G$ acts transitively on $z_1, \ldots, z_8$ so we may choose $\sigma_1, \ldots, \sigma_8$ in $G - \sigma_1$ being the identity—so that $\sigma_i(z_i) = z_i$ These are a complete set of representatives for a left coset decomposition of $G$ by $H$.

Let $\omega_1 \in (\rho_x\Omega^x_{X,z_1})^H$. If we can show that $\omega_1$ is in the image of $\Omega^x\rho_{z_1}$ the proof will be complete. Put $\omega_i = \sigma_i(\omega_1)$ and $\omega = (\omega_1, \ldots, \omega_8)$ so that $\omega \in (\pi_x\Omega^x_{X,y})^G$. When $\beta_y$ is an isomorphism there is $\omega^* = (\omega_1^*, \ldots, \omega_8^*)$ so that $\beta_y(\omega^*) = \omega$. But then $\Omega^x\rho_{z_1}(\omega_1^*) = \omega_1$ as desired.

For the remainder of the paper the base field $k$ is algebraically closed.

**Theorem 2.** Let $X, G$ and $\pi$ be as in Theorem 1. For $x$ any point in $X$ write $H$ for its ramification group, $\rho: X \to X/H$ for the associated quotient map and $z = \rho(x)$. Then $\Omega^x\pi: \Omega^x X \to (\pi_x\Omega^x_X)^G$ is an isomorphism iff for each $x$ in $X$, $\Omega^x\rho_z: \Omega^x_{X,H,z} \to (\rho_x\Omega^x_{X,z})^H$ is an isomorphism.

The "only if" part of this Theorem is contained in the proof of Theorem 1 where the corresponding statement needed only that the decomposition group contain the ramification group. For the other part we need the following:

**Lemma 2.** With the same notation as in Theorem 2 there is a closed point $x_0$ in the closure of $x$ which also has $H$ as ramification group.

The proof is clear once we note that $G$ is finite and the ramification locus of any $\sigma \in G$ is closed.

**Proof of Theorem 2.** Let $x \in X, H$ and $x_0$ be as above. Since $k$ is algebraically closed, $H$ is the decomposition group of $x_0$, and so $\Omega^x\pi$ an isomorphism implies (by Theorem 1) that $\Omega^x\rho_{z_0}$ is an isomorphism. But $\Omega^x\rho_z$ is gotten by localizing $\Omega^x\rho_{z_0}$ at the prime ideal corresponding to $z$ in $\hat{\mathcal{O}}_{X,H,z_0}$ and so is also an isomorphism.
3. The tamely ramified case. By definition \( \pi: X \to X/G \) is tamely ramified at \( x \) iff the characteristic, \( p \), of \( k \) does not divide \( b \), the order of the ramification group.

**Theorem 3.** If \( \pi: X \to X/G \) is tamely ramified at every point of codimension 1, then \( \Omega^2 \pi: \Omega^2_{X/G} \to (\pi_* \Omega^2_X)^G \) is an isomorphism.

**Proof.** We need only show that for each point \( x \in X \) of codimension 1 and with ramification group \( H \), \( \Omega^2 \rho: \Omega^2_{X/H,z} \to (\rho_* \Omega^2_{X,H,z})^H \) is an isomorphism.

(As above \( \rho: X \to X/H \) is the quotient map and \( z = \rho(x) \).) Now

\[
\begin{array}{ccc}
\Omega^2_{X/H,z} & \xrightarrow{\Omega^2 \rho} & \rho_* \Omega^2_{X,z} \\
\downarrow{\cong} & & \downarrow{\cong} \\
\Omega^2_{X/H,z} & \xrightarrow{\rho_* \epsilon'} & \rho_* \Omega^2_{X,z}
\end{array}
\]

is commutative and the vertical maps are isomorphisms since \( z \) is a point of codimension 1. As \( \rho_* \epsilon' \) is compatible with the actions of \( H \) it will suffice to prove that \( \Omega \rho: \Omega^2_{X/H} \to (\rho_* \Omega^2_{X,H})^H \) is surjective (since \( \Omega^2 \rho \) is always injective).

Note that both \( \Omega_{X,x} \) and \( \Omega_{X/H,z} \) are discrete valuation rings and so \( \Omega_{X,x} \) and \( \Omega_{X/H,z} \) are free modules of finite rank. Moreover since \( H \) is the ramification group of \( x \), \( \rho_* \Omega_{X,z} = \Omega_{X,H,z} \) and \( \rho_* \Omega_{X,H,z} = \Omega_{X,x} \).

For convenience in the remainder of the proof we will abbreviate our notation to \( \Omega_{X,x} = \Omega^2_{X,H,z} = \Omega^2_{X,z} \), etc.

Now since \( x \) is the only point of \( X \) lying over \( z \), \( \Omega_{x} \) is the integral closure of \( \Omega_{z} \) in \( K \). Thus if \( u \) is a generator of the maximal ideal of \( \Omega_{x} \), then \( u^b \) is a generator of the maximal ideal of \( \Omega_{z} \). As \( p \nmid b \) and \( k \) is algebraically closed \( T^b - u^b \) is irreducible and is the minimal polynomial of \( u \). This shows that the conjugates of \( u \) over \( k(u) \) are \( u, \xi u, \ldots, \xi^{b-1}u \), where \( \xi \) is a primitive \( b \)th root of unity, and so \( H \) is a cyclic group with a generator \( \sigma \) acting on \( \Omega_{x} = \Omega_{z} [u] \) as \( \sigma(u) = \xi u \).

To show that \( \Omega \rho \) is an epimorphism consider an arbitrary element \( \omega \) in \( (\rho_* \Omega_{X,H,z})^H \). \( \omega = \sum_{i=0}^{b-1} \sigma^i(f \cdot \xi^i du) \) with \( f, f \in \Omega_{x} \) and \( g_i \in \Omega_{z} \). \( \omega \) is invariant under \( H \), i.e., \( \sigma(\omega) = \omega \), so \( b \omega = \sum_{i=0}^{b-1} \sigma^i(f \cdot \xi^i du) + \sum_{i=0}^{b-1} \sigma^i(\xi^i du) \) and \( \omega = \sum_{i=1}^{b} f^* \sigma^i(\xi^i du) \). Now \( f^* \in \Omega_{x}^H = \Omega_{z}^H \), so \( \sum_{i=1}^{b} f^* \sigma^i(\xi^i du) \) is in the image of \( \Omega \rho \) and \( f^* \xi^i du \) is in \( (\Omega_{x,J})^H \). Thus we have only to show that if \( f^* \xi^i du \) is in \( (\Omega_{x,J})^H \), then it is in the image of \( \Omega \rho \). But \( f^* \) may be written uniquely as \( f^* = \sum_{i=0}^{b-1} a_i u^i \) with \( a_i \in \Omega^1_z \). Now \( 0 = \sigma(f^* \xi^i du) = \sum_{i=0}^{b-1} a_i (\xi^i + 1 - 1) u^i du \). Moreover \( \Omega^1_z \) is a free \( \Omega_z \)-module and so a torsion-free \( \Omega_{x,z} \)-module, whence \( \sum_{i=0}^{b-1} a_i (\xi^i + 1 - 1) u^i = 0 \). But then \( a_i (\xi^{i+1} - 1) \) must be 0 for \( i = 0, \ldots, b-1 \) and so \( a_i = 0 \) for
\[ i = 0, \ldots , b - 2 \text{ while } a_{b - 1} \text{ is arbitrary (} \zeta \text{ is a primitive } b\text{th root of unity). Thus } fdu = au^{b-1}du \text{ with } a \in \hat{O}_z. \text{ But } au^{b-1}du = b^{-1}a(du^b) \text{ which is in the image of } \Omega p \text{ as desired.} \]

**Corollary.** Let \( X, G, \pi \) be as above. Suppose both \( X \) and \( X/G \) are nonsingular and that \( \pi \) is tamely ramified in codimension 1. Then \( \Omega \pi : \Omega_{X/G} \to (\pi^* \Omega_X)^G \) is an isomorphism.

**Proof.** If \( X \) and \( X/G \) are nonsingular, then \( \Omega_X \) and \( \Omega_{X/G} \) are locally free and so each \( e' \) is an isomorphism compatible with the actions of \( G \). Apply the theorem.

**Note.** If \( X \) and \( X/G \) are nonsingular but \( \pi \) is wildly ramified \( \Omega \pi \) will not in general be an isomorphism. A bountiful supply of examples is to be found in Chapter III.

4. **Examples.**

**Proposition 2.** Let \( X \) be a variety for which \( \tau \Omega_{X} \), the torsion submodule of \( \Omega_X \), is zero. Then the kernel of \( \Omega \pi \) is \( \tau \Omega_{X/G} \).

**Proof.** Look at the commutative diagram

\[
\begin{array}{ccc}
\Omega_{X/G} & \xrightarrow{\Omega \pi} & \Omega_X \\
\downarrow{e'} & & \downarrow{e'} \\
\Omega^2_{X/G} & \xrightarrow{\Omega^2 \pi} & \Omega^2_X
\end{array}
\]

and remember that \( \Omega^2 \pi \) is a monomorphism (§1) and the kernel of \( e' \) is the torsion submodule. (This follows from Proposition 3 of Chapter I.)

All of the examples offered here are affine, so we will freely confuse varieties with their affine rings and (coherent) sheaves with their modules of global sections.

**Example 1.** \( \Omega \pi : \Omega_{X/G} \to (\Omega_X)^G \) may be a monomorphism but not an epimorphism. Suppose the characteristic of \( k \) is not 2 and let \( \sigma \) be the automorphism of \( A = k[T_1, T_2] \) given by \( \sigma(T_i) = -T_i \). This gives an action of the cyclic group of order 2 on the affine plane, and \( A^G = k[1, T_1 T_2, T_2^2] \cong k[U, V, W]/(UV - W^2) \), i.e., \( X/G \) is the cone. This is a normal hypersurface so according to Lipman [4, Proposition 8.1] \( \tau \Omega_{X/G} = 0 \), and thus \( \Omega \pi \) is a monomorphism. It is not an epimorphism: \( XdY \) is in \((\Omega_X)^G \) but is clearly not in the image of \( \Omega \pi \).

Note that here \( \pi \) is ramified only at the origin, so it is unramified in codimension 1 and thus \( \Omega^2 \pi : \Omega^2_{X/G} \to (\Omega^2_X)^G \) is an isomorphism. This shows that both \( e : \Omega_{X/G} \to \Omega^2_{X/G} \) and \( e' : \Omega_{X/G} \to \Omega^2_{X/G} \) are monomorphisms but not epimorphisms.
Example 2. \( \Omega \pi \) may be neither a monomorphism nor an epimorphism. This example is taken from Suzuki [10]. Suppose the characteristic of \( k \) is not 3 and let \( \sigma \) be the automorphism of \( A = k[T_1, T_2] \) defined by \( \sigma(T_i) = \xi T_i \) where \( \xi \) is a primitive cube root of unity. This gives an action of the cyclic group of order 3 on the affine plane and \( A^G \) is \( k[T_1^3, T_1^2T_2, T_1T_2^2, T_2^3] \cong k[T, U, V, W]/(U^2 - TV, V^2 - UW, UV - TW) \), i.e., \( X/G \) is the cone over the twisted cubic.

To show that \( \Omega \pi \) is not a monomorphism it suffices to show that \( \Omega_{X/G} \) has torsion. Consider the nonzero differential \( \omega = -TdU + 2VdU - UdV \) in \( \Omega_{X/G} \). Then \( T\omega = -TWdT + 2TVdU - TdUdV = -UVdT + 2U^2dU - UdUdV = Ud(U^2 - TV) = 0 \).

To see that \( \Omega \pi \) is not an epimorphism note that \( T_1^2dT_1 \) is invariant under \( \sigma \), but clearly not in the image of \( \Omega \pi \).

Again \( \pi \) is ramified only at the origin, so \( \Omega^2 \pi \) is an isomorphism as is also \( e' : X/G \rightarrow \Omega^2X \) (because \( X \) is nonsingular). Thus \( e' \) and \( e \) are both neither monomorphisms nor epimorphisms.

I do not know whether \( \Omega \pi \) can be an epimorphism without being a monomorphism.

Our final result in this chapter relates the failure of \( \Omega \pi : \Omega_{X/G} \rightarrow (\Omega_X)^G \) to be an isomorphism to the different.

Definition. Let \( f : X \rightarrow Y \) be a map of varieties. The different of \( Y \) over \( X \) is the annihilator of the relative module of differentials \( \Omega_{Y/X} \). We denote it by \( \mathfrak{D}_{Y/X} \). For more information see [2, SGA 1, Exp. 1].

Let \( X, G \) and \( \pi \) be as usual. Let \( x \in X \) be a point of codimension 1, \( y = \pi(x) \) and let \( \mathfrak{D} \) be the different of \( X \) over \( X/G \) at \( x \). \( \mathfrak{O}_x \) is a discrete valuation ring and \( \mathfrak{D} = m^n \) for some nonnegative integer \( n \), \( m \) being the maximal ideal of \( \mathfrak{O}_x \). Suppose \( \omega' \in \Omega_{X/G}(y) = \Omega_{X/G,y_0} \) where \( y_0 \) is the generic point of \( X/G \) and that \( \Omega \pi(\omega') = \omega \in \Omega_x \). Then we have

**Proposition 3.** \( \text{ord}_y(\omega') \geq -n. \)

**Proof.** We may consider \( \Omega_x \subseteq \Omega_K \) and \( \Omega_y \subseteq \Omega_{K^G} \subseteq \Omega_K \) and can then restate the proposition as saying that \( m^n(\Omega_x \cap \Omega_{K^G}) \subseteq \Omega_y \). This is the same as saying that \( m^n(\Omega_x \cap \Omega_{K^G}) \) is contained in the image of the map \( \Omega_y \otimes \mathfrak{O}_y \rightarrow \Omega_y \otimes K \cong \Omega_K \). (The tensor products here and throughout this proof are over \( \mathfrak{O}_y \).) But \( \Omega_y \otimes \mathfrak{O}_y = (\Omega_y \otimes \mathfrak{O}_x) \cap (\Omega_y \otimes K^G) \), so it suffices to show that \( m^n(\Omega_x \cap \Omega_{K^G}) \) is in the image of \( \Omega_y \otimes K^G \rightarrow \Omega_y \otimes K \cong \Omega_K \) and in the image of \( \Omega_y \otimes \mathfrak{O}_x \rightarrow \Omega_y \otimes K \cong \Omega_K \). Since \( \Omega_y \otimes K^G = \Omega_{K^G} \), the image of the first map is \( \Omega_{K^G} \), while for the second map we have the sequence \( \Omega_y \otimes \mathfrak{O}_x \rightarrow \Omega_x \otimes \mathfrak{O}_x \rightarrow 0 \) (where we have written \( \Omega' \) for the relative module of differentials of \( X \) over \( X/G \)) and, as \( \mathfrak{D} \) annihilates \( \Omega_{K^G}^x \), we have \( m^n\Omega_x \) in the image of \( \Omega_y \otimes \mathfrak{O}_x \rightarrow \Omega_x^x. \)
Now \( m_y^n \Omega_x \subseteq m_x^n \Omega_x \) and
\[
\Omega_y \otimes \mathcal{O}_x \longrightarrow \Omega_x \\
\downarrow \quad \downarrow \\
\Omega_y \otimes K \longrightarrow \Omega_K
\]
commutes, so we have the desired relation.

Example 3. (Poles of maximum possible order occur.) Suppose the characteristic of \( k \) is a prime \( p \) and let \( A = k[T_1, T_2] \). Take \( G \) to be a cyclic group of order \( p \) generated by the automorphism \( \sigma \) which acts on \( A \) via \( \sigma(T_1) = T_1 \) and \( \sigma(T_2) = T_2 + T_1^p \). Then \( A^G = k[T_1, U] \) where \( U = T_2^p - T_1^{p(p-1)}T_2 \) (this is proved in Chapter III). Let \( X \) be \( \text{Spec} \ A \) so \( X/G = \text{Spec} \ A^G \). Take \( x \) to be the point \( (T_1) \) of codimension 1 in \( X \) and let \( y = \pi(x) \). Consider the differential \( T_1^{p-1}(\pi/\pi U) \) in \( \Omega^1_{K^G} \). It has a pole of order \( p(p-1) \) at \( y \) while its image in \( \Omega_y^1 \) is \( dT_2 \) which is regular at \( x \). But in this case \( \mathfrak{O} = (T_1^{p(p-1)}) \), so the above differential has a pole of maximum possible order.

In general the bound given by this Proposition will not be obtained. This is partly because \( \mathfrak{O} \) measures only ramification. For example if \( \pi \) is ramified but tamely ramified in codimension 1, then \( \mathfrak{O}_{Y/X} \) will be nonzero while Theorem 3 assures us that any differential in \( \Omega^1_{K^G} \) whose image is in \( \Omega_y^1 \), \( x \) of codimension 1, will be in \( \Omega_y^1 \) \( (y = \pi(x)) \). Even in the case where \( \pi \) is totally and wildly ramified at \( x \) the bound provided by Proposition 2 may not be obtained. This will appear from the computations of Chapter III.

CHAPTER III. THE WILDLY RAMIFIED CASE

In Chapter II we showed that if the finite group \( G \) acts on a nonsingular variety \( X \) in such a fashion that the quotient map \( \pi: X \to X/G \) is tamely ramified in codimension 1, then \( \Omega^2_{X/G} \to (\pi^* \Omega^2_X)^G \) is an isomorphism. By contrast if \( \pi \) is wildly ramified in codimension 1 the situation is very complicated. For the case where the ramification group at each closed point acts "linearly" (definition below) our principal result, Theorem 1, gives necessary and sufficient conditions that \( \Omega^2 \pi \) be an isomorphism.

Throughout this chapter \( k \) is algebraically closed.

Let \( \mathfrak{O} \) be a regular local ring so that its completion \( \mathfrak{O}^\wedge \) is a formal power series ring.

Definition. A group of automorphisms of \( \mathfrak{O} \) acts linearly iff the induced action on \( \mathfrak{O}^\wedge \) is linear (in the obvious sense).

We will also need the

Definition. Let \( H \) be a group of automorphisms of a local ring \( \mathfrak{O} \). Let \( Q \) be the class of ideals \( q \) of \( \mathfrak{O} \) with the property that \( H \) is the decomposition
group of every minimal prime ideal contained in \( q \). Then \( Q \) has a maximal element which we call the decomposition ideal of \( H \).

The primary purpose of this chapter is to prove

**Theorem 1.** Let \( X \) be a nonsingular \( k \)-variety of dimension \( n \), and let \( G \) be a finite group of \( k \)-automorphisms of \( X \) with the ramification group of each closed point acting linearly on the local ring of that point. If \( x_0 \) is a closed point of \( X \) and \( \gamma_0 = \pi(x_0) \), then \( \Omega^2 \pi_{y_0} : \Omega^2 X_{/G, \gamma_0} \rightarrow (\pi_* \Omega^2 X)_{\gamma_0}^G \) is an isomorphism iff for each point \( x \) of codimension \( 1 \) passing through \( x_0 \) either:

(a) the ramification group \( H \) of \( x \) has order prime to \( p \), the characteristic of \( k \); or

(b) there is a positive integer \( r \) so that the \( p \) subgroup \( H' \) of \( H \) is the direct product of \( t \) (= the dimension or corank of the decomposition ideal of \( H \)) subgroups of order \( p^t \), the index of \( H' \) in \( H \) is \( p^r - 1 \), and if \( r \in H \) generates \( H/H' \) (which is always cyclic—see the paragraph preceding Proposition 1 below), then each of the direct factors \( H_\alpha \) of \( H' \) is invariant under conjugation by \( r \).

**Corollary.** With \( X \) and \( G \) as in Theorem 1, \( \Omega^2 \pi_{y_0} : \Omega^2 X_{/G} \rightarrow (\pi_* \Omega^2 X)^G \) is an isomorphism iff the ramification group of every point of codimension \( 1 \) has the form specified in (a) or (b) of Theorem 1.

The proof of Theorem 1 consists of a series of reductions followed by a computation in affine space. We begin with \( X \) and \( G \) as in Theorem 1 and let \( x_0 \) be a closed point in \( X \), \( \gamma_0 = \pi(x_0) \), \( G_0 \) the ramification group of \( x_0 \), \( p : X \rightarrow X/G_0 \) the quotient map and \( z_0 = \rho(x_0) \). By Theorem 2 of Chapter II, \( \Omega^2 \pi_{y_0} : \Omega^2 X_{/G, \gamma_0} \rightarrow (\pi_* \Omega^2 X)_{\gamma_0}^G \) is an isomorphism iff \( \Omega^2 \rho_{z_0} : \Omega^2 X_{/G_0, \gamma_0} \rightarrow (\rho_* \Omega^2 X)_{z_0}^G \) is an isomorphism.

To reduce the problem to considering affine space let \( \hat{\mathcal{O}} \) be the local ring of \( x_0 \) and \( \hat{\mathcal{O}}^\sim \) its completion. By assumption there is a basis \( b_1, \ldots, b_n \) for the maximal ideal \( m^\sim \) of \( \hat{\mathcal{O}}^\sim \) so that each \( \sigma \) in \( G_0 \) acts on the \( b_j \) via \( \sigma(b_j) = \Sigma \sigma_{ij} b_i \) with \( (\sigma_{ij}) \) a nonsingular matrix with coefficients in \( k \). Define an action of \( G_0 \) on the \( n \)-dimensional affine space \( A^n = \text{Spec} \ k[X_1, \ldots, X_n] \) by \( \sigma(X_j) = \Sigma \sigma_{ij} X_i \) for each \( \sigma \) in \( G_0 \). Let \( \alpha : A^n \rightarrow A^n/G_0 \) be the quotient map, and write \( o \) for the "origin" of \( A^n \), i.e. the point \( (X_1, \ldots, X_n) \). Write \( \hat{\mathcal{O}}_o \) for the local ring of \( o \) on \( A^n \). Then we have a \( G_0 \)-compatible morphism \( \hat{\mathcal{O}}_o \rightarrow \hat{\mathcal{O}} \) which induces a \( G_0 \)-compatible isomorphism \( \hat{\mathcal{O}}_o^{\sim} \rightarrow \hat{\mathcal{O}}^{\sim} \) on the completions. Thus we have also \( \Omega^2 A^n_{/G_0, \alpha} \rightarrow \Omega^2 A^n \rightarrow \Omega^2 X_{/G_0, \gamma_0} \rightarrow (\alpha_* \Omega^2 X)_{\gamma_0}^G \). Because this too is \( G_0 \)-compatible, Lemma 1 of Chapter II tells us that \( \Omega^2 \rho_{z_0}^{\sim} \) is an isomorphism iff \( \Omega^2 \alpha^{\sim} : \Omega^2 A^n_{/G_0, \alpha}^{\sim} \rightarrow (\alpha_* \Omega^2 A^n)_{\alpha(o)}^G \) is an isomorphism. But \( \Omega^2 \rho_{z_0} \) and \( \Omega^2 \alpha_{\rho_{z_0}} \) are isomorphisms iff their completions are isomorphisms, so \( \Omega^2 \rho_{z_0} \) is an isomorphism.
iff \( \Omega^\alpha_p \) is an isomorphism. Now \( \Omega^\alpha_p \) is an isomorphism exactly when \( \Omega^\alpha \) is an isomorphism at every point of codimension 1 passing through \( p \). And of course we need only check those points of codimension 1 where \( \alpha \) is ramified. But as \( G_0 \) acts linearly on \( \mathbb{A}^n \) the only points of codimension 1 where \( \alpha \) is ramified are the generic points of a finite number of hyperplanes through \( o \). Thus \( \Omega^\alpha \) is an isomorphism iff it is an isomorphism at every point which is the image of the generic point of one of the hyperplanes along which \( \alpha \) is ramified. Let \( h \) be the generic point of such a hyperplane, \( H \) the ramification group of \( h \), \( \beta: \mathbb{A}^n \to \mathbb{A}^n/H \) the quotient map and \( q = \beta(h) \). Then from Chapter II we know that \( \Omega^\beta \) is an isomorphism at \( \alpha(h) \) iff \( \Omega^\beta q \) is an isomorphism. Thus we are finally reduced to showing that \( \Omega^\beta q \) is an isomorphism iff the conditions of Theorem 1 hold. Note that as \( \mathcal{O} \) and \( \mathcal{O}_o \) have isomorphic completions, the group \( H \) above is also the ramification group of some point of codimension 1 passing through the closed point \( x_0 \), and conversely every subgroup of \( G_0 \) which is the ramification group of a point of codimension 1 passing through \( x_0 \) is also the ramification group of a hyperplane passing through \( o \). So now we can say:

Theorem 1 will be proved if we show that whenever \( H \) is a finite group of linear automorphisms of \( \mathbb{A}^n \) ramified at one hyperplane and \( \beta \) and \( q \) are as above, then \( \Omega^\beta q \) is an isomorphism iff \( H \) satisfies one of the two conditions in Theorem 1.

Our problem is now an exercise in commutative algebra. We have a finite group of linear automorphisms of the ring \( A = k[X_1, \ldots, X_n] \) which is ramified at one minimal prime ideal. As the group \( H \) acts linearly we may—by a suitable change of coordinates—assume that the minimal prime is \( (X_n) \). We put \( q = (X_n) \cap A^H \) and note that \( H \) is the ramification group of the discrete valuation ring \( A/(X_n) \) over \( A^H_q \). From the classical ramification theory (Zariski and Samuel [12, Chapter 5, §10, Theorem 25]), \( H \) has a normal subgroup \( H' \) whose order is a power of \( p \) and whose quotient group \( H/H' \) is cyclic of order \( m \) prime to \( p \). We note in particular that there is an element \( r \) of order \( m \) in \( H \) whose coset generates \( H/H' \). By another change of coordinates we may assume that \( r \) acts as \( r(X_n) = \xi X_n \) \( (\xi \) being a primitive \( m \)th root of unity) and \( r(X_i) = X_i \) for \( i < n \). Indeed simply note that as \( r \) is ramified at \( (X_n) \), \( r(X_n) = (\xi - 1)X_n \) for some \( \xi \) in \( k \), so \( r(X_n) = \xi X_n \) and as \( r \) is of order \( m \), \( \xi \) is a primitive \( m \)th root of unity. For \( i < n \) note that if \( Y_i = (1/m) \sum r^j(X_i) \) (the sum being from \( j = 0 \) to \( j = m - 1 \)), then \( Y_i \) is a linear combination of the \( X_i \)'s (and conversely), and \( r(Y_i) = Y_i \). Henceforth we assume that \( r(X_n) = \xi X_n \) and \( r(X_i) = X_i \) for \( i < n \).

Proposition 1. With the notation above, \( H' \) is a direct product of cyclic groups of order \( p \).
Proof. It suffices to show that if $\sigma$ is in $H'$, then $\sigma$ has the form $\sigma(X_i) = X_i + a_i X_{n-i}$, $a_i \in k$, for $i < n$ and $\sigma(X_n) = X_n$, as such a $\sigma$ is of order $p$ and any two such commute. Now any $\sigma$ in $H'$ is ramified at $(X_n)$, so $\sigma(X_n) = a X_n$ for some $a$ in $k$. But the order of $\sigma$ is a power of $p$, so $a^p = 1$ for some $r$, whence $a = 1$. For $i < n$, $\sigma(X_i) - X_i \in (X_n)$, i.e. $\sigma(X_i) = X_i + a_i X_{n-i}$ as desired.

Note that any $\sigma$ in $H'$ is completely determined by its associated vector $a = (a_1, \ldots, a_{n-1})$ in $k^{n-1}$.

Definition. Two elements $\sigma$ and $\sigma'$ are of the same type iff their associated vectors $a$ and $a'$ in $k^{n-1}$ are linearly dependent.

Lemma 1. $H'$ can be decomposed as a direct sum of subgroups $H_1, \ldots, H_t$ with each $H_i$ stable under conjugation by $\tau$ and consisting entirely of elements of a single type.

Proof. Let $\sigma$ be any nonidentity element of $H'$. Put $H_1$ equal to the subgroup of all elements of the same type as $\sigma$. This is stable under conjugation by $\tau$, as the effect of conjugation on the associated vector is multiplication by $\xi$. Now suppose we have gotten subgroups $H_1, \ldots, H_i$ stable under conjugation by $\tau$, each containing only elements of the same type, and with $H_1 \oplus \cdots \oplus H_i$ a subgroup of $H'$. If this is not already $H'$, then there is an element $\sigma$ which is not in this direct sum. Let $H_{i+1}$ be the subgroup of $H'$ generated by the orbit of $\sigma$ under the conjugation of $\tau$ on $H'$. This has only elements of the same type as $\sigma$, is stable under conjugation by $\tau$, and its intersection with $H_1 \oplus \cdots \oplus H_i$ consists of just the identity. Thus $H_1 \oplus \cdots \oplus H_{i+1}$ is also a subgroup of $H'$. As $H'$ is finite this process eventually exhausts $H'$.

Definition. A subset of $H'$ is independent iff the set of associated vectors $a$ and $a'$ in $k^{n-1}$ are linearly independent.

Note that in any decomposition of $H'$, as in Lemma 1, the number $t$ of summands of $H'$ is always at least as large as the size of a maximal independent subset of $H'$.

Lemma 2. In any decomposition of $H'$ as in Lemma 1, if the order of $H_i$ is $p^i$, then $m$ divides $p^{ri} - 1$.

Proof. The subgroup of $H$ generated by $\tau$ acts on $H_i$ by conjugation, and the orbit of every element other than the identity contains $m$ elements.

The next lemma will allow us to assume that $H'$ has a maximal independent set of the largest possible size.

Lemma 3. If the size, $s$, of a maximal independent subset of $H'$ is less than $n - 1$, then there is a linear change of coordinates $(X_1, \ldots, X_n) \rightarrow (Y_1, \ldots, Y_{n-1}, X_n)$ so that $H'$ acts trivially on $Y_{s+1}, \ldots, Y_{n-1}$.
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Proof. By finite induction. Suppose the lemma has been proved for the subgroup \( H'' \) of all automorphisms dependent on the independent subset \( \{\sigma_1, \ldots, \sigma_q\} \) via the new coordinates \((Z_1, \ldots, Z_{n-1}, X_n)\) and suppose \( \{\sigma_1, \ldots, \sigma_{q+1}\} \) is also independent. Let \( c \) be the vector associated to \( \sigma_{q+1} \) relative to the "Z" coordinates. If \( c = 0 \), we take \( Y_i = Z_i \). If \( c \neq 0 \), we may, by suitably reordering the coordinates, assume that \( c_{q+1} \neq 0 \). Then we define \( Y_i = Z_i \) for \( 1 \leq i \leq q+1 \) and \( Y_i = c_i Z_{q+1} - c_{q+1} Z_i \) for \( i > q+1 \). As \( c_{q+1} \neq 0 \) this is a change of coordinates; moreover, for \( i > q+1 \), \( \sigma_{q+1}(Y_i) = Y_i \). Now if \( \sigma \) is dependent on \( \{\sigma_1, \ldots, \sigma_{q+1}\} \), then \( \sigma = \sigma'\sigma'' \) where \( \sigma'' \) is dependent on \( \{\sigma_1, \ldots, \sigma_q\} \), while \( \sigma' \) is of the same type as \( \sigma_{q+1} \). For \( i > q+1 \), \( Y_i \) is invariant under any element of \( H'' \) (e.g. \( \sigma'' \)) and also is invariant under \( \sigma_{q+1} \), so it is invariant under \( \sigma \).

Returning to our basic situation of \( H \) acting on \( k[X_1, \ldots, X_n] \), we know that the maximal possible size of an independent subset of \( H' \) is in \( n-1 \); if the actual size \( s \) of a maximal independent subset is less than \( n-1 \), then Lemma 3 tells us that \( H \) can be taken as acting trivially on \( X_{s+1}, \ldots, X_n \). So we have an action of \( H \) on \( k[X_1, \ldots, X_s, X_n] \) and \( \Omega^2\beta \) will be an isomorphism iff the map of Zariski differentials arising from the quotient map \( \Lambda^{s+1} \rightarrow \Lambda^{s+1}/H \) is an isomorphism. Thus we may, and from now on do, assume that \( H' \) has an independent subset of size \( n-1 \).

Let \( \{\sigma_1, \ldots, \sigma_{n-1}\} \) be such an independent subset of \( H' \). Put \( K \) equal to the subgroup of \( H \) generated by these \( \sigma_i \)s and by \( r \). Then the \( p \) subgroup \( K' \) of \( K \) is the direct sum of the subgroups \( K_1, \ldots, K_{n-1} \) where \( K_i \) is the smallest subgroup of \( K \) containing \( \sigma_i \) and closed under conjugation by \( r \). Moreover, each of the \( K_i \) has order \( p^r \) where \( r \) is the smallest positive integer such that \( m \) divides \( p^r - 1 \).

The proposition from which we will derive Theorem 1 will come from comparing the quotients \( \Lambda^n/H \) and \( \Lambda^n/K \). The quotient map from \( \Lambda^n \) to \( \Lambda^n/H \) we've called \( \beta \); for lack of a better name, the quotient map from \( \Lambda^n \) to \( \Lambda^n/K \) will be called \( \mu \).

Proposition 2. Under the assumption that \( H' \) has a maximal independent subset of size \( n-1 \), \( \Omega^2\beta: \Omega^2\Lambda^{n/H} \rightarrow (\beta_* \Omega^2\Lambda^n)^H \) is an isomorphism iff \( H = K \) and \( m = p^r - 1 \).

More precisely, if \( m = p^r - 1 \), then \( \Omega^2\mu: \Omega^2\Lambda^{n/K} \rightarrow (\mu_* \Omega^2\Lambda^n)^K \) is an isomorphism, while if \( m < p^r - 1 \) then \( \Omega^2\mu \) (and hence \( \Omega^2\beta \)) is not an epimorphism. Also if \( K \neq H \), then \( \Omega^2\beta \) is never an epimorphism.

Since all the varieties involved in Proposition 2 are affine and all the sheaves are coherent we may, and do, consider this as a result in commutative algebra. And this is how we will prove it. In particular we henceforth will speak of the
ring $A = k[X_1, \ldots, X_n]$, the ring of invariants $A^H$, the inclusion $\beta: A^H \to A$, the $A$-module $\Omega^A_Z$, etc., instead of the variety $A^n$, the quotient variety $A^n/H$, the quotient map $\beta$, the sheaf $\Omega^A_Z$, etc.

The proof of Proposition 2 will consist of explicitly computing the ring $A^K$ and then the modules $\Omega^A_Z$, $(\Omega^A_Z)^K$, $\Omega^A_Z$ and $(\Omega^A_Z)^H$. This will be accomplished with the aid of the following sequence of five lemmas.

**Lemma 4.** The coordinates in the polynomial ring $A$ can be chosen so that $K$ acts as $r(X_i) = X_i$ for $i < n$ and $r(X_n) = \xi X_n$, while $\sigma_i(X_j) = X_j$ for $i \neq j$, and $\sigma_i(X_i) = X_i + a_i X_n$ with $a_i \neq 0$.

Proof. Suppose we have gotten coordinates $Y_1, \ldots, Y_k, X_{k+1}, \ldots, X_n$ so that the $\sigma$'s and $r$ act as desired as long as $i > k$ or $j > k$. Consider the independent set $\{\sigma_1, \ldots, \sigma_{k-1}\}$. The proof of Lemma 3 shows that we can change coordinates to $Y_1, \ldots, Y_k, X_{k+1}, \ldots, X_n$ with $X_k$ a linear combination of $Y_1, \ldots, Y_k$ in such a way that $\sigma_i(X_k) = X_k$ for $i = 1, \ldots, k-1$ and $\sigma_k(X_k) = X_k + a_k X_n$. Note that necessarily $a_k \neq 0$ for otherwise $\{\sigma_1, \ldots, \sigma_{k-1}\}$ would be dependent. Now $\sigma_k(Y_j) = Y_j + b_j X_n$ for some $b_j$. Put $Y_j' = b_j X_k - a_k Y_j$. Then $\sigma_k(Y_j') = Y_j'$. Thus we now have the coordinates $Y_1, \ldots, Y_k, X_{k+1}, \ldots, X_n$, for which the $\sigma$'s and $r$ act as desired as long as $i > k - 1$ or $j > k - 1$.

Since this process can be started with $k = n$ and must stop when $k = 1$, we are done.

From now on we assume we have chosen such a coordinate system.

**Lemma 5.** If the automorphism $\sigma$ of the polynomial ring $k[X_1, \ldots, X_n]$ is given by $\sigma(X_1) = X_1 + a X_n^q$ ($a \in k$, $a \neq 0$, $q$ a positive integer) and $\langle \sigma \rangle$ is the group generated by $\sigma$, then $A^{\langle \sigma \rangle} = k[U, X_2, \ldots, X_n]$ where $U = X_1^p - a^{p-1} X_n^q (p-1) X_1$.

Proof. Write $B$ for $k[U, X_2, \ldots, X_n]$, and note that $B \subset A^{\langle \sigma \rangle}$. Moreover, $X_1$ is a root of the monic polynomial $P(T) = T^p - a^{p-1} X_n^q (p-1) - U$ over $B$, so $A$ is integral over $B$. Since $P(T)$ has degree $p$ and $\sigma$ has order $p$, the quotient field of $B$ is the field of invariants of the action of $\sigma$ on the quotient field of $A$. As $A$ is integrally closed, $B = A^{\langle \sigma \rangle}$ follows.

As every element of $K_i$ has the same type as $\sigma_i$, it follows that each $\sigma$ in $K_i$ acts on $A$ in the fashion $\sigma(X_j) = X_j$ if $i \neq j$, and $\sigma_i(X_i) = X_i + a_i X_n$. Proposition 1 shows that $K_i$ is a direct sum of cyclic groups of order $p$.

The next three lemmas provide an inductive computation of $A^{K_1}$. To simplify the notation we use $\sigma_1, \ldots, \sigma_r$ to stand for independent generators of $K_1$ so that $K_1 = \langle \sigma_1 \rangle \oplus \cdots \oplus \langle \sigma_r \rangle$. Note that this use of the symbol $\sigma_j$ has nothing in common with its earlier use. We write $K_1$ for the subgroup of $K_1$ generated by $\sigma_1, \ldots, \sigma_i$. 
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Lemma 6. Suppose we know that, for \( 1 \leq i \leq s \), \( A^{K_1i} = k[U_i, X_2, \ldots, X_n] \) where \( U_i = U_{i-1} - a_i^{-1}X_n^{(p-1)p^{i-1}}U_{i-1} \) with \( a_i^{-1} \) a nonzero element of \( k \), and \( U_0 = X_1 \). Suppose also that \( \sigma \) is an automorphism of \( A \) having the form \( \sigma(X_j) = X_j \) for \( j > 1 \) and \( \sigma(X_1) = X_1 + aX_n \neq 0 \); that \( \sigma(U_{s-1}) = U_{s-1} + cX_n^{p^{s-1}} \), \( c \neq 0 \); and that \( \sigma \) acts nontrivially on \( A^{K_1s} \). Then \( \sigma(U_s) = U_s + bX_n^{p^s} \) with \( b \neq 0 \). In particular, if we assume that, for all \( j > s \), \( \sigma_j(U_{j-1}) = U_{j-1} \) with \( c_j \neq 0 \), and that \( \sigma_j \) acts nontrivially on \( A^{K_1s} \), then \( \sigma_j(U_s) = U_s + b_jX_n^{p^s} \) where \( b_j = (c_j - ca)^{p^{s-1}} \). Moreover, it follows that \( A^{K_1,s+1} = (A^{K_1s})^{\sigma_j} = k[U_s, X_2, \ldots, X_n] \) with \( U_s = U_s - b^{p^{s-1}}X_n^{(p-1)p^s}U_s \).

Proof. Since \( \sigma(U_s) = U_s + bX_n^{p^s} \) with \( b = (c^{p^{s-1}} - ca)^{p^{s-1}} \) by computation—\\( \sigma(X_j) = X_j \) for \( j > 1 \), \( \sigma \) will act nontrivially on \( A^{K_1s} \) iff \( b \neq 0 \). The remainder of the lemma follows from Lemma 5.

Once we prove that \( \sigma_{s+1} \) acts nontrivially on \( A^{K_1s} \) (and this is done in Lemma 8) Lemma 6 provides an inductive computation of \( A^{K_1} \).

Lemma 7. Suppose that \( \sigma \) and \( \sigma' \) are two automorphisms of \( A \) which act as \( \sigma(X_j) = X_j \) for \( j > 1 \), \( \sigma(X_1) = X_1 + aX_n^{pq} \) and \( \sigma'(X_1) = X_1 + bX_n^{pq} \) for some nonnegative integer \( q \). If \( \sigma' \) acts as the identity on \( A^{(\sigma)} \), then \( \sigma' = \sigma^\xi \) for some \( 0 \leq s \leq p - 1 \), i.e. \( b = sa \).

Proof. \( A^{(\sigma)} = k[U, X_2, \ldots, X_n] \) with \( U = X_1 - a^{-1}X_n^{pq(p-1)}X_1 \), so \( \sigma' \) acts on \( A^{(\sigma)} \) as \( \sigma'(X_j) = X_j \) for \( j > 1 \) and \( \sigma'(U) = U + (bp - ap^{-1}b)X_n^{pq+1} \). Thus \( \sigma' \) acts trivially on \( A^{(\sigma)} \) iff \( b = 0 \) or \( ap^{-1}b = bp^{-1} \), i.e. \( b = 0 \) or \( b = \xi a \) for \( \xi \) a \((p-1)\)th root of unity. Since the \((p-1)\)th roots of unity in \( k \) are \( 1, 2, \ldots, p-1 \) the lemma follows.

Lemma 8. With the notation as in Lemma 6, \( \sigma_{i+1} \) acts nontrivially on \( A^{K_1i} \).

Proof. We will actually show that if \( \sigma \) is an automorphism of \( A \) having the form \( \sigma(X_j) = X_j + aX_n^{pq} \) and \( \sigma(X_1) = X_1 \), for \( j > 1 \) which acts trivially on \( A^{K_1i} \), then \( \sigma \in K_1i \). Lemma 7 (with \( q = 0 \)) is just the case \( i = 1 \) of this claim. Assume that the lemma is true for \( i < q + 1 \). Consider an automorphism \( \sigma \) having the above form whose restriction to \( A^{K_1i,q+1} \) is trivial. Look at both \( \sigma \) and \( \sigma_{q+1} \) as restricted to \( A^{K_1i} \).

Lemma 6 tells us that this ring is \( k[U_q, X_2, \ldots, X_n] \) and that \( \sigma(U_q) = U_q + bX_n^{pq} \), \( \sigma_{q+1}(U_q) = U_q + cX_n^{pq} \). \( \sigma \) acts trivially on \( A^{K_1q} \), so Lemma 7 tells us that \( \sigma = \sigma_{q+1}^{s} \) when restricted to this ring. Thus \( \sigma_{q+1}^{-s} \) is the identity on \( A^{K_1q} \), and so \( \sigma_{q+1}^{-s} \) is in \( K_{1q} \). Therefore, \( \sigma \) is in \( K_{1i,q+1} \) and the lemma is proved.
Corollary. \( A_{K}^{1} = k[U_{1}, X_{2}, \ldots, X_{n}] \) where \( U_{1} = \sum c_{q} X_{n}^{p^{r}-p^{q}} X_{1}^{p^{q}} \) (the sum being from \( q = 0 \) to \( q = r \)), with \( c_{r} = 1 \) and \( c_{0} \neq 0 \).

For any \( \sigma \) in \( K' \) but not in \( K_{1} \) we note that \( \sigma(U_{1}) = U_{1} \), so \( K_{2} \oplus \cdots \oplus K_{n_{1}} \) acts on \( A_{K}^{1} \) in such a fashion that we can inductively compute \( A_{K'}^{1} \). The result is

Proposition 3. \( A_{K'}^{1} = k[U_{1}, \ldots, U_{n_{1}}-1, X_{n}] \) where \( U_{i} = \sum c_{i}^{q} X_{n}^{p^{r}-p^{q}} X_{i}^{p^{q}} \) (the sum being from \( q = 0 \) to \( q = r \)), with \( c_{i} = 1 \) and \( c_{0} \neq 0 \).

Clearly \( r(U_{i}) = U_{i} \), so \( A_{K}^{1} = (A_{K'}^{1})^{f} = k[U_{1}, \ldots, U_{n_{1}}-1, X_{n}] \). As \( A_{K}^{1} \) is a polynomial ring \( \Omega_{A_{K}} \), \( A_{K}^{1} \) is a free module and so is naturally isomorphic to \( \Omega_{A_{K}}^{1} = A_{K}(dU_{1}, \ldots, dU_{n_{1}-1}, d(X_{n}^{m})) \), i.e. the free \( A_{K}^{1} \) module generated by \( dU_{1}, \ldots, dU_{n_{1}-1}, d(X_{n}^{m}) \). As \( c_{i}^{0} \neq 0 \) this is the \( A_{K}^{1} \) submodule of \( \Omega_{A}^{1} \) generated by \( X_{n}^{p^{r}-2} \omega_{1}, \ldots, X_{n}^{p^{r}-2} \omega_{n_{1}-1}, X_{n}^{m-1} dX_{n} \) where \( \omega_{i} = X_{n} dX_{i} - X_{i} dX_{n} \).

Now we wish to compute \( (\Omega_{A}^{1})^{K} \) and to do this we will compute \( (\Omega_{A}^{1})^{K_{1}}, (\Omega_{A}^{1})^{K_{1}'} \) and finally \( (\Omega_{A}^{1})^{K} \).

Let \( \omega = \sum a_{i} dX_{i} \) be an element of \( (\Omega_{A}^{1})^{K_{1}} \) and let \( \sigma \) be an element of \( K_{1} \). Then \( \sigma(\omega) - \omega = \sum (\sigma(a_{i}) - a_{i}) dX_{i} + a_{i} \sigma(a_{i}) dX_{n} = 0 \). (Here as before \( \sigma(X_{j}) = X_{j} + a_{j} X_{n} \) and \( \sigma(X_{j}) = X_{j} \) for \( j > 1 \).) Thus \( \sigma(a_{i}) = a_{i} \) for \( i < n \) and \( \sigma(a_{n}) = a_{n} = -a_{n} a_{1} \). But as \( \sigma \) is ramified at \( X_{n}, a_{1} \) must be of the form \( a_{1}^{r} X_{n} \) for some \( a_{1} \) in \( K^{1} \). So \( \omega = a_{1} \{X_{n} dX_{1} - X_{1} dX_{n}\} + a_{2} dX_{2} + \cdots + a_{n_{1}-1} dX_{n_{1}-1} + a_{n_{1}} dX_{n} \), which is in \( A_{K_{1}}^{1}(\omega_{1}, dX_{2}, \ldots, dX_{n}) \), which in turn is contained in \( (\Omega_{A}^{1})^{K_{1}} \). Thus \( (\Omega_{A}^{1})^{K_{1}} = A_{K_{1}}^{1}(\omega_{1}, dX_{2}, \ldots, dX_{n}) \).

Similar computations show that \( (\Omega_{A}^{1})^{K_{1}'} = A_{K_{1}'}^{1}(\omega_{1}, dX_{2}, \ldots, dX_{n}) \).

Now \( (\Omega_{A}^{1})^{K_{1}} \) and \( (\Omega_{A}^{1})^{K_{1}'} \) are both subsets of \( \Omega_{A}^{1} \) and their intersection is \( (\Omega_{A}^{1})^{K} \). But \( (\Omega_{A}^{1})^{f} = k[X_{1}, \ldots, X_{n_{1}}-1, X_{n}] \), so \( (\Omega_{A}^{1})^{f} = \Omega_{A}^{1}(f) = A_{K}^{1}(dX_{1}, \ldots, dX_{n_{1}-1}, X_{n}^{m} dX_{n}) \). So if \( \omega \in (\Omega_{A}^{1})^{K} \), then \( \omega = b_{1} dX_{1} + \cdots + b_{n_{1}} dX_{n_{1}-1} + b_{n} X_{n}^{m} dX_{n} \) with \( b_{i} \in A_{1}^{1}(f) \), and also \( \omega = a_{1}^{r} \omega_{1} + \cdots + a_{n_{1}-1}^{r} \omega_{n_{1}-1} + a_{n_{1}}^{r} dX_{n} \), which is in \( A_{K_{1}}^{1}(\omega_{1}, dX_{2}, \ldots, dX_{n}) \), which in turn is contained in \( (\Omega_{A}^{1})^{K_{1}} \). Comparing coefficients we see that \( b_{i} = a_{i} X_{n} \) for \( i < n \). But as \( b_{i} \in A_{1}^{1}(f) \) the fact that \( X_{n} \) divides \( b_{i} \) implies \( X_{n}^{m} \) divides \( b_{i} \) and so \( a_{i} = a_{i}^{r} X_{n}^{m-1} \). And as \( a_{i} \in A_{K_{1}'}^{1} \) it follows that \( a_{i} \in A_{K_{1}'}^{1} \). Now

\[
a_{n} = a_{1}^{r} X_{1} + \cdots + a_{n_{1}-1}^{r} X_{n_{1}-1} + b_{n} X_{n}^{m-1} = [a_{1}^{r} X_{1} + \cdots + a_{n_{1}-1}^{r} X_{n_{1}-1} + b_{n}] X_{n}^{m-1},
\]

or writing \( a_{i}^{r} = [a_{1}^{r} X_{1} + \cdots + a_{n_{1}-1}^{r} X_{n_{1}-1} + b_{n}] \), \( a_{n} = a_{n}^{r} X_{n}^{m-1} \); and here too

we have \( a_{i} \in A_{K_{1}'}^{1} \). Thus \( \omega = [a_{1}^{r} \omega_{1} + \cdots + a_{n_{1}-1}^{r} \omega_{n_{1}-1} + a_{n}^{r} dX_{n}] X_{n}^{m-1}, \) which is in \( A_{K_{1}}^{1}(\omega_{1}, dX_{2}, \ldots, dX_{n}) \). Thus \( (\Omega_{A}^{1})^{K} = A_{K_{1}}^{1}(\omega_{1}, dX_{2}, \ldots, dX_{n}) \).

Thus \( \Omega_{K_{1}}^{1}: \Omega_{A_{1}}^{K} \rightarrow (\Omega_{A}^{1})^{K} \), always an inclusion, is not an epimorphism if \( m < p^{r} - 1 \); for then \( X_{n}^{m-1} \omega_{1} \), for example, is not in its image. Thus, \( \Omega_{K_{1}}^{1} \) is an isomorphism iff \( m = p^{r} - 1 \).
Clearly $X_n^m\omega$ and $X_n^{m-1}dX_n$ are in $(\Omega^n A)^H$, so $(\Omega^n A)^H = A^H(X_n^{m-1}\omega_1, \ldots, X_n^{m-1}\omega_{n-1}, X_n^{m-1}dX_n)$. So if $m < p^r - 1$, then $X_n^{m-1}\omega_1$, for example, is in $(\Omega^n A)^H$ but not in the image of $\Omega^n\beta$, i.e. $\Omega^n\beta$ is not surjective.

To complete the proof of Proposition 2 we must show that if $m = p^r - 1$, then $\Omega^n\beta$ is an isomorphism iff $H = K$. As $\Omega^n_{A^K} = (\Omega^n A)^K$ when $m = p^r - 1$, the "if" part is done. Now suppose $H \neq K$, so that also $H' \neq K'$. Let $\sigma$ be an element of $H'$ not in $K'$ and let $H_1$ be the subgroup of $H$ generated by $K$ and $\sigma$. Note that the $p$ subgroup of $H_1$ is the subgroup of $H'$ generated by $K'$ and $\sigma$.

**Lemma 9.** $\sigma$ acts nontrivially on $A^K$.

**Proof.** If $\sigma$ acts trivially on $A^K$, then $\sigma$ acts trivially on $A^{K'}$, and so it acts on $A^{K\oplus \cdots \oplus K_{n-2}} = k[U_1, \ldots, U_{n-2}, X_{n-1}, X_n]$ as $\sigma(U_j) = U_j, \sigma(X_{n-1}) = X_{n-1} + aX_n^p, \sigma(X_n) = X_n$. As $\sigma$ acts trivially on $A^K$, Lemma 8—suitably interpreted—shows that there is an element $\sigma_{n-1}$ of $K_{n-1}$ so that $\sigma\sigma_{n-1}$ acts as the identity on $A^{K\oplus \cdots \oplus K_{n-2}}$. Similar such arguments—using Lemma 8 at each stage—show that there are $\sigma_i \in K_i$ so that $\sigma\sigma_i \cdots \sigma_{n-1}$ acts as the identity on $A$. Thus $\sigma = \sigma_1 \cdots \sigma_{n-1}$ and so is an element of $K'$.

Thus by making a suitable change of coordinates we may assume that $\sigma$ acts on $A^{K'}$ as $\sigma(U_1) = U_1 + bX_{n-1}^{p^q}$ with $b \neq 0, \sigma(U_j) = U_j$ for $j > 1$, and $\sigma(X_n) = X_n$. From this we deduce that $A^{K'} = (A^{K'})^{(\sigma)} = k[V_1, U_1, \ldots, U_{n-1}, X_n^{p^r-1}]$ where $V_1 = U_1 - bX_{n-1}^{p^q(p-1)}U_1$. Thus $A^{H_1} = k[V_1, U_1, \ldots, U_{n-1}, X_n^{p^r-1}]$, and so $\Omega^n_{A^{H_1}} = A^{H_1}(dV_1, dU_2, \ldots, dU_{n-1}, X_n^{p^r-2}dX_n)$. Thus even if $m = p^r - 1$, if $H \neq K$, then $\Omega^n\beta$ is not surjective as, for example, $dU_1$ is not in the image of $\Omega^n\beta$ as it is not even in $\Omega^n_{A^{H_1}}$. This completes the proof of Proposition 2.

**Proof of Theorem 1.** Let $x$ be one of the points of codimension 1 passing through $x_0$, and let $H$ be its ramification group. If the order of $H$ is prime to $p$, then $\Omega^n\pi_y$ is an isomorphism by Theorem 3 of Chapter II.

If $H$ satisfies (b), then $H' = H_1 \oplus \cdots \oplus H_t$ where each $H_i$ is invariant under conjugation by $\tau$ and each has order $p^r$. From our earlier work we may assume that $H$ acts on $A = k[X_1, \ldots, X_n]$. As $\tau$ acts on $H_i$ by conjugation and has order $p^r - 1$ while $H_i$ has order $p^r$, it follows that all elements of $H_i$ have the same type. But then, as remarked just before Lemma 2, the size of a maximal independent set in $H'$ is no more than $t$. Now suppose $\{\sigma_1, \ldots, \sigma_s\}$ is a maximal independent set in $H'$. Then by Lemma 3, $H'$ can be assumed to act trivially on $X_{s+1}, \ldots, X_n$. Therefore the decomposition ideal of $H$ contains $(X_{s+1}, \ldots, X_n)$ and so has height $\geq n - s$ and corank $\leq s$. But by assumption the corank of the decomposition ideal is $t$, therefore $t = s$. In fact if $\sigma_i$ is any
nonidentity element from $H_i$, then $\{\sigma_1, \cdots, \sigma_t\}$ is a maximal independent subset of $H'$. 

Now, as established in the remarks immediately following Lemma 3, we may safely assume that $t = n - 1$. Let $K, K'$ and $K_i$ be as defined earlier in the text. $K_i \subset H_i$ and $m$ divides order $(K_i) - 1$, and so $K_i = H_i$. But then $K' = H'$ and $K = H$. Proposition 2 now tells us that $\Omega^z\beta$ is an isomorphism, and so by our original reduction $\sigma^z\pi_y$ is also.

For the converse, note that either the order of $H$ is prime to $p$ (condition (a)) or not. If not, but $\Omega^z\beta$ is an isomorphism, then $\Omega^z\beta$ is an isomorphism. Let $\{\sigma_1, \cdots, \sigma_t\}$ be a maximal independent subset of $H'$. Form $K, K'$ and the $K_i$ as in the text. Considering $H$ as acting on the local ring $A(X_1, \cdots, X_n)$, the decomposition ideal will be the extension of $(X_{t+1}, \cdots, X_n)$, and this has co-rank $t$. But the morphism from $\bar{O}_c$ to $\bar{O}$ established in the first reduction at the beginning of this chapter induces a bijection between the prime ideals of the two rings, and so the corank of the decomposition ideal of $H$ acting on $\bar{O}$ is also $t$. Again the remarks following Lemma 3 tell us that we may assume that $t = n - 1$. But then by Proposition 2, $H = K$, $H' = K' = K_1 \oplus \cdots \oplus K_t$, each $K_i$ has order $p^r$ and $K/K'$ has order $p^r - 1$. Simply putting $H_i = K_i$ gives condition (b).

CHAPTER IV. EXAMPLES AND COMPLEMENTS

The theorem of Chapter III does settle one important case affirmatively. (Keep in mind that the base field is algebraically closed.)

Proposition 1. Let $X$ be an arbitrary nonsingular variety. Let $G$ be the $r$-fold symmetric group acting on $X^r$ by permuting the factors, so that $X^r/G$ is the $r$-fold symmetric product of $X$. Then $\Omega^z\pi: \Omega^x G \rightarrow (\pi \ast \Omega^x G)$ is an isomorphism.

Proof. If the dimension of $X$ is greater than 1 or if the characteristic of $k$ is not 2, then $\pi$ is tamely ramified at each point of codimension 1. If the dimension of $X$ is 1 and the characteristic of $K$ is 2, then the inertia group of a point of codimension 1 is $Z/2Z$ and, as $G$ does act linearly, condition (b) of the theorem is satisfied.

Remark. This proposition holds equally well if any subgroup of the symmetric group is used for $G$, as the inertia group of a point of codimension 1 will be either the identity of $Z/2Z$.

Another case which is rather easily settled is when a group $G$ acts linearly on a 2-dimensional variety. For simplicity suppose the characteristic of $k$ is $p \neq 0$, and suppose $G$ is a linear group of automorphisms of $A^2$, which is the ramification group of a point of codimension 1. As $G$ can contain only one type
of automorphism, the order of $G$ is $mp^r$ where $m$ divides $p^r - 1$. In this case
Theorem 1 of Chapter III tells us that $\Omega^s \pi$ is an isomorphism iff the order of $G$ is
prime to $p$, or else is $(p^r - 1)p^{rs}$ for some $r > 0$. Thus in the case of dimension 2
we have an isomorphism iff the inertia group at every point of codimension 1 has the "right" order.

Now suppose $G$ is a linear group of automorphisms of $A^n$, $n > 2$, which is
the ramification group at a point of codimension 1. If the order of $G$ is divisible by $p$,
but $\Omega^s \pi$ is an isomorphism, then the order of $G$ is $(p^r - 1)p^{rs}$ with $s < n$. Unlike
the case $n = 2$, the order of $G$ being "right" is not enough to insure that $\Omega^s \pi$
is an isomorphism. In fact with $k$ algebraically closed, for any positive integer $r$,
any $n > 2$ and any $1 < s < n$ there are groups $G$ and $H$ of order $(p^r - 1)p^{rs}$
which act linearly on $A^n$, are ramified at a unique point of codimension 1 and are
the ramification groups of that point, so that for $G$ the map of Zariski differentials
is an isomorphism, but for $H$ it is not.

Example 1. Let $A = k[X_1, \ldots, X_n]$ with $n > 1$. Let $r$ be any positive integer
and $0 < s < n$. Let $G$ be the group of linear automorphisms of $A$ generated
by $\sigma_i(X_j) = X_j$ for $1 \leq i \leq s$, $\sigma_i(X_j) = X_i$ for $j \neq i$; $r(X_j) = X_j$
for $j < n$; $r(X_n) = \xi X_n$ with $\xi$ a primitive $p^r - 1$ root of unity. In this case $G$ is ramified
at $(X_n)$, $G$ is the ramification group, and the decomposition ideal has corank $s$.
Putting $G_i$ equal to the smallest subgroup of $G$ which contains $\sigma_i$, and is closed
under conjugation by $r$, we see that $G = G_1 \oplus \cdots \oplus G_s$ and that each of these
has order $p^r$. Thus in this case the quotient map induces an isomorphism for the
Zariski differentials.

Example 2. Let $A$, $n$, $r$ and $s$ be as in Example 1, except assume that
$s > 1$. Let $H$ be the group of linear automorphisms generated by $\sigma_i(X_1) = X_1 + \xi X_n$ with $\xi$
a primitive $p^r - 1$ root of unity for $1 \leq i \leq s$, $\sigma_i(X_j) = X_i$ for $j > 1$; $r(X_j) = X_j$
for $j < n$; $r(X_n) = \xi X_n$ with $\xi$ a primitive $p^r - 1$ root of unity. $H$ is
ramified at $(X_n)$ and $H$ is the ramification group. $H$ has order $(p^r - 1)p^{rs}$ as
desired, but $H'$ has elements of only one type, while the corank of the decomposi-
tion ideal is $n - 1$. Thus in this case $\Omega^s \pi$ is not an isomorphism.

Remark. If, in Example 1, $mm' = p^r - 1$, then by considering instead of $G$
the group generated by $r^{m'}$ and the $\sigma$'s we will get a group of order $mp^{rs}$ with
$m < p^r - 1$ so that the condition "$m = p^r - 1$" in part (b) of the theorem is not
redundant.

If $H$ is the ramification group of some point of codimension 1 on $A^n$ and $H$
acts linearly, then of necessity the order of $H$ is $mp^r$ with $m$ dividing $p^r - 1$.
While the order of $H$ does not—except when $n = 2$—tell us if $\Omega^s \pi$ is an isomor-
phism, it does go a fair way. If the action is not linear, then even if $n = 2$ the
order seems to tell us nearly nothing. In particular the order of $H$ will be $mp^r$
with $m$ prime to $p$, but $m$ need not divide $p^r - 1$.
Example 3. Let $A = k[X, Y]$ with the characteristic of $k = 2$. Let $H$ be generated by $\sigma(X) = X$, $\sigma(Y) = Y + X^3$; $\tau(X) = \xi X$, $\tau(Y) = Y$ with $\xi$ a primitive cube root of unity. Note that $\sigma \tau = \tau \sigma$ so that $H$ is the cyclic group of order 6. Thus $m = 3$, $p = 2$ and $r = 1$ so that $m$ does not divide $p^r - 1$.

By computations similar to our earlier ones we find that $A^H = k[X^3, Y(Y + X^3)]$, $\Omega^H_A = A^H(X^2dX, X^2(YdX + XdY))$ and $(\Omega^X_A)^H = A^H(X^2dX, X^2(YdX + XdY))$. So in this case the map $\Omega^X\pi$ is an isomorphism.

Example 4. Let $A = k[X, Y]$ with the characteristic of $k = 2$. Let $H$ be the cyclic group of order 2 with generator $\sigma$ acting by $\sigma(X) = X$ and $\sigma(Y) = Y + X^2$. If this were a linear action, then we would have an isomorphism of Zariski differentials. But here $A^H = k[X, Y(Y + X^2)]$ so that $\Omega^X_A = A^H(dX, X^2dY)$ while $(\Omega^X_A)^H = A^H(dX, dY)$. Thus the two modules are not isomorphic.

In general the situation for nonlinear actions, even on affine space, seems very different. Results of computations have led me to feel that isomorphisms are very rare and "accidental".
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